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    Abstract



    
      The current transition to more server-client oriented architectures for PACS and Advanced Visualization could provide a more easy access to advanced capabilities within and outside healthcare institutions. However, although this fact is generally known, different server-client models exist all with their own specific properties and still fat client solutions are also available in the market. In many cases it is unclear which kind of setup is actually provided by the different vendors. Experience shows that, although the concepts of server-client oriented architectures may be clear to most healthcare IT experts, the different models and their properties are far from clear to most end-users. However, to choose, use, and deploy such a system successfully in a clinical setting, it has to be clear how these systems work and what the consequences are of selecting and implementing one particular system. To this end a classification is presented to determine the different server-client models and an explanation is provided of their specific properties.
    

  


  
    Introduction



    
      In the early days of computing the processing unit consisted of a large mainframe that could occupy entire rooms or even buildings. To access these central mainframes, dumb terminals were attached by wire to these mainframes allowing in- and output of information. Since the late 70s and early 80s of the 20th century the personal computer became widely available and basically pushed the large mainframes out of the market for most applications. For advanced applications in medical imaging in many cases the first desk-top computers that were used were high-end computers running the UNIX operating system. However, by the end of the 20th century this shifted to the use of the, much cheaper and more widely available, windows/intel personal computers. However, advanced visualization and PACS workstations both required high-end personal computers with high requirements on processor and memory to perform their tasks at an acceptable speed. In the last decade, the whole field of Advanced Visualization and PACS workstations is again moving towards a server-client model in which the servers are no longer the old mainframes but clustered or even virtualized servers communicating with client software running on low cost hardware. However, how minimal the hardware at the user-side (front-end) can be is determined by the whole server-client design and setup which also determines the possible applications, network demands, and maintenance costs.
    


    
      Currently, many PACS and advanced visualization vendors are presenting their latest developments in advanced visualization using “buzzwords” like thin clients, cloud computing and virtualization [1]. However, the terms are not used in the same way by the different vendors. A previous attempt to achieve a uniform classification guide dedicated to PACS client applications was published but did not really get adopted [2]. Although this classification proposal was a good initial definition defining five degrees of thickness it is not applicable anymore to the currently available systems for PACS and Advanced Visualization clients.
    


    
      In this paper we try to provide an updated overview of the different client-server configurations providing a classification which could help to make an informed decision on the selection of PACS viewers and advanced visualization software depending on each specific local situation.
    


    
      

    

  


  
    The client side


    
      After grouping based on properties, a distinction can be made between the fat client model and the client-server model (figure 1).
    


    
      

    


    
      In general, a fat client will be installed on a local machine, keep its own local database of DICOM data and will perform all processing on the local hardware. In a server-client model the client will make use of a centralized database and will perform processing on a central server. No DICOM data is physically transferred to the client. Although client-server solutions are gaining ground, especially with the larger companies, fat-clients also have to be considered since still many fat-clients are available on the market.

    


    
      Within those two main groups distinction can be made between subgroups based on their specific properties (figure 1). The fat client model consists of fat clients, fat clients with floating license, and web deployable fat clients. Besides the common property of the different fat client models that DICOM data is physically transferred to the client hardware, the distinguishing parameters are the methods on how to perform licensing and updates. Usually, software will be physically installed from a CD or DVD on the client hardware and a license will be provided for that particular system. Fat clients with a floating license are merely using a server to provide the license for the client at the moment this client is used. In most cases this would result in a situation where the number of fat-clients installed exceeds the number of licenses. However, since only a limited number of fat-clients are used simultaneously, the licenses can be shared via the server. When using a web-deployable client the update of a client would not require IT staff to travel to all client systems to upgrade the software, but when the software is started the user will be notified that a new version is available for installation and can then perform this installation after which the user can continue to work at the workstation.
    


    
      In some rare cases in the fat client model, a central database with image data is used and data is copied between the different fat client workstations. In this case, however, the processing is still performed on the local client hardware and physical transmission of the actual DICOM data to the client is required.
    


    
      

    


    
      A general description of a thin client as given by Wikipedia is a computer or computer program which depends heavily on some other computer (its server) to fulfill its traditional computational roles [3]. In other words, the main properties of the server-client model are the fact that there is only one central database with the image data (no DICOM data is physically transferred to the client system) and processing of the data is performed on a central server.
    


    
      

    


    
      When a server-client model is employed this also implies that some sort of remote display is implemented. Remote display involves the transmission of user interaction from the client to the server which in turn performs some operations and returns relevant screen updates to the client. Essentially, this means that the client is only required to allow user interaction and display of results and does not require any significant computing power locally.
    


    
      Besides the computing power requirements, every level in the client thickness also has special demands on the network speeds that are required to obtain diagnostic quality.
    


    
      The different types of clients in the server-client model can be distinguished based on their thickness. The first is a locally installed software package that acts as a thin-client. These thin-clients utilize the server for data storage and processing, and are most commonly automatically updated with some user interaction through the connection with the server. However, they are OS specific and require local installation and thus some basic resources from local client hardware.
    


    
      The next type, the web enabled client, is the one that runs within a common webbrowser but utilizes virtual machines such as Java and ActiveX that require local installation on the client as a webbrowser plug-in. Consequently, the web enabled client does not require local installation itself, is automatically updated without user interaction and could be platform independent. However, platform independency is limited by the virtual machine used which has to be available cross-platform. For example, Active X is dedicated to the Microsoft Windows operating system while Java is available cross-platform.
    


    
      Finally, the only true thin client is the zero footprint webbrowser client. This client runs in the webbrowser itself, not requiring any virtual machines or other local installation of software besides the standard webbrowser.
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        Figure 1
      

    

  


  
    The server side


    
      Based on the rendering algorithms used, servers can be divided into three different categories: CPU-based, GPU-based and based on dedicated rendering hardware.
    


    
      Dedicated rendering hardware requires large investments to develop and remains comparatively expensive because of the limited marked. At the moment of market introduction, dedicated rendering hardware will most probably be the best available. However, during its lifetime cycle the other two categories (CPU and GPU) will catch up quickly and overpower it since their development is for the mass market and will be more constant since return on investment is much faster.
    


    
      Main advantages of CPU over GPU are the faster access to the main memory of the computer and the fact that a larger amount of memory can be accessed. The data size of medical acquisitions, especially CT and MR, is constantly increasing leading to memory problems when algorithms are restricted to the maximum of 2GB of graphics memory on the GPU.
    


    
      Furthermore, based on the servers themselves, distinction can be made into physical hardware or virtualized hardware. Note that real virtualization is only possible when CPU-based rendering is used.
    


    
      Licensing or number of concurrent users is determined by the physical capabilities of the server hardware and/or by the maximum number of concurrently active licenses issued by the server.
    


    
      A comparative overview of the different properties of the different models is presented in table 1.
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    Discussion


    
      The implementation of web and thin-client viewing in advanced visualization and PACS has been discussed regularly in literature [4] [5] [6] [7]. Other possible areas of implementation of server side rendering are, for example, radiology teaching files and anatomical atlases with 3D capabilities [8]. In a clinical environment the exclusive use of single type of configuration is not obligatory, different thin- and fat-client systems can co-exists as long as they are properly connected and interfaced to each other [9] [10] and are able to be installed without interfering with each other.
    


    
      

    


    
      The main reason why radiologists need to know about the engine behind the image screen and be involved in decisions of choosing a thin client is the enormous impact that this choice has on the workflow of the radiologist. First, as mentioned before, the choice of solution strongly influences the capabilities in terms of tele-radiology. Furthermore,, choosing thick clients will only provide access to advanced visualization on a limited number of places requiring the radiologist to travel between workspaces or having to delegate the advanced visualization to others (e.g. radiological technicians). On the contrary, thin client solutions allow access anywhere even on the radiologists own personal computer or, in some cases, even mobile device. The debate on the question if post-processing should be performed by the radiologist or not is still ongoing [11]. However, if the answer to this question would be yes then everybody agrees that in that case the client-server model should be favored over the fat client model. In terms of availability, the use of thick clients allows to keep local databases, so the system can still be used in case of for example network failure, while thin clients are completely down in case of such an event.
    


    
      

    


    
      General advantages of using client-server models when compared to fat clients are the higher flexibility of the users and the decreased costs of client hardware. Furthermore, the decrease in client maintenance costs and simplification of version management is often regarded as a main advantage since server-sided enhancements need only be added to just a few systems in known locations, and client upgrades can be provided easily via web distribution [4] [8]. However, using a thin client does require local installation and might require user rights on the local system. Normally, in a hospital setting these rights are not provided to normal users because of security reasons. Thus, security might require installation of the new client versions by ICT staff, consequently diminishing the possible advantage of using a server-client setup.
    


    
      Ease of server maintenance is also increased since server hardware and software upgrades are transparent to the user and the only noticeable difference for the user will be increased performance and/or functionality.
    


    
      

    


    
      When deploying a server-client model the user should be aware of the hidden costs that might not be clear when first installing the system. It is a general misconception that simply buying a server provides access to PACS or advanced visualization from any workstation or PC without additional costs. Depending on the license structure of the vendor, server capacity and thus the number of concurrent users or total slices loaded is limited either by hardware or software.
    


    
      In case of restriction by hardware, a particular hardware component (e.g. a physical server, or rendering board) dictates a maximum number of users or slices based on its intrinsic capacity limitations. Therefore, more capacity requires additional hardware. Note that, for example, replacing a 16-MDCT scanner by a 64-MDCT will cause an increase in data production even with the same amount of patients [12]. Therefore, events like this probably also require an update of the PACS or advanced visualization hardware to allow the same amount of clients to work with it properly and simultaneously.
    


    
      When employing a license based structure, the number of (concurrent) users is limited by the number of licenses. License managers that handle the distribution and supervision of instances of the software in use add a level of complexity to the architecture and may cause problems if they do not release a license in a timely manner when it is not being used. Evidently, the same holds for fat client setups running a floating license server. In a license based client-server structure adding extra licenses could of course also mean surpassing the capabilities of your server and also require hardware upgrades.
    


    
      

    


    
      Another issue often raised in discussions about the use of client-server models is their performance over the available networks. Fernàndez-Bayó et al. [4] presented a solution with a model using a JAVA client that required DICOM data transfer to the local system, thus resulting in a comparatively slow solution. However, thin-clients tackle this problem and will provide lower data transfer requirement and thus higher display speeds. Lai et al. [13] demonstrated in their results that using client-server configurations can deliver acceptable performance over conditions commonly seen in wireless networks if newer protocols optimized for these conditions are used. Furthermore, alongside the increase in the amount of medical data per examination the network bandwidths also increase enabling transfer of more data within the same time. Zhang et al [5] demonstrated, by repeatedly loading an increasing number of X-ray images, that although time-to-display performance was still higher with a thick client, the decrease in speed was much less when using a web system. However, they also showed that performance of the websystem decreased with increase of the number of active clients. In practice this will not pose a big problem because of the fact that, as mentioned before, increasing the capacity of the system can be tackled by a server update. Important to keep in mind is that the progress of network speeds in hospitals does not necessarily keep up with the most recent possibilities because of the high costs involved when replacing hardware and especially cabling which is very labor intensive and thus costly [14]. Wireless networks are less costly to replace because of the lack of cabling but they incur difficulties with respect to security, availability and coverage.
    


    
      

    


    
      The introduction of client-server models also increases possibility for tele-radiology by providing the ability to access medical data anytime, anywhere. However, this also gives rise to security issues concerning not only non-granted access to the medical data but also the risk of loss and theft. An additional benefit of the use of client-server models is the capability to use mobile devices for review of radiological images. Raman et al [15] stated in 2004 that PDA based image viewing systems have been described but were limited in their application for teleradiology due to limited local storage and wifi network bandwidths available. They already claimed that server based advanced visualization could overcome these shortcomings using different types of ‘thinner’ clients for advanced visualization on mobile devices. This has actually been adapted recently with the introduction of touch interface devices with high quality displays and large amounts of memory running (thin-client) applications that are even claimed to be of sufficient quality for diagnosis in some cases [16][17][18].
    


    
      

    

  


  
    Conclusion


    
      To effectively employ advanced visualization and PACS viewing throughout the healthcare enterprise a clear understanding of the types of clients available is required. Furthermore, insight in the properties and capabilities of these different types of clients is also needed. This knowledge can then be employed to compare different vendors based on their offerings. The proposed classification achieves this by posing a number of straightforward questions (figure 1). Based on the outcome users can classify the different advanced visualization and PACS viewers and make a well founded decision.
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