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          Pablo Diego Jos Francisco de Paula Juan Nepomuceno Mara de los Remedios Cipriano de la Santsima Trinidad Martyr Patricio Clito Ruiz y Picasso ( October 25, 1881  April 8, 1973) was a Spanish painter, draughtsman, and sculptor. As one of the most recognized figures in twentieth-century art, he is best known for co-founding the Cubist movement and for the wide variety of styles embodied in his work. Among his most famous works are the proto-Cubist Les Demoiselles d'Avignon (1907) and his depiction of the German bombing of Guernica during the Spanish Civil War, Guernica (1937).


          


          Biography


          Picasso was baptized Pablo Diego Jos Francisco de Paula Juan Nepomuceno Mara de los Remedios Cipriano de la Santsima Trinidad Clito, a series of names honouring various saints and relatives. Added to these were Ruiz and Picasso, for his father and mother, respectively, as per Spanish custom. Born in the city of Mlaga in the Andalusian region of Spain, he was the first child of Don Jos Ruiz y Blasco (18381913) and Mara Picasso y Lpez. Picassos family was middle-class; his father was also a painter who specialized in naturalistic depictions of birds and other game. For most of his life Ruiz was a professor of art at the School of Crafts and a curator of a local museum. Ruizs ancestors were minor aristocrats.
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          The young Picasso showed a passion and a skill for drawing from an early age; according to his mother, his first words were piz, piz, a shortening of lpiz, the Spanish word for pencil. From the age of seven, Picasso received formal artistic training from his father in figure drawing and oil painting. Ruiz was a traditional, academic artist and instructor who believed that proper training required disciplined copying of the masters, and drawing the human body from plaster casts and live models. His son became preoccupied with art to the detriment of his classwork.


          The family moved to La Corua in 1891 so his father could become a professor at the School of Fine Arts. They stayed almost four years. On one occasion the father found his son painting over his unfinished sketch of a pigeon. Observing the precision of his sons technique, Ruiz felt that the thirteen-year-old Picasso had surpassed him, and vowed to give up painting.


          In 1895, Picasso's seven-year old sister, Conchita, died of diphtheria - a traumatic event in his life.After her death, the family moved to Barcelona, with Ruiz transferring to its School of Fine Arts. Picasso thrived in the city, regarding it in times of sadness or nostalgia as his true home. Ruiz persuaded the officials at the academy to allow his son to take an entrance exam for the advanced class. This process often took students a month, but Picasso completed it in a week, and the impressed jury admitted Picasso, who was still 13. The student lacked discipline but made friendships that would affect him in later life. His father rented him a small room close to home so Picasso could work alone, yet Ruiz checked up on him numerous times a day, judging his sons drawings. The two argued frequently.


          Picassos father and uncle decided to send the young artist to Madrids Royal Academy of San Fernando, the foremost art school in the country. In 1897, Picasso, age 16, set off for the first time on his own. Yet his difficulties accepting formal instruction led him to stop attending class soon after enrollment. Madrid, however, held many other attractions: the Prado housed paintings by the venerable Diego Velzquez, Francisco Goya, and Francisco Zurbarn. Picasso especially admired the works of El Greco; their elements, like elongated limbs, arresting colors, and mystical visages, are echoed in Picassos uvre.


          


          Personal life


          After studying art in Madrid, Picasso made his first trip to Paris in 1900, then the art capital of Europe. There, he met his first Parisian friend, the journalist and poet Max Jacob, who helped Picasso learn the language and its literature. Soon they shared an apartment; Max slept at night while Picasso slept during the day and worked at night. These were times of severe poverty, cold, and desperation. Much of his work had to be burned to keep the small room warm. In Madrid in 1901, Picasso and his anarchist friend Francisco de Ass Soler founded the magazine Arte Joven (Young Art), which published five issues. Soler solicited articles and Picasso illustrated the journal, mostly contributing grim cartoons depicting and sympathizing with the state of the poor. From that day, he started to sign his work simply Picasso, while before he had signed Pablo Ruiz y Picasso.


          In the early twentieth century, Picasso divided his time between Barcelona and Paris. In 1904, in the middle of a storm, he met Fernande Olivier, a Bohemian artist who became his mistress. Olivier appears in many of his Rose period paintings. After acquiring fame and some fortune, Picasso left Olivier for Marcelle Humbert, whom he called Eva. Picasso included declarations of his love for Eva in many Cubist works.


          In Paris, Picasso entertained a distinguished coterie of friends in the Montmartre and Montparnasse quarters, including Andr Breton, poet Guillaume Apollinaire, writer Alfred Jarry, and Gertrude Stein. Apollinaire was arrested on suspicion of stealing the Mona Lisa from the Louvre in 1911. Apollonaire pointed to his friend Picasso, who was also brought in for questioning, but both were later exonerated.
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          He maintained a number of mistresses in addition to his wife or primary partner. Picasso was married twice and had four children by three women. In the summer of 1918, Picasso married Olga Khokhlova, a ballerina with Sergei Diaghilevs troupe, for whom Picasso was designing a ballet, Parade, in Rome; and they spent their honeymoon in the villa near Biarritz of the glamorous Chilean art patron Eugenia Errzuriz. Khokhlova introduced Picasso to high society, formal dinner parties, and all the social niceties attendant on the life of the rich in 1920s Paris. The two had a son, Paulo, who would grow up to be a dissolute motorcycle racer and chauffeur to his father. Khokhlovas insistence on social propriety clashed with Picassos bohemian tendencies and the two lived in a state of constant conflict. During the same period that Picasso collaborated with Diaghilevs troup, he and Igor Stravinsky collaborated on Pulcinella in 1920. Picasso took the opportunity to make several sketches of the composer. In 1927 Picasso met 17 year old Marie-Thrse Walter and began a secret affair with her. Picassos marriage to Khokhlova soon ended in separation rather than divorce, as French law required an even division of property in the case of divorce, and Picasso did not want Khokhlova to have half his wealth. The two remained legally married until Khokhlovas death in 1955. Picasso carried on a long-standing affair with Marie-Thrse Walter and fathered a daughter, Maia, with her. Marie-Thrse lived in the vain hope that Picasso would one day marry her, and hanged herself four years after Picassos death.


          


          The photographer and painter Dora Maar was also a constant companion and lover of Picasso. The two were closest in the late 1930s and early 1940s and it was Maar who documented the painting of Guernica.


          During the Second World War, Picasso remained in Paris while the Germans occupied the city. Picassos artistic style did not fit the Nazi views of art, so he was not able to show his works during this time. Retreating to his studio, he continued to paint all the while. Although the Germans outlawed bronze casting in Paris, Picasso continued regardless, using bronze smuggled to him by the French resistance.


          After the liberation of Paris in 1944, Picasso began to keep company with a young art student, Franoise Gilot. The two eventually became lovers, and had two children together, Claude and Paloma. Unique among Picassos women, Gilot left Picasso in 1953, allegedly because of abusive treatment and infidelities. This came as a severe blow to Picasso.


          He went through a difficult period after Gilots departure, coming to terms with his advancing age and his perception that, now in his 70s, he was no longer attractive, but rather grotesque to young women. A number of ink drawings from this period explore this theme of the hideous old dwarf as buffoonish counterpoint to the beautiful young girl, including several from a six-week affair with Genevive Laporte, who in June 2005 auctioned off the drawings Picasso made of her.


          Picasso was not long in finding another lover, Jacqueline Roque. She worked at the Madoura Pottery in Vallauris on the French Riviera, where Picasso made and painted ceramics. The two remained together for the rest of Picassos life, marrying in 1961. Their marriage was also the means of one last act of revenge against Gilot. Gilot had been seeking a legal means to legitimize her children with Picasso, Claude and Paloma. With Picassos encouragement, she had arranged to divorce her then husband, Luc Simon, and marry Picasso to secure her childrens rights. Picasso then secretly married Roque after Gilot had filed for divorce in order to exact his revenge for her leaving him.


          Picasso had constructed a huge gothic structure and could afford large villas in the south of France, at Notre-dame-de-vie on the outskirts of Mougins, in the Provence-Alpes-Cte d'Azur. By this time he was a celebrity, and there was often as much interest in his personal life as his art.


          In addition to his manifold artistic accomplishments, Picasso had a film career, including a cameo appearance in Jean Cocteaus Testament of Orpheus. Picasso always played himself in his film appearances. In 1955 he helped make the film Le Mystre Picasso (The Mystery of Picasso) directed by Henri-Georges Clouzot.


          Pablo Picasso died on April 8, 1973 in Mougins, France, while he and his wife Jacqueline entertained friends for dinner. His final words were Drink to me, drink to my health, you know I cant drink any more. He was interred at Castle Vauvenargues park, in Vauvenargues, Bouches-du-Rhne. Jacqueline Roque prevented his children Claude and Paloma from attending the funeral.


          


          Political views


          


          Picasso remained neutral during World War I, the Spanish Civil War, and World War II, refusing to fight for any side or country. Some of his contemporaries felt that his pacifism had more to do with cowardice than principle. An article in the New Yorker called him a coward, who sat out two world wars while his friends were suffering and dying. As a Spanish citizen living in France, Picasso was under no compulsion to fight against the invading Germans in either World War. In the Spanish Civil War, service for Spaniards living abroad was optional and would have involved a voluntary return to the country to join either side. While Picasso expressed anger and condemnation of Francisco Franco and fascists through his art, he did not take up arms against them. He also remained aloof from the Catalan independence movement during his youth despite expressing general support and being friendly with activists within it.


          In 1944 Picasso joined the French Communist Party, attended an international peace conference in Poland, and in 1950 received the Stalin Peace Prize from the Soviet government. But party criticism of a portrait of Stalin as insufficiently realistic cooled Picassos interest in communist politics, though he remained a loyal member of the Communist Party until his death. In a 1945 interview with Jerome Seckler, Picasso stated: I am a Communist and my painting is Communist painting.  But if I were a shoemaker, Royalist or Communist or anything else, I would not necessarily hammer my shoes in a special way to show my politics. He was against the intervention of the United Nations and the United States in the Korean civil war and he depicted it in Massacre in Korea. In 1962, he received the International Lenin Peace Prize.


          


          Art


          Picassos work is often categorized into periods. While the names of many of his later periods are debated, the most commonly accepted periods in his work are the Blue Period (19011904), the Rose Period (19051907), the African-influenced Period (19081909), Analytic Cubism (19091912), and Synthetic Cubism (19121919).


          In 193940 the Museum of Modern Art in New York City, under its director Alfred Barr, a Picasso enthusiast, held a major and highly successful retrospective of his principal works up until that time. This exhibition lionized the artist, brought into full public view in America the scope of his artistry, and resulted in a reinterpretation of his work by contemporary art historians and scholars.


          


          Before 1901


          Picassos training under his father began before 1890. His progress can be traced in the collection of early works now held by the Museu Picasso in Barcelona, which provides one of the most comprehensive records extant of any major artists beginnings. During 1893 the juvenile quality of his earliest work falls away, and by 1894 his career as a painter can be said to have begun. The academic realism apparent in the works of the mid-1890s is well displayed in The First Communion (1896), a large composition that depicts his sister, Lola. In the same year, at the age of 14, he painted Portrait of Aunt Pepa, a vigorous and dramatic portrait that Juan-Eduardo Cirlot has called without a doubt one of the greatest in the whole history of Spanish painting.


          In 1897 his realism became tinged with Symbolist influence, in a series of landscape paintings rendered in non naturalistic violet and green tones. What some call his Modernist period (18991900) followed. His exposure to the work of Rossetti, Steinlen, Toulouse-Lautrec and Edvard Munch, combined with his admiration for favorite old masters such as El Greco, led Picasso to a personal version of modernism in his works of this period.


          


          Blue Period


          


          Picassos Blue Period (19011904) consists of somber paintings rendered in shades of blue and blue-green, only occasionally warmed by other colors. This periods starting point is uncertain; it may have begun in Spain in the spring of 1901, or in Paris in the second half of the year. Many paintings of gaunt mothers with children date from this period. In his austere use of colour and sometimes doleful subject matter prostitutes and beggars are frequent subjectsPicasso was influenced by a trip through Spain and by the suicide of his friend Carlos Casagemas. Starting in autumn of 1901 he painted several posthumous portraits of Casagemas, culminating in the gloomy allegorical painting La Vie (1903), now in the Cleveland Museum of Art.


          The same mood pervades the well-known etching The Frugal Repast (1904), which depicts a blind man and a sighted woman, both emaciated, seated at a nearly bare table. Blindness is a recurrent theme in Picassos works of this period, also represented in The Blindmans Meal (1903, the Metropolitan Museum of Art) and in the portrait of Celestina (1903). Other works include Portrait of Soler and Portrait of Suzanne Bloch.


          


          Rose Period


          The Rose Period (19041906) is characterized by a more cheery style with orange and pink colors, and featuring many acrobats and harlequins. The harlequin, a comedic character usually depicted in checkered patterned clothing, became a personal symbol for Picasso. Picasso met Fernande Olivier, a model for sculptors and artists, in Paris in 1904, and many of these paintings are influenced by his warm relationship with her, in addition to his increased exposure to French painting. The generally upbeat and optimistic mood of paintings in this period is reminiscent of the 18991901 period (i.e. just prior to the Blue Period) and 1904 can be considered a transition year between the two periods.


          


          African-influenced Period


          


          Picassos African-influenced Period (19071909) begins with the two figures on the right in his painting, Les Demoiselles d'Avignon, which were inspired by African artifacts. Formal ideas developed during this period lead directly into the Cubist period that follows.


          


          Cubism


          


          Analytic cubism (19091912) is a style of painting Picasso developed along with Georges Braque using monochrome brownish and neutral colours. Both artists took apart objects and analyzed them in terms of their shapes. Picasso and Braques paintings at this time have many similarities. Synthetic cubism (19121919) was a further development of the genre, in which cut paper fragmentsoften wallpaper or portions of newspaper pageswere pasted into compositions, marking the first use of collage in fine art.


          


          Classicism and surrealism


          In the period following the upheaval of World War I, Picasso produced work in a neoclassical style. This return to order is evident in the work of many European artists in the 1920s, including Andr Derain, Giorgio de Chirico, and the artists of the New Objectivity movement. Picassos paintings and drawings from this period frequently recall the work of Ingres.


          During the 1930s, the minotaur replaced the harlequin as a common motif in his work. His use of the minotaur came partly from his contact with the surrealists, who often used it as their symbol, and it appears in Picassos Guernica.


          


          Arguably Picassos most famous work is his depiction of the German bombing of Guernica during the Spanish Civil War  Guernica. This large canvas embodies for many the inhumanity, brutality and hopelessness of war. Asked to explain its symbolism, Picasso said, It isnt up to the painter to define the symbols. Otherwise it would be better if he wrote them out in so many words! The public who look at the picture must interpret the symbols as they understand them.


          Guernica hung in New Yorks Museum of Modern Art for many years. In 1981 Guernica was returned to Spain and exhibited at the Casn del Buen Retiro. In 1992 the painting hung in Madrids Reina Sofa Museum when it opened.


          


          Later works
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          Picasso was one of 250 sculptors who exhibited in the 3rd Sculpture International held at the Philadelphia Museum of Art in the summer of 1949. In the 1950s, Picassos style changed once again, as he took to producing reinterpretations of the art of the great masters. He made a series of works based on Velazquezs painting of Las Meninas. He also based paintings on works by Goya, Poussin, Manet, Courbet and Delacroix.


          


          He was commissioned to make a maquette for a huge 50-foot (15m)-high public sculpture to be built in Chicago, known usually as the Chicago Picasso. He approached the project with a great deal of enthusiasm, designing a sculpture which was ambiguous and somewhat controversial. What the figure represents is not known; it could be a bird, a horse, a woman or a totally abstract shape. The sculpture, one of the most recognizable landmarks in downtown Chicago, was unveiled in 1967. Picasso refused to be paid $100,000 for it, donating it to the people of the city.


          Picassos final works were a mixture of styles, his means of expression in constant flux until the end of his life. Devoting his full energies to his work, Picasso became more daring, his works more colourful and expressive, and from 1968 through 1971 he produced a torrent of paintings and hundreds of copperplate etchings. At the time these works were dismissed by most as pornographic fantasies of an impotent old man or the slapdash works of an artist who was past his prime. Only later, after Picassos death, when the rest of the art world had moved on from abstract expressionism, did the critical community come to see that Picasso had already discovered neo-expressionism and was, as so often before, ahead of his time.


          


          Commemoration and legacy
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          At the time of his death many of his paintings were in his possession, as he had kept off the art market what he didnt need to sell. In addition, Picasso had a considerable collection of the work of other famous artists, some his contemporaries, such as Henri Matisse, with whom he had exchanged works. Since Picasso left no will, his death duties (estate tax) to the French state were paid in the form of his works and others from his collection. These works form the core of the immense and representative collection of the Muse Picasso in Paris. In 2003, relatives of Picasso inaugurated a museum dedicated to him in his birthplace, Mlaga, Spain, the Museo Picasso Mlaga.


          The Museu Picasso in Barcelona features many of Picassos early works, created while he was living in Spain, including many rarely seen works which reveal Picassos firm grounding in classical techniques. The museum also holds many precise and detailed figure studies done in his youth under his fathers tutelage, as well as the extensive collection of Jaime Sabarts, Picassos close friend from his Barcelona days who, for many years, was Picassos personal secretary.


          The film Surviving Picasso was made about Picasso in 1996, as seen through the eyes of Franoise Gilot. Anthony Hopkins played Picasso in the movie.


          


          Value of paintings


          Some paintings by Picasso rank among the most expensive paintings in the world.


          
            	Nude on a black armchair sold for USD $45.1 million in 1999 to Les Wexner, who then donated it to the Wexner Centre for the Arts.


            	Les Noces de Pierrette sold for more than USD $51 million in 1999.


            	Garon  la pipe sold for USD $104 million at Sotheby's on May 4, 2004, establishing a new price record.


            	Dora Maar au Chat sold for USD $95.2 million at Sothebys on May 3, 2006.

          


          As of 2004, Picasso remains the top ranked artist (based on sales of his works at auctions) according to the Art Market Trends report. (pdf)


          


          Children


          
            	Paulo ( February 4, 1921  June 5, 1975) (Born Paul Joseph Picasso)  with Olga Khokhlova


            	Maia ( September 5, 1935  ) (Born Maria de la Concepcion Picasso)  with Marie-Thrse Walter


            	Claude ( May 15, 1947 ) (Born Claude Pierre Pablo Picasso)  with Franoise Gilot


            	Paloma ( April 19, 1949  ) (Born Anne Paloma Picasso)  with Franoise Gilot

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Pablo_Picasso"
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Sauropsida

                  


                  
                    	Superorder:

                    	Dinosauria

                  


                  
                    	Order:

                    	Ornithischia

                  


                  
                    	Infraorder:

                    	Pachycephalosauria

                  


                  
                    	Family:

                    	Pachycephalosauridae

                  


                  
                    	Genus:

                    	Pachycephalosaurus

                    Brown & Schlaikjer, 1943
                  

                

              
            


            
              	Species
            


            
              	
                
                  	P. wyomingensis ( Gilmore, 1931 [originally Troodon wyomingensis]) ( type)

                

              
            


            
              	Synonyms
            


            
              	
                
                  	Tylosteus Leidy, 1872

                

              
            

          


          Pachycephalosaurus (pronounced /ˌpkiˌsɛfələˈsɔrəs/, meaning "thick headed lizard", from Greek pachy-/- "thick", cephale/ "head" and saurus/ "lizard") is a genus of pachycephalosaurid dinosaur. It lived during the Late Cretaceous Period ( Maastrichtian stage) of what is now North America. Remains have been excavated in Montana, South Dakota, and Wyoming. It was an herbivorous or omnivorous creature which is only known from a single skull and a few extremely thick skull roofs. This dinosaur is monotypic, meaning the type species, P. wyomingensis, is the only known species. Pachycephalosaurus was one of the last non-avian dinosaurs before the KT extinction event. Another dinosaur, Tylosteus of western North America, has been synonymized with Pachycephalosaurus.


          Like other pachycephalosaurids, Pachycephalosaurus was a bipedal omnivore with an extremely thick skull roof. It possessed long hindlimbs and small forelimbs. Pachycephalosaurus is the largest known pachycephalosaur, measuring nearly 4.55 meters (1516 ft) in length and up to 2000kilograms (4400 lb) in weight.


          The thick skull domes of Pachycephalosaurus and related genera gave rise to the theory that pachycephalosaurs used their skulls in intraspecific combat. This theory has been discredited in recent years.


          


          Description
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          The anatomy of Pachycephalosaurus is poorly known, as only skull remains have been described. Pachycephalosaurus is famous for having a large, bony dome atop its skull, up to 25cm (10in) thick, which safely cushioned its tiny brain. The dome's rear aspect was edged with bony knobs and short bony spikes projected upwards from the snout. The spikes were probably blunt, not sharp.


          The skull was short, and possessed large, rounded eye sockets that faced forward, suggesting that the animal had good vision and was capable of binocular vision. Pachycephalosaurus had a small muzzle which ended in a pointed beak. The teeth were tiny, with leaf-shaped crowns. The head was supported by an "S"- or "U"-shaped neck.


          Pachycephalosaurus was probably bipedal and was the largest of the pachycephalosaurid (bone-headed) dinosaurs. Using data from other pachycephalosaurids, it has been estimated that Pachycephalosaurus was approximately the length of a large car, perhaps around 4.6meters (15ft) long, and had a fairly short, thick neck, short fore limbs, a bulky body, long hind legs and a heavy tail, which was likely held rigid by ossified tendons.


          


          Classification and systematics
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          Pachycephalosaurus gives its name to the Pachycephalosauria, a clade of herbivorous ornithischian ("bird hipped") dinosaurs which lived during the Late Cretaceous Period in North America and Asia. Despite their bipedal stance, they were likely more closely related to the ceratopsians than the ornithopods.


          Pachycephalosaurus is the most famous member of the Pachycephalosauria (though not the best-preserved member). The clade also includes Stenopelix, Wannanosaurus, Yaverlandia, Goyocephale, Stegoceras, Homalocephale, Tylocephale, Sphaerotholus and Prenocephale. Within the tribe Pachycephalosaurini, Pachycephalosaurus is most closely related to Dracorex and Stygimoloch, although these may be juvenile forms of Pachycephalosaurus.


          


          Discovery and history
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              A Pachycephalosaurus skeleton, on display at the Royal Ontario Museum, Toronto.
            

          


          Remains attributable to Pachycephalosaurus may have been found as early as the 1850s. As determined by Donald Baird, in 1859 or 1860 Ferdinand Vandiveer Hayden, an early fossil collector in the North American West, collected a bone fragment in the vicinity of the head of the Missouri River, from what is now known to be the Lance Formation in southeastern Montana. This specimen, now ANSP 8568, was described by Joseph Leidy in 1872 as belonging to the dermal armor of a reptile or an armadillo-like animal. Its actual nature was not found until Baird restudied it over a century later and identified it as a squamosal (bone from the back of the skull) of Pachycephalosaurus, including a set of bony knobs corresponding to those found on other specimens of Pachycephalosaurus. Because the name Tylosteus predates Pachycephalosaurus, according to the International Code of Zoological Nomenclature it should be preferred. Baird successfully petitioned to have Pachycephalosaurus used instead of older Tylosteus because the latter name had not been used for over fifty years, was based on undiagnostic materials, and had poor geographic and stratigraphic information. This may not be the end of the story; Robert Sullivan suggested in 2006 that ANSP 8568 is more like the corresponding bone of Dracorex than that of Pachycephalosaurus. The issue is of uncertain importance, though, if Dracorex actually represents a juvenile Pachycephalosaurus, as has been recently proposed.
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          P. wyomingensis, the type and currently only valid species of Pachycephalosaurus, was named by Charles W. Gilmore in 1931. He coined it for the partial skull USNM 12031, from the Lance Formation of Niobrara County, Wyoming. Gilmore assigned his new species to Troodon as T. wyomingensis. At the time, paleontologists thought that Troodon, then known only from teeth, was the same as Stegoceras, which had similar teeth. Accordingly, what are now known as pachycephalosaurids were assigned to the family Troodontidae, a misconception not corrected until 1945, by Charles M. Sternberg.


          In 1943, Barnum Brown and Erich Maren Schlaikjer, with newer, more complete material, established the genus Pachycephalosaurus and made "T. wyomingensis" its type species. They also named two more species: Pachycephalosaurus grangeri and Pachycephalosaurus reinheimeri. P. grangeri was based on AMNH 1696, a nearly complete skull from the Hell Creek Formation of Ekalaka, Carter County, Montana. P. reinheimeri was based on what is now DMNH 469, a dome and a few associated elements from the Lance Formation of Corson County, South Dakota. These later two species have been considered synonymous with P. wyomingensis since 1983.


          At the 2007 annual meeting of the Society of Vertebrate Paleontology, Jack Horner of Montana State University presented evidence that Dracorex and Stygimoloch may be juvenile forms of Pachycephalosaurus.


          


          Paleobiology


          Nearly all Pachycephalosaurus fossils have been recovered from the Lance Formation and Hell Creek Formation of the western United States. Pachycephalosaurus co-existed alongside fellow pachycephalosaurs Dracorex and Stygimoloch. Other dinosaurs that shared its time and place include Bugenasaura, the hadrosaurids Edmontosaurus and Anatotitan, ceratopsids Triceratops and Torosaurus, ankylosaurid Ankylosaurus, and the theropods Ornithomimus, Dromaeosaurus, and Tyrannosaurus.


          Scientists once suspected that Pachycephalosaurus and its relatives were the bipedal equivalents of bighorn sheep or musk oxen; that male individuals would ram each other headlong. It was also believed that they would make their head, neck, and body horizontally straight, in order to transmit stress during ramming. However, it is now believed that the pachycephalosaurs would not have used their domes in this way.
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          Foremost, the skull roof could not have adequately sustained impact associated with such ramming. Also, there is no evidence of scars or other damage on fossilized Pachycephalosaurus skulls. Furthermore, the cervical and anterior dorsal vertebrae show that the neck was carried in an "S"- or "U"-shaped curve, rather than a straight orientation, and thus unfit for direct head-butting. Lastly, the rounded shape of the skull would lessen the contacted surface area during head-butting, resulting in glancing blows.


          It is more probable that the Pachycephalosaurus and other pachycephalosaurid genera engaged in flank-butting in intraspecific combat. In this scenario, an individual may have stood roughly parallel or faced a rival directly, using intimidation displays to cow its rival. If intimidation failed, the Pachycephalosaurus would bend its head downward and to the side, striking the rival pachycephalosaur on its flank. This hypothesis is supported by the relatively broad width of most pachycephalosaurs, a trait that would have protected vital organs from harm. The flank-butting theory was first proposed by Sues in 1978, and expanded upon by Ken Carpenter in 1997.


          


          Diet


          Scientists do not yet know what these dinosaurs ate. Having very small, ridged teeth they could not have chewed tough, fibrous plants as effectively as other dinosaurs of the same period. It is assumed that pachycephalosaurs lived on a mixed diet of leaves, seeds, fruit and insects. The sharp, serrated teeth would have been very effective for shredding plants.
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          The Pacific Ocean is the largest of the Earth's oceanic divisions. Its name is derived from the Latin name Mare Pacificum, "peaceful sea", bestowed upon it by the Portuguese explorer Ferdinand Magellan. It extends from the Arctic in the north to Antarctica in the south, bounded by Asia and Australia on the west and the Americas on the east. At 169.2 million square kilometers (65.3 millionsquare miles) in area, this largest division of the World Ocean  and, in turn, the hydrosphere  covers about 46% of the Earth's water surface and about 32% of its total surface area, making it larger than all of the Earth's land area combined. The equator subdivides it into the North Pacific Ocean and South Pacific Ocean. The Mariana Trench in the western North Pacific is the deepest point in the Pacific and in the world, reaching a depth of 10,911 metres (35,798 ft).
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          Overview
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          The ocean encompasses almost a third of the Earth's surface, having an area of 179.7 million square kilometres (69.4 million sq mi and 161 million cubic mi) significantly larger than Earth's entire landmass, with room for another Africa to spare. Extending approximately 15,500kilometres (9,600 mi) from the Bering Sea in the Arctic to the icy margins of Antarctica's Ross Sea in the south (although the Antarctic regions of the Pacific are sometimes described as part of the circumpolar Southern Ocean), the Pacific reaches its greatest east-west width at about 5N latitude, where it stretches approximately 19,800kilometres (12,300 mi) from Indonesia to the coast of Colombia and Peru - halfway across the world, and more than five times the diameter of the Moon. The western limit of the ocean is often placed at the Strait of Malacca. The lowest point on earththe Mariana Trenchlies 10,911 metres (35,797 ft) below sea level. Its average depth is 4,280 metres (14,000 ft).


          The Pacific contains about 25,000 islands (more than the total number in the rest of the world's oceans combined), the majority of which are found south of the equator.


          The Pacific Ocean is currently shrinking from plate tectonics, while the Atlantic Ocean is increasing in size.


          Along the Pacific Ocean's irregular western margins lie many seas, the largest of which are the Celebes Sea, Coral Sea, East China Sea, Philippine Sea, Sea of Japan, South China Sea, Sulu Sea, Tasman Sea, and Yellow Sea. The Strait of Malacca joins the Pacific and the Indian Oceans on the west, and Drake Passage and the Strait of Magellan link the Pacific with the Atlantic Ocean on the east. To the north, the Bering Strait connects the Pacific with the Arctic Ocean.


          As the Pacific straddles the 180 meridian, the West Pacific (or western Pacific, near Asia) is in the Eastern Hemisphere, while the East Pacific (or eastern Pacific, near the Americas) is in the Western Hemisphere.
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          For most of Magellan's voyage from the Strait of Magellan to the Philippines, the explorer indeed found the ocean peaceful. However, the Pacific is not always peaceful. Many tropical cyclones ( typhoons, the equivalent of Atlantic hurricanes), batter the islands of the Pacific. The lands around the Pacific rim are full of volcanoes and often affected by earthquakes. Tsunamis, caused by underwater earthquakes, have devastated many islands and destroyed entire towns.


          


          Water characteristics


          Water temperatures in the Pacific vary from freezing in the poleward areas to about 30C (86F) near the equator. Salinity also varies latitudinally. The water near the equator is less salty than that found in the mid-latitudes because of abundant equatorial precipitation throughout the year. Poleward of the temperate latitudes salinity is also low, because little evaporation of seawater takes place in these frigid areas.


          The surface circulation of Pacific waters is generally clockwise in the Northern Hemisphere (the North Pacific Gyre) and counter-clockwise in the Southern Hemisphere. The North Equatorial Current, driven westward along latitude 15N by the trade winds, turns north near the Philippines to become the warm Japan or Kuroshio Current.


          Turning eastward at about 45N, the Kuroshio forks and some waters move northward as the Aleutian Current, while the rest turn southward to rejoin the North Equatorial Current. The Aleutian Current branches as it approaches North America and forms the base of a counter-clockwise circulation in the Bering Sea. Its southern arm becomes the chilled slow, south-flowing California Current.


          The South Equatorial Current, flowing west along the equator, swings southward east of New Guinea, turns east at about 50S, and joins the main westerly circulation of the Southern Pacific, which includes the Earth-circling Antarctic Circumpolar Current. As it approaches the Chilean coast, the South Equatorial Current divides; one branch flows around Cape Horn and the other turns north to form the Peru or Humboldt Current.


          


          Geology
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          The andesite line is the most significant regional distinction in the Pacific. It separates the deeper, mafic igneous rock of the Central Pacific Basin from the partially submerged continental areas of felsic igneous rock on its margins. The andesite line follows the western edge of the islands off California and passes south of the Aleutian arc, along the eastern edge of the Kamchatka Peninsula, the Kuril Islands, Japan, the Mariana Islands, the Solomon Islands, and New Zealand's North Island. The dissimilarity continues northeastward along the western edge of the Andes Cordillera along South America to Mexico, returning then to the islands off California. Indonesia, the Philippines, Japan, New Guinea, and New Zealandall eastward extensions of the continental blocks of Asia, Australia and Zealandialie outside the Andesite Line.


          Within the closed loop of the andesite line are most of the deep troughs, submerged volcanic mountains, and oceanic volcanic islands that characterize the Pacific basin. Here basaltic lavas gently flow out of rifts to build huge dome-shaped volcanic mountains whose eroded summits form island arcs, chains, and clusters. Outside the Andesite Line, volcanism is of the explosive type, and the Pacific Ring of Fire is the world's foremost belt of explosive volcanism. The Ring of Fire is named after the several hundred active volcanoes that sit above the various subduction zones.


          The Pacific Ocean is the only ocean which is almost totally bounded by subduction zones. Only the Antarctic and Australian coasts have no nearby subduction zones.


          


          Landmasses
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          The largest landmass entirely within the Pacific Ocean is the island of New Guinea the second largest island in the world. Almost all of the smaller islands of the Pacific lie between 30N and 30S, extending from Southeast Asia to Easter Island; the rest of the Pacific Basin is almost entirely submerged.


          The great triangle of Polynesia, connecting Hawaii, Easter Island, and New Zealand, encompasses the island arcs and clusters of the Cook Islands, Marquesas, Samoa, Society, Tokelau, Tonga, Tuamotu, Tuvalu and the Wallis and Futuna islands.


          North of the equator and west of the International Date Line are the numerous small islands of Micronesia, including the Caroline Islands, the Marshall Islands and the Mariana Islands.
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          In the southwestern corner of the Pacific lie the islands of Melanesia, dominated by New Guinea. Other important island groups of Melanesia include the Bismarck Archipelago, Fiji, New Caledonia, the Solomon Islands and Vanuatu.


          Islands in the Pacific Ocean are of four basic types: continental islands, high islands, coral reefs, and uplifted coral platforms. Continental islands lie outside the Andesite Line and include New Guinea, the islands of New Zealand, and the Philippines. These islands are structurally associated with nearby continents. High islands are of volcanic origin, and many contain active volcanoes. Among these are Bougainville, Hawaii, and the Solomon Islands.


          The third and fourth types of islands are both the result of coralline island building. Coral reefs are low-lying structures that have built up on basaltic lava flows under the ocean's surface. One of the most dramatic is the Great Barrier Reef off northeastern Australia. A second island type formed of coral is the uplifted coral platform, which is usually slightly larger than the low coral islands. Examples include Banaba (formerly Ocean Island) and Makatea in the Tuamotu group of French Polynesia.


          


          History and economy
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          Important human migrations occurred in the Pacific in prehistoric times, most notably those of the Polynesians from the Asian edge of the ocean to Tahiti and then to Hawaii, New Zealand, and Easter Island.


          The ocean was first sighted by Europeans early in the 16th century, first by the Spanish explorer Vasco Nez de Balboa who crossed the Isthmus of Panama in 1513, and then by Ferdinand Magellan, who sailed the Pacific during his circumnavigation from 1519 to 1522. In 1564, conquistadors crossed the ocean from Mexico led by Miguel Lpez de Legazpi who sailed to the Philippines and Mariana Islands. For the remainder of the 16th century, Spanish influence was paramount, with ships sailing from Spain to the Philippines, New Guinea, and the Solomon Islands.


          During the 17th century, the Dutch, sailing around southern Africa, dominated discovery and trade; Abel Janszoon Tasman discovered Tasmania and New Zealand in 1642. The 18th century marked a burst of exploration by the Russians in Alaska and the Aleutian Islands, the French in Polynesia, and the British in the three voyages of James Cook to the South Pacific and Australia, Hawaii, and the North American Pacific Northwest.


          Growing imperialism during the 19th century resulted in the occupation of much of Oceania by European powers, and later, the United States and Japan. Significant contributions to oceanographic knowledge were made by the voyages of HMS Beagle in the 1830s, with Charles Darwin aboard; HMS Challenger during the 1870s; the USS Tuscarora (1873-76); and the German Gazelle (1874-76). Although the United States gained control of the Philippines from Spain in 1898, Japan controlled most of the western Pacific by 1914 and occupied many other islands during World War II. However, by the end of that war, Japan was defeated and the U.S. Pacific Fleet was the virtual master of the ocean. Since the end of World War II, many former colonies in the Pacific have become independent states.


          The exploitation of the Pacific's mineral wealth is hampered by the ocean's great depths. In shallow waters of the continental shelves off the coasts of Australia and New Zealand, petroleum and natural gas are extracted, and pearls are harvested along the coasts of Australia, Japan, Papua New Guinea, Nicaragua, Panama, and the Philippines, although in sharply declining volume in some cases. The Pacific's greatest asset is its fish. The shoreline waters of the continents and the more temperate islands yield herring, salmon, sardines, snapper, swordfish, and tuna, as well as shellfish.


          


          Environmental Issues
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          Marine pollution is a generic term for the harmful entry into the ocean of chemicals or particles. The biggest culprit are rivers that empty into the Ocean, and with it the many chemicals used as fertilizers in agriculture as well as waste from livestock and humans. The excess of oxygen depleting chemicals in the water leads to hypoxia and the creation of a dead zone (ecology).


          Marine debris, also known as marine litter, is a term used to describe human-created waste that has found itself floating in a lake, sea, ocean or waterway. Oceanic debris tends to accumulate at the centre of gyres and coastlines, frequently washing aground where it is known as beach litter.


          


          Major ports and harbours


          
            
              	
                
                  	Acapulco, Guerrero, Mexico


                  	Anchorage, Alaska, United States


                  	Antofagasta, Chile


                  	Arica, Chile


                  	Auckland, New Zealand


                  	Bacolod, Philippines


                  	Bangkok, Thailand


                  	Bluff, New Zealand


                  	Brisbane, Queensland, Australia


                  	Buenaventura, Colombia


                  	Busan, South Korea


                  	Cabo San Lucas, Baja California Sur, Mexico


                  	Cagayan de Oro, Philippines


                  	Callao, Peru


                  	Cebu City, Philippines


                  	Chongjin, North Korea


                  	Dalian, People's Republic of China


                  	Davao City, Philippines


                  	Ensenada, Baja California, Mexico


                  	Esmeraldas, Ecuador


                  	Guayaquil, Ecuador


                  	Hong Kong, People's Republic of China


                  	Honolulu, Hawaii, United States


                  	Incheon, South Korea


                  	Iloilo, Philippines


                  	Iquique, Chile


                  	Kaohsiung, Republic of China (Taiwan)


                  	Kitimat, British Columbia, Canada


                  	Keelung, Republic of China (Taiwan)


                  	Klang, Malaysia


                  	Kobe, Japan


                  	Laem Chabang, Thailand


                  	Lyttleton, New Zealand


                  	Long Beach, California, United States


                  	Los Angeles, California, United States


                  	Manta, Ecuador


                  	Manzanillo, Colima, Mexico

                

              

              	
                
                  	Mazatln, Sinaloa, Mexico


                  	Melbourne, Victoria, Australia


                  	Manila, Philippines


                  	Nampo, North Korea


                  	Newcastle, New South Wales, Australia


                  	Oakland, California, United States


                  	Panama City, Panama


                  	Portland, Oregon, United States


                  	Portoviejo, Ecuador


                  	Prince Rupert, British Columbia, Canada


                  	Puerto Montt, Chile


                  	Puerto Vallarta, Jalisco, Mexico


                  	Qingdao, People's Republic of China


                  	San Antonio, Chile


                  	San Diego, California, United States


                  	San Francisco, California, United States


                  	Seattle, Washington, United States


                  	Shanghai, People's Republic of China


                  	Shenzhen, People's Republic of China


                  	Singapore


                  	Songkhla, Thailand


                  	Sydney, New South Wales, Australia


                  	Tacoma, Washington, United States


                  	Taichung, Republic of China (Taiwan)


                  	Talcahuano, Chile


                  	Tauranga, New Zealand


                  	Tianjin, People's Republic of China


                  	Tijuana, Baja California, Mexico


                  	Tokyo, Japan


                  	Valparaso, Chile


                  	Vancouver, British Columbia, Canada


                  	Victoria, British Columbia, Canada


                  	Vladivostok, Russia


                  	Xiamen, People's Republic of China


                  	Yantai, People's Republic of China


                  	Yokohama, Japan


                  	Zamboanga, Philippines
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          Pacifism is the opposition to war or violence as a means of settling disputes or gaining advantage. Pacifism covers a spectrum of views ranging from the belief that international disputes can and should be peacefully resolved; to calls for the abolition of the institutions of the military and war; to opposition to any organization of society through governmental force (anarchist or libertarian pacifism); to rejection of the use of physical violence to obtain political, economic or social goals; to the condemnation of force except in cases where it is absolutely necessary to advance the cause of peace ( pacificism); to opposition to violence under any circumstance, including defense of self and others.


          Pacifism may be based on moral principles (a deontological view) or pragmatism (a consequentialist view). Principled pacifism holds that at some point along the spectrum from war to interpersonal physical violence, such violence becomes morally wrong. Pragmatic pacifism holds that the costs of war and inter-personal violence are so substantial that better ways of resolving disputes must be found. Pacifists in general reject theories of Just War.


          Pacifists follow principles of nonviolence, believing that non-violent action is morally superior and/or pragmatically most effective. Some pacifists, however, support physical violence for emergency defense of self or others. Others support destruction of property in such emergencies or for conducting symbolic acts of resistance like pouring red paint to represent blood on the outside of military recruiting offices or entering air force bases and hammering on military aircraft. However, part of the pacifist belief system is taking responsibility for one's actions by submitting to arrest and using a trial to publicize opposition to war and other forms of violence.


          Dove or dovish are informal terms used, especially in politics, for people who prefer to avoid war or prefer war as a last resort. The terms refer to the story of Noah's Ark in which the dove came to symbolize the hope of salvation and peace. Similarly, in common parlance, the opposite of a dove is a hawk or war hawk.


          


          Early history


          


          Advocacy of pacifism can be found far back in history and literature. Compassion for all life, human and nonhuman, is central to Jainism, founded by Mahavira 599 527 BCE. This doctrine values human life as a unique opportunity to reach enlightenment and regards the killing of any person, no matter what crime he may have committed, as unimaginably abhorrent.


          In Ancient Greece, however, pacifism seems not to have existed except as a broad moral guideline against violence between individuals. No philosophical program of rejecting violence between states, or rejecting all forms of violence, seems to have existed. Aristophanes, in his play Lysistrata, does create the scenario of an Athenian women's anti-war sex strike during the Peloponnesian War of 431404 BCE, and the play has gained an international reputation for its anti-war message. Nevertheless, it is both fictional and comical, and though it offers a pragmatic opposition to the destructiveness of war, its message seems to stem from frustration with the existing conflict (then in its twentieth year) rather than from a philosophical position against violence or war. Equally fictional is the nonviolent protest of Hegetorides of Thasos.


          The Moriori, of the Chatham Islands, practiced pacifism by order of their ancestor Nunuku-whenua. This enabled the Moriori to preserve what limited resources they had in their harsh climate, avoiding waste through warfare. In turn, this almost led to their complete annihilation in 1835 by invading Ngāti Mutunga and Ngāti Tama Māori from the Taranaki region of the North Island of New Zealand. The invading Māori killed, enslaved and cannibalised the Moriori.


          Throughout history, many have understood Jesus of Nazareth to have been a pacifist, drawing on his Sermon on the Mount (see Christian pacifism). In the sermon Jesus stated that one should "not resist an evildoer" and promoted his turn the other cheek philosophy. "If anyone strikes you on the right cheek, turn the other also; and if anyone wants to sue you and take your coat, give your cloak as well... Love your enemies, do good to those who hate you, bless those who curse you, pray for those who abuse you." The New Testament story is of Jesus, besides preaching these words, surrendering himself freely to an enemy intent on having him killed and proscribing his followers from defending him.


          There are those, however, who deny that Jesus was a pacifist and state that Jesus never said that you should not fight, citing examples from the New Testament. One such instance portrays an angry Jesus driving dishonest market traders from the temple using a whip, despite the absence of scriptural evidence that indicates Jesus used the whip on people. A frequently quoted passage is Luke 22:36: He said to them, But now, the one who has a purse must take it, and likewise a bag. And the one who has no sword must sell his cloak and buy one. Others have interpreted the non-pacifist statements in the New Testament to be metaphorical and state that on no occasion does Jesus shed blood or urge others to shed blood.


          The early Christian church practiced Jesus' pacifist teachings quite literally. However, beginning with the Roman emperor Constantine I in the 4th century A.D., the church not only began to be integrated into the rest of society, but to assume positions of power and authority. The strict practice of pacifism began to be viewed as impractical and even irresponsible when Christians could use such power to confront evil and injustice. Early church leaders such as Augustine and later Thomas Aquinas justified the use of arms as a last resort in the protection of innocent life from attack and injustice, what now often is called Just War Theory.


          


          Modern history


          Beginning in the 16th century, the Protestant Reformation gave rise to a variety of new Christian sects, including the historic peace churches. Foremost among them were the Religious Society of Friends (Quakers), Amish, Mennonites and Church of the Brethren. After its founding by Quaker pacifist William Penn, Quaker-controlled colonial Pennsylvania employed an anti-militarist public policy. Unlike residents of many of the colonies, Quakers chose to trade peacefully with the Indians, including for land. The colonial province was, for the 75 years from 1681 to 1756, essentially unarmed and experienced little or no warfare in that period.


          Bohemian Bernard Bolzano (17811848) taught about the social waste of militarism and the needlessness of war. He urged a total reform of the educational, social, and economic systems that would direct the nation's interests toward peace rather than toward armed conflict between nations.


          Leo Tolstoy was another fervent advocate of pacifism. In one of his latter works The Kingdom of God is Within You, Tolstoy provides a detailed history, account and defense of pacifism. The book was a major early influence on Mohandas K. Gandhi (18691948) and the two engaged in regular correspondence while Gandhi was active in South Africa.


          In Aotearoa aka New Zealand during the latter half of the 19th century British colonists used many tactics to confiscate land from the indigenous Ma-ori, including warfare. One Ma-ori leader, Te Whiti-o-Rongomai, inspired warriors to stand up for their rights without using weapons, which had led to defeat in the past. He convinced 2000 Ma-oris to welcome battle-hardened British soldiers into their village and even offered food and drink. He allowed himself and his people to be arrested without resistance for opposing land confiscation. He is remembered as a great leader because the passive resistance he practiced prevented British massacres and even protected, thereby protecting far more land than violent resistance.
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          Mohandas K. Gandhi was a major political and spiritual leader of India, and of the Indian independence movement. Grateful Indians christened him with the title Mahatma or Great Soul. He was the pioneer of a brand of nonviolence (or ahimsa) which he called satyagraha -- translated literally as "truth force". This was the resistance of tyranny through civil disobedience that was not only nonviolent, but sought to change the heart of the opponent. He contrasted this with duragraha - resistant force - which merely sought to change behaviour with stubborn protest.


          During his thirty year leadership of the Indian Independence Movement from 1917 to 1947 Gandhi led dozens of nonviolent campaigns, spent over seven years in British prisons, and fasted nearly to the death on several occasions to obtain British compliance with a demand or to stop inter-communal violence. His efforts helped lead India to independence in 1947, and inspired movements for civil rights and freedom worldwide.


          There was strong anti-war sentiment in Western Europe during the 19th century. Many socialist groups and movements were antimilitarist, arguing that war by its nature was a type of governmental coercion of the working class for the benefit of capitalist elites. French socialist pacifist leader Jean Jaurs's assassination on July 31, 1914 was followed by the socialist Second International's dissolution into chauvinism and militarism as international socialist groups supported their respective nations in war. Nevertheless many groups protested that war, including the traditional peace churches, the Woman's Peace Party which was organized in 1915 and led by noted reformer Jane Addams and the International Committee of Women for Permanent Peace (ICWPP), also organized in 1915. Other groups included the American Union Against Militarism, the Fellowship of Reconciliation, and the American Friends Service Committee.


          In the aftermath of World War I there was a great revulsion against war, leading to the formation of more peace groups like War Resisters' International and the Women's International League for Peace and Freedom.


          The Spanish Civil War proved a major test for international pacifism, and the heroic work of pacifist organisations and individuals in that arena has been largely ignored or forgotten by historians, overshadowed by the memory of the International Brigades and other militaristic interventions.


          With the start of World War II, pacifist and anti-war sentiment declined in nations affected by war. Even the communist-controlled American Peace Mobilization reversed its anti-war activism once Germany invade the Soviet Union in 1941. After the Japanese attack on Pearl Harbour, mainstream isolationist groups like the America First Committee, declined, though many smaller religious and socialist groups continued their opposition to war. Bertrand Russell argued that the necessity of defeating Adolf Hitler and the Nazis was a unique circumstance where war was not the worst of the possible evils; he called his position relative pacifism. H. G. Wells, who had claimed after the armistice ending World War I that the British had suffered more from the war than they would have from submission to Germany, urged in 1941 a large-scale British offensive on the continent of Europe to combat Hitler and Nazism. Similarly Albert Einstein wrote: "'I loathe all armies and any kind of violence; yet I'm firmly convinced that at present these hateful weapons offer the only effective protection."


          Conscientious objectors and war tax resisters were active in both World War I and World War II. The United States government did allow sincere objectors to serve in noncombatant military roles. However, those draft resisters who refused any cooperation with the war effort often spent much of each war in federal prisons. During World War II pacifist leaders like Dorothy Day and Ammon Hennacy of the Catholic Worker Movement urged young Americans not to enlist in military service.


          Martin Luther King, Jr (1929 - 1968), a Baptist minister, lead the American civil rights movement which successfully used Gandhian nonviolent resistance to repeal laws enforcing racial segregation and work for integration of schools, businesses and government. In 1957 his wife Coretta Scott King, Albert Schweitzer, Dr. Benjamin Spock and others formed the Committee for a Sane Nuclear Policy (now Peace Action) to resist the nuclear arms race. In 1958 British activists formed the Campaign for Nuclear Disarmament with Bertrand Russell as its president.


          In 1960, Thich Nhat Hanh came to the U.S. to study comparative religion at Princeton University, and subsequently was appointed lecturer in Buddhism at Columbia University. Thich Nhat Hanh had written a letter to Martin Luther King in 1965 entitled: Searching for the Enemy of Man and during his 1966 stay in the U.S. met with King and urged him to publicly denounce the Vietnam War. Dr. King gave his famous speech at the Riverside Church in New York City in 1967, his first to publicly question the U.S. involvement in Vietnam.
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          Pacifism and religion


          


          Pacifist social movements in Buddhism


          Buddhist Daw Aung San Suu Kyi is a nonviolent pro-democracy activist and leader of the National League for Democracy in Myanmar (Burma). A devout Buddhist, Suu Kyi won the Rafto Prize and the Sakharov Prize for Freedom of Thought in 1990 and in 1991 was awarded the Nobel Peace Prize for her peaceful and non-violent struggle under a repressive military dictatorship. One of her best known speeches is the "Freedom From Fear" speech, which begins "It is not power that corrupts but fear. Fear of losing power corrupts those who wield it and fear of the scourge of power corrupts those who are subject to it."
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          Especially famous for leading a pacifist movement, Tenzin Gyatso is the fourteenth and current Dalai Lama, and as such, is often referred to in Western media as simply the Dalai Lama. On November 17, 1950, at the age of fifteen, he was enthroned as Tibet's Head of State and most important political ruler, while Tibet faced occupation by the forces of the People's Republic of China. After the collapse of the Tibetan resistance movement in 1959, Tenzin Gyatso fled to India, where he was active in establishing the Central Tibetan Administration (the Tibetan government in exile) and preserving Tibetan culture and education among the thousands of refugees who accompanied him. A charismatic figure and noted public speaker, Tenzin Gyatso is the first Dalai Lama to travel to the West, where he has helped to spread Buddhism and to publicise the cause of Free Tibet. In 1989, he was awarded the Nobel Peace Prize.


          


          Christian peace churches


          Peace churches are Christian denominations explicitly advocating pacifism. The term historic peace churches refers specifically to three church traditions: the Brethren, Anabaptist (comprising Mennonites, Amish, and Hutterites), and the Quakers (Religious Society of Friends). The historic peace churches have, from their origins as far back as the 16th century, always taken the position that Jesus was himself a pacifist who explicitly taught and practiced pacifism, and that his followers must do likewise. Pacifist churches vary on whether physical force can ever be justified in self-defense or protecting others, as many adhere strictly to nonresistance when confronted by violence. But all agree that violence on behalf of a country or a government is prohibited for Christians.


          


          Pacifism in Pentecostal churches


          Jay Beaman's thesis states that 13 of 21, or 62% of American Pentecostal groups formed by 1917 show evidence of being pacifist sometime in their history.Furthermore Jay Beaman has shown in his thesis that there has been a shift away from pacifism in the American Pentecostal churches to more a style of military chaplaincy and support of war. The major organisation for Pentecostal Christians who believe in pacifism is the PCPF, the Pentecostal Charismatic Peace Fellowship.


          


          Pacifism in mainstream Christian denominations


          The Peace Pledge Union was a pacifist organisation from which the Anglican Pacifist Fellowship (APF) later emerged within the Anglican Church. The APF succeeded in gaining ratification of the pacifist position at two successive Lambeth Conferences, though many Anglicans would not regard themselves as pacifists. South African Bishop Desmond Tutu is the most prominent Anglican pacifist. Rowan Williams led an almost united Anglican Church in Britain in opposition to the 2003 Iraq War. In Australia Peter Carnley similarly led a front of bishops opposed to the Australian Government's involvement in the invasion of Iraq.


          The Catholic Worker Movement is concerned with both social justice and pacifist issues, and voiced consistent opposition to the Spanish Civil War and World War II. Many of its early members were imprisoned for their opposition to conscription. Within the Roman Catholic Church, the Pax Christi organisation is the premiere pacifist lobby group. It holds positions similar to APF and the two organisations are known to work together on ecumenical projects. Within Roman Catholicism there has been a discernible move towards a more pacifist position through the twentieth and early twenty-first centuries. Popes Benedict XV, John XXIII and John Paul II were all vocal in their opposition to specific wars. By taking the name Benedict XVI, some suspect that Joseph Ratzinger will continue the strong emphasis upon non-violent conflict resolution of his predecessor. However, the Roman Catholic Church officially maintains the legitimacy of Just War, which is rejected by pacifists.


          In the twentieth century there was a notable trend among prominent Roman Catholics towards pacifism. Individuals such as Dorothy Day and Henri Nouwen stand out among them. The monk and mystic Thomas Merton was noted for his commitment to social justice and pacifism during the Vietnam War era. Martyred El Salvadorian Bishop Oscar Romero was notable for using non-violent resistance tactics and wrote meditative sermons focusing on the power of prayer and peace. School of the Americas Watch was founded by Maryknoll Fr. Roy Bourgeois in 1990 and uses strictly pacifist principles to protest the training of Latin American military officers by United States Army officers at the School of the Americas in the state of Georgia.


          The Greek Orthodox Church also tends towards pacifism, though it has accepted defensive warfare through most of its history. However, more recently it took a strong stance towards the war in Lebanon and its large community there refused to take up arms during its civil wars. It also supports dialogue with Islam. In 1998 the Third Pre-conciliar Pan-Orthodox Conference drew up a text on the contribution of the Orthodox Church to the achievement of peace emphasizing respect for the human person and the inseparability of peace from justice. The text states in part: Orthodoxy condemns war in general, for she regards it as a consequence of the evil and sin in the world.


          


          Pacifism in the Bah' Faith


          Bah'u'llh, the founder of the Bah' Faith abolished holy war, and noted it as a central teaching of his faith. However, the Bah' Faith does not have an absolute pacifistic position. For example Bah's are advised to do social service instead of active army service, but when this is not possible due to obligations in certain countries, the Bah' law of loyalty to one's government is preferred and the individual should perform the army service. Shoghi Effendi, the Guardian of the Bah' Faith, noted that in the Bah' view, absolute pacifists are anti-social and exalt the individual over society which could lead to anarchy; instead he noted that the Bah' conception of social life follows a moderate view where the individual is not suppressed or exalted.


          On the level of society, Bah'u'llh promotes the principle of collective security, which does not abolish the use of force, but prescribes "a system in which Force is made the servant of Justice." The idea of collective security from the Bah' teachings states that if a government violates a fundamental norm of international law or provision of a future world constitution which Bah's believe will be established by all nations, then the other governments should step in.


          


          Pacifism in Jainism


          Compassion for all life, human and non-human, is central to Jainism. Human life is valued as a unique, rare opportunity to reach enlightenment; to kill any person, no matter what crime he may have committed, is considered unimaginably abhorrent. It is a religion that requires monks and laity, from all its sects and traditions, to be vegetarian. Some Indian regions, such as Gujarat, have been strongly influenced by Jains and often the majority of the local non-Jain population has also become vegetarian.


          


          Pacifism and government


          While many governments have tolerated pacifist views and even accommodated pacifists' refusal to fight in wars, others at times have outlawed pacifist and anti-war activity. During the periods between World Wars I and II, Pacifist literature or public advocacy was banned in nations such as Italy under Mussolini, and Germany after the rise of Hitler. In these nations, pacifism was denounced as cowardice. The United States Congress passed the Sedition Act of 1918 because President Woodrow Wilson opposed dissent in time of war.


          Today the United States requires that all young men register for selective service, but does not allow them to be classified as conscientious objectors unless they are drafted in some future reinstatement of the draft. It does permit enlisted personnel to become conscientious objectors, allowing them to be discharged or transferred to noncombatant status. Some European governments like Switzerland, Greece, Norway and Germany offer civilian service. However, even during periods of peace, many pacifists still refuse to register for or report for military duty, risking criminal charges.


          Anti-war and pacifist political parties seeking to win elections may moderate their demands, calling for de-escalation or major arms reduction rather than the outright disarmament which is advocated by many pacifists. Once in power, parties have been known to drop their anti-war leanings. Green parties list " non-violence" and " decentralization" towards anarchist co-operatives or minimalist village government as two of their ten key values. However, in power, Greens like all politicians often compromise. The German Greens in the cabinet of Social Democrat Gerhard Schrder supported an intervention by German troops in Afghanistan in 2001, but on condition that they host the peace conference in Berlin. However, during the 2002 election Greens did force Schrder to swear that no German troops would invade Iraq.


          The controversial democratic peace theory holds that liberal democracies have never (or rarely) made war on one another and that lesser conflicts and internal violence are rare between and within democracies. It also argues that the growth in the number of democratic states will, in the not so distant future, end warfare.


          Some pacifists and multilateralists are in favour of the establishment of a world government as a means to prevent and control international aggression. Such a government would not have to worry about the UN veto being used by one of its members when it or one of its allies decides to agress on another nation, as currently is the case. While some unions, like the European Union, have been brought together peacefully, most large nation states have been united through war and held together by military action against secessionists. So it is questionable whether a world government devoted to peace could be formed without years of warfare.


          Some pacifists, such as the Christian anarchist Leo Tolstoy, consider the state a form of warfare.


          


          Criticisms of pacifism


          One common argument against pacifism is the possibility of using violence to prevent further acts of violence (and reduce the "net-sum" of violence). This argument hinges on the idea that the ends justify the meansi.e., that an otherwise morally objectionable action can be justified if it results in a positive outcome. For example, either violent rebellion - or another state sending in its military - to end a dictator's violent oppression may save millions of lives, even if many thousands died in the war. Most pacifists would oppose such violent action, arguing that nonviolent resistance should be just as effective and with a much lesser loss of life. Others would oppose organized military responses but support individual and small group self-defense against specific attacks if initiated by the dictators forces. Pacificists may argue that military action could be justified should it subsequently advance the general cause of peace.


          Still more pacifists would argue that a non-violent reaction may not save lives immediately but would in the long run. The acceptance of violence for any reason makes it easier to use in other situations. Learning and committing to pacifism helps to send a message that violence is, in fact, not the most effective way. It can also help people to think more creatively and find more effective ways to stop violence without more violence.


          Japanese, Italian and Nazi aggression that precipitated World War II often is cited as an argument against pacifism. If these forces had not been challenged and defeated militarily, the argument goes, many more people would have died under their oppressive rule. A frequently used (though possibly incorrectly attributed ) quote is from Edmund Burke: "The only thing necessary for the triumph of evil is for good men to do nothing."


          Pacifists can claim that the United State's entry into World War I broke the multi-year stalemate between Germany and the allies, ensuring an overwhelming victory rather than a negotiated settlement. This permitted the victors to bankrupt Germany with war reparations, leading to economic unrest that hastened the rise of Nazi leader Adolf Hitler. Pacifists also might note that Japanese imperialism against China only mirrored the centuries of European imperialism in the Asia and that United States economic and military actions towards Japan provoked it to attack Pearl Harbour in 1941. Also pacifists would point out that the "something" good men must do is not necessarily violent.


          Some commentators on the most nonviolent forms of pacifism, including Jan Narveson, argue that such pacifism is a self-contradictory doctrine. Narveson claims that everyone has rights and corresponding responsibilities not to violate others' rights. Since pacifists give up their ability to protect themselves from violation of their right not to be harmed, then other people thus have no corresponding responsibility, thus creating a paradox of rights. As Narveson puts it, the prevention of infractions of that right is precisely what one has a right to when one has a right at all." Narveson then discusses how rational persuasion is a good but often inadequate method of discouraging an aggressor. He considers that everyone has the right to use any means necessary to prevent deprivation of their civil liberties and force could be necessary.


          Narveson's arguments, however, assume that violence is the only method by which one can protect his rights and self. Many pacifists would argue that not only are there other ways to protect oneself, but that some of those ways are far more effective than violence. It also assumes that harm can only be done physically. Often pacifists would much rather take the physical harm inflicted by another rather than cause themselves emotional or psychological harm, not to mention harming the other.


          The ideology and political practice of pacifism also have been criticized by the radical American activist Ward Churchill, in his essay, Pacifism as Pathology. Churchill argues that the social and political advancements pacifists claim resulted from non-violent action always have been made possible by concurrent violent struggles. In the late 1990s Churchill's work convinced many anarchist and left wing activists to adopt what they called "diversity of tactics" using " black bloc" formations that engage in property destruction and scuffles with police at larger mainstream protests.


          The most powerful of many pacifist replies to Churchill was from American activist George Lakey, a founder of Movement for a New Society, in a detailed response to Pacifism as Pathology. Lakey quotes Martin Luther King in entitling his year 2001 article Nonviolent Action as the Sword that Heals. However, he takes on Churchill's assumptions and reading of history from a pragmatic viewpoint, arguing the superiority of nonviolent action by describing "some movements that learned, from their own pragmatic experience, that they could wage struggle more successfully through nonviolent direct action than through violence."


          


          Quotations


          
            
              	

              	What difference does it make to the dead, the orphans, and the homeless, whether the mad destruction is wrought under the name of totalitarianism or the holy name of liberty and democracy? - Mahatma Gandhi

              	
            

          


          
            
              	

              	In all history there is no war which was not hatched by the governments, the governments alone, independent of the interests of the people, to whom war is always pernicious even when successful. - Leo Tolstoy

              	
            

          


          
            
              	

              	Returning violence for violence multiplies violence, adding deeper darkness to a night already devoid of stars. Darkness cannot drive out darkness: only light can do that. Hate cannot drive out hate: only love can do that. Hate multiplies hate, violence multiplies violence, and toughness multiplies toughness in a descending spiral of destruction.... The chain reaction of evil  hate begetting hate, wars producing more wars  must be broken, or we shall be plunged into the dark abyss of annihilation. -Martin Luther King Jr.

              	
            

          


          
            
              	

              	Being a pacifist between wars is as easy as being a vegetarian between meals. - Ammon Hennacy

              	
            

          


          
            
              	

              	The concept of nonviolence is a false ideal. It presupposes the existence of compassion and a sense of justice on the part of one's adversary. When this adversary has everything to lose and nothing to gain by exercising justice and compassion, his reaction can only be negative. - George Jackson.

              	
            

          


          
            
              	

              	Since pacifists have more freedom of action in countries where traces of democracy survive, pacifism can act more effectively against democracy than for it. Objectively the pacifist is pro-Nazi.- George Orwell.

              	
            

          


          
            
              	

              	Being a pacifist to save your own life is normal, being a pacifist for the lives of others is true pacifism. - Jacob Borer

              	
            

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Pacifism"
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              A screenshot from the original arcade version of the game, showing the ghosts in their starting positions at the centre of the screen and Pac-Man below. Four Energizers are visible near the corners of the screen.
            


            
              	Developer(s)

              	Namco
            


            
              	Publisher(s)

              	Midway ( Namco in Japan)
            


            
              	Designer(s)

              	Toru Iwatani - Game Designer

              Hideyuki Mokajima San- Programmer

              Toshio Kai - Sound & Music
            


            
              	Platform(s)

              	Arcade game, Atari 2600, Atari 5200, Commodore 64, Game Boy, GBA, Intellivision, Mobile phone, MSX, NEC PC-8801, NGPC, NES, Sega Game Gear, SNES, ZX Spectrum, iPod, Xbox Live Arcade, Wii Virtual Console
            


            
              	Release date

              	JPN October 10, 1979

              NA October 1980, 1991, 1999, 2005, 2006
            


            
              	Genre(s)

              	Maze
            


            
              	Mode(s)

              	Up to 2 players, alternating turns
            


            
              	Input methods

              	4-way joystick
            


            
              	Cabinet

              	Standard upright, mini-upright, and cocktail
            


            
              	Arcade system

              	Namco Pac-Man
            


            
              	CPU

              	1x ZiLOG Z80 @ 3.072 MHz
            


            
              	Sound

              	1x Namco WSG (3-channel mono) @ 3.072 MHz
            


            
              	Display

              	Vertically oriented, 224  288, 16 palette colors
            

          


          Pac-Man is an arcade game developed by Namco and licensed for distribution in the USA by Midway, first released in Japan in 1979. Immensely popular from its original release to the present day, Pac-Man is universally considered as one of the classics of the medium, virtually synonymous with video games, and an icon of 1980s popular culture. Upon its release, the game became a social phenomenon that sold a bevy of merchandise and also inspired an animated television series and a Top 40 pop single.


          When Pac-Man was released, most arcade video games in North America were primarily space shooters such as Space Invaders and Defender or Asteroids; the most visible minority were sports games (mostly derivative of PONG). Pac-Man succeeded by creating a new genre and appealing to both males and females. Pac-Man is often credited with being a landmark in video game history, and is among the most famous arcade games of all time. The character also appears in over 30 officially licensed games and sequels, as well as in numerous unauthorized clones and bootlegs.


          


          Gameplay


          The player controls Pac-Man as he moves through a maze, eating pac-dots. When all dots are eaten, Pac-Man is taken to the next stage. 4 ghosts roam the maze, trying to catch Pac-Man. If a ghost touches Pac-Man, a life is lost. When all lives have been lost, the game ends. During Pac-Man gameplay, lives are usually lost by "digging your own grave"; it is easy to situate Pac-Man within the maze so that escape from the ghosts is impossible


          Near the corners of the maze are four large round power-up objects known as "energizers" or "power pellets", which provide Pac-Man with the temporary ability to eat the ghosts. The ghosts turn a deep blue and reverse direction immediately when Pac-Man eats an energizer, and they move more slowly while they are vulnerable. The ghosts are worth 200, 400, 800, and 1600 points, in sequence. The values reset back to 200 each time another Power Pellet is eaten, so it is advantageous for the player to eat all four ghosts on each pellet. If a ghost is eaten, its eyes return to the "ghost pen" where it is regenerated in its normal colour. (This may happen while the other ghosts are still blue, if the ghost is near the pen when eaten.) The ghosts flash white up to five times before they become dangerous again. The amount of time the ghosts remain vulnerable varies from one board to the next, but the time period generally becomes shorter as the game progresses. Starting with the 17th board (the 5th key), then continuing from board 19 to the end, the ghosts no longer turn blue at all, though eating an energizer still causes them to reverse direction. The 240 regular dots on each level are worth ten points each, and energizers are worth fifty points each. Additionally, prizes commonly referred to as fruit (even though several of them are not fruits) appear twice during each board just below the ghost pen  eating a fruit scores extra bonus points. The prizes change throughout the game, and their point values increase (see the table at right).


          Pac-Man is awarded a bonus life one time only, at 10000 points (the default setting; DIP switches inside the machine can change the required points to 15000 or 20000 or disable the bonus life altogether).


          Fruits appear in the middle of the maze sometimes; Pac-Man can eat these for bonus points. As the levels get higher, the fruit score more points.


          


          History


          The game was developed primarily by Namco employee Toru Iwatani over eighteen months. The original title was pronounced pakku-man (パックマン, pakku-man ?) and was inspired by the Japanese onomatopoeic phrase paku-paku taberu (パクパク食べる, paku-paku taberu ?), where paku-paku describes (the sound of) the mouth movement when widely opened and then closed in succession. Although it is often cited that the characters shape was inspired by a pizza missing a slice, he admitted in a 1986 interview that it was a half-truth and the character design also came from simplifying and rounding out the Japanese character for mouth, kuchi (口) as well as the basic concept of eating. Iwatani's efforts to appeal to a wider audience  beyond the typical demographics of young boys and teenagers  would eventually lead him to adding elements of a maze. The result was a game he entitled PUCK MAN. When first launched in Japan in 1979 by Namco, the game received a lukewarm response, as Space Invaders and other games of similar type were far more popular at the time.


          The following year, however, the game was picked up for manufacture in the U.S. by Bally division Midway, under the altered title Pac-Man (see below). American audiences welcomed a breakaway from conventions set by Space Invaders, which resulted in unprecedented popularity and revenue that rivaled its successful predecessor, as even Iwatani was impressed with U.S. sales. The game soon became a worldwide phenomenon within the video game industry, resulting in numerous sequels and merchandising tie-ins. Pac-Mans success bred imitation, and an entire genre of maze-chase video games soon emerged, but none equalled the original in profit or popularity.


          
            Image:Puckman-flyer.jpg

            
              The Japanese sales flyer from 1980 displays the Japanese title, PUCK MAN, as well as the original character design.
            

          


          Competitors and distributors were taken completely by surprise by Pac-Mans success in North America in 1980. Marketing executives who saw Pac-Man at a trade show prior to release completely overlooked the game (along with the now classic Defender), while they looked to a racing car game called Rally-X as the game to outdo that year. The appeal of Pac-Man was such that the game caught on immediately with the public; it quickly became far more popular than anything seen in the game industry before. Pac-Man outstripped Asteroids as the greatest selling arcade game of the time, and would go on to sell over 350,000 units.


          


          Localization


          For the North American market, the name was changed from PUCK MAN to Pac-Man (actually closer to the original Japanese pronunciation) because puck was similar in spelling and pronunciation to a common English expletive, and vandals could easily change it. Both PUCK MAN and Pac-Man machines can be found throughout Europe.


          
            [image: A side by side comparison of the very different artwork styles between the Midway and Namco version.]

            
              A side by side comparison of the very different artwork styles between the Midway and Namco version.
            

          


          When Midway released Pac-Man in the United States, the company also redesigned the cabinet's artwork, as the Namco-style artwork was more costly to mass produce, as well as being considered too stylish for the American market. PUCK MAN was painted overall white featuring multicolored artwork on both sides with cheerful Puck-Man characters in different poses while Pac-Man was painted yellow, with very simple and easy-to-stencil artwork on both sides and front.


          The unique and original game design inspired game publishers to be innovative rather than conservative, and encouraged them to speculate on game designs that broke from existing genres. Pac-Man introduced an element of humor into video games that designers sought to imitate, and appealed to a wider demographic than the teenage boys who flocked to the action-oriented games. Many popular video games of the 1980s, including Q*bert, Donkey Kong, and Frogger partially owe their publication to the success of Pac-Man.


          The Killer List of Videogames lists Pac-Man as the #1 video game of all time on its "Top 10 Most Popular Video games" list. Pac-Man, and other video games of the same general type, are often cited as an identifying cultural experience of Generation X, particularly its older members, sometimes called Baby Busters.


          
            
              	Fruit/Object

              	Point value

              	Board(s)
            


            
              	Cherries

              	100

              	1
            


            
              	Strawberry

              	300

              	2
            


            
              	Peach

              	500

              	3-4
            


            
              	Apple

              	700

              	5-6
            


            
              	Melon

              	1000

              	7-8
            


            
              	Galaxian flagship

              	2000

              	9-10
            


            
              	Bell

              	3000

              	11-12
            


            
              	Key

              	5000

              	13 and up
            

          


          


          Intermissions


          During the opening boards of the game, the linearity of the game's progression is interrupted by "intermissions" - humorous animated scenes featuring Pac-Man and the ghosts. There are three different intermissions:


          
            	Blinky chases Pac-Man off the screen. Blinky reappears as a vulnerable blue monster coming the opposite direction, being chased by a giant Pac-Man. This intermission plays after Board 2.


            	Blinky chases Pac-Man across the screen, but his pelt gets caught on a tack in the floor, and part of it is ripped off revealing his pinkness. This intermission plays after Board 5.


            	Blinky, with the corner of his pelt sewn back on, chases Pac-Man across the screen. Blinky reappears coming back the opposite direction, pinked, dragging his pelt behind him. This intermission plays after Boards 9, 13 and 17.

          


          


          Perfect play


          A perfect Pac-Man game is defined as one where the player completes all 256 levels with a maximum point score and without losing a life. The first such game was verified by the Twin Galaxies Intergalactic Scoreboard on July 3, 1999. Billy Mitchell, of Hollywood, FL, achieved the feat in six hours. To attain the maximum possible score of 3,333,360 points, it was necessary for Mitchell to eat every fruit, every Power Pellet, every blue ghost and every dot for 256 boards without losing a single life.


          


          Split-screen level


          


          This game technically has no end; the player will be given new boards to clear as long as Pac-Man does not lose all of his lives. However, due to a glitch in the game, the right side of the 256th board is a garbled mess of text and symbols rendering the level unplayable. This occurs because of a bug in the subroutine that draws the fruit at the bottom of the screen that indicate the current level. Normally, at most 7 fruits are displayed, regardless of the current screen, but since the level number is stored in a single byte, level 255 ("FF" in hexadecimal) rolls over to 0 in the subroutine, and 256 fruit are drawn, corrupting the bottom of the screen and the entire right half of the maze. Enthusiasts refer to this as the "Final Level," the "Split-Screen Level," or simply as the ending. Although there are claims that someone with enough knowledge of the maze pattern can play through it, it is generally considered impossible to be cleared via legitimate means.


          However, in December 1982, an eight-year-old boy named Jeffrey R. Yee received a letter from U.S. President Ronald Reagan congratulating him on a worldwide record of 6,131,940 points, a score only possible if the player has passed the Split-Screen Level. Whether or not this event happened as described has remained in heated debate amongst video game circles since its supposed occurrence. In September, 1983, Walter Day, Chief Scorekeeper at the Twin Galaxies Intergalactic Scoreboard, took the U.S. National Video Game Team on a tour of the East Coast to visit video game players who claimed they could get through the "Split-Screen." No video game player could demonstrate this ability. Later, in 1999, Billy Mitchell offered $100,000 to anyone who could provably pass through the Split-Screen Level before January 1, 2000; there is no evidence that anyone could.


          Through tinkering, the details of the Split-Screen Level can be revealed. As playable through arcade game emulator MAME some ROMs of the game are equipped with a "rack test" within the DIP switches that will automatically clear a level of all dots as soon as it begins. This method not only makes reaching the long-mythical 256th board easier (thus making detailed analysis possible) but also allows a demonstration of what happens after the board has been cleared:


          Because the right side of the map does not exist, Pac-Man and the ghosts can move freely throughout the right side of the screen, barring some of the garbled symbols which are fractured pieces of the maze. Other symbols also entail power pills, which must be eaten for the player to continue (unlike the unglitched boards, if Pac-Man loses a life, the pills on the right side of the screen will reset after being eaten). Because the maze fracture blockades are "placed" in many locations, it is difficult - if not impossible - to locate them all.


          If the board is cleared, the game restarts from the first board without error, once again repeating through 256. However, while the power-ups and intermissions repeat from the opening of the game, the monsters will retain their speed and invulnerability to power pellets from the later boards.



          


          Related games


          


          Ports


          Pac-Man is one of the few games to have been consistently re-released for over two decades. In the 1980s, it was released for the Atari 2600, Atari 5200, Atari 8-Bit Computers (400/800/etc.), Intellivision and Commodore 64, and the Nintendo Entertainment System (1987 and 1990). In the handheld world, it was released on the Game Boy (1991), Sega Game Gear (1991), Neo-Geo Pocket Colour (1999), Pac-Man: Special Colour Edition for the Game Boy Colour (1999), Apple iPods (fifth generation), Pac-Man Collection for the Game Boy Advance (2001), and it is unlockable in Pac 'n Roll for the Nintendo DS. However, it has been most widely distributed in Namco's long-running Namco Museum series, starting on the PlayStation in 1996 and continuing to this day on every major console (as well as the PSP and Game Boy Advance) with the 50th Anniversary Collection (2005). An Xbox 360 port was released via Xbox Live Arcade on August 9, 2006. Pac-Man is also available in its original form as part of the GameTap service. On September 12, 2006 a port was released for play on the popular iPod music player along with other arcade/puzzle games. Pac-Man was never ported to the Atari 7800 home video game system. However, there have been efforts to hack the pre-existing Ms. Pac-Man cartridge to create the original Pac-Man (as well as other Pac-Variants) for it .


          


          Namco has repeatedly re-released this game in arcades. In 2001, Namco released a 20-Year Reunion game that combined Ms. Pac-Man and Galaga in one cabinet. To play the original Pac-Man on this machine, move the joystick in this order on the "Press Start Button" that appears after one inserts one's coins: up, up, up, down, down, down, left, right, left, right, left. If done correctly, one should hear a sound, and Ms. Pac-Man will change colour. Press the Ms. Pac-Man start button, and one will be able to play Pac-Man. It should be noted that Ms. Pac-Man machines are far easier to locate in today's arcades than a dedicated Pac-Man. In 2005, Namco released a board openly featuring all three of the games on the 20-Year Reunion board in honour of Pac-Man's 25th Anniversary.


          Namco's wireless division released a line of PAC-MAN games for the cell phone in 2002, starting with the original arcade version and following up with Pac-Man game extensions like Pac-Man Bowling and Pac-Man Pinball. This division (Namco Networks America Inc.) also launched a networked game, Ms. Pac-Man For Prizes, in 2004. Pac-Man mobile games are available on both BREW and Java platforms across major cellular carriers, as well as on Palm PDAs and Windows PC phones.


          


          Atari 2600


          The Atari 2600 version of Pac-Man was developed and published by Atari in 1982. It was the first port of the arcade game, Atari being the licensee for the video game console rights. Although Atari sold seven million units, out of a ten-million 2600-user base, this port may have been rushed to market and its quality was widely criticized. Atari, having manufactured twelve million cartridges under the expectation that the game would increase the number of sales of the console, was left with a large unsold inventory that had to be written-off, incurring in large financial losses for the company. This was one of the catalysts that led to the video game crash of 1983.


          Sequels


          Pac-Man spawned numerous sequels, though none of them were as popular as the original. Of these, the most significant title was Ms. Pac-Man. Originally created as an unauthorized hack of the original game called Crazy Otto by a small group known as General Computer Corporation, it was eventually sold to Bally Midway without Namco's permission. Crazy Otto was actually seen in a photograph in Time magazine, mislabeled as the original Pac-Man. The game featured several improvements and changes from the original Pac-Man, including faster gameplay, more mazes, new intermissions, and moving bonus items. Some consider Ms. Pac-Man to be a superior game to the original, and even the best in the entire series. Eventually Bally Midway struck a deal with Namco to make Ms. Pac-Man an officially licensed sequel, although the American company continued to release several unauthorized spin-off games later on, such as Pac-Man Plus, Baby Pac-Man and Professor Pac-Man. These other titles were generally considered inferior and unimportant, serving to oversaturate the market for Pac-Man games.


          


          Clones and bootlegs
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              An unauthorized 1992 Pac-Man knockoff, CD-Man downloadable here, was one of many clones and bootlegs to be released.
            

          


          Unauthorized "pirate" versions of the game were also created, most notably Hangly-Man (a mangling of "Hungry-Man"), one variant of which replaced the Pac-Man character with the head of Popeye. There was another hack of Hangly-Man called Caterpillar Pac-Man made in 1981 by Phi. In this game, one plays as a caterpillar, and the ghosts are replaced by four spiders.


          Another popular clone game was Piranha, which replaced Pac-Man with a munching fish. The maze was replaced with a coral reef, and the ghosts were replaced with squid. (In an earlier variant, they were little more than ghosts with extended sprites for the tentacles). A brief reference to the game was even included in the Pac-Man TV series, when in an underwater scene, a fish is shown eating a ghost-squid.


          Acorn's software division, Acornsoft, released an exceptionally accurate clone of Pac-Man called Snapper for their BBC Micro and Acorn Electron home computers. After allegedly receiving a sternly worded cease and desist letter from Atari, Acornsoft modified the game, changing the maze layout and character graphics.


          A game called Pacdude has also been released as freeware. It is almost a Pacman clone, but with a few differences. It is available to download via the official site at http://pacdudegame.wik.is/.


          In addition, soon after the release of the original Pac-Man, many other maze-themed video games entered the arcade market ( Make Trax, Thief, Lady Bug and Mouse Trap being the most prominent). In the home video game market, K.C. Munchkin was actually withdrawn after Atari successfully sued its creator, citing its imitation of the Pac-Man characters as blatant and undisguised.


          Several handheld versions were released in 1981, most using VFD technology. The playability of most handheld games of this age was limited by today's standards, since each ghost and Pac-Man position was represented by an immovable fixed-cell character that lit up accordingly. Game titles included the following:


          
            	PacMan by Tomy


            	PacMan2 by Entex


            	Pac-Man by Coleco. As the official adaptation of the game, Coleco Pac-Man was shaped like a miniature Midway arcade cabinet.


            	Epoch Man by Epoch LCD-based, this game can be seen in National Lampoon's Vacation (1983) in Russ's hand.

          


          Texas Instruments released a clone called Munch Man for the TI-99 home computer line in 1982, in which the player lays down a "track" (or "links", in Munch Man parlance), as he progresses through the maze instead of eating pills  a change made by TI to avoid possible lawsuits from Midway.


          In 1981, Leisure and Allied released Ghostmuncher/ Galaxian. This game was a dual bootleg of Pac-Man and Galaxian. One could change the game with the Dip Switch. In this bootleg, the colors, sounds and names of the ghosts have been changed. The "Galaxian" bootleg is also sped up significantly.


          Data East released Lock'n'Chase in 1981. Here Pac-Man was replaced with a thief stealing coins from a bank vault. The Ghosts were replaced with police, and the thief could temporarily block passages with doors. A popular port of this game was released for the Mattel Intellivision in 1982.


          In the 1990s, Microhard/Magic Games released Funny Strip. This was a maze game and a clone of Pac-Man and Ms. Pac-Man featuring nudity.


          Also in the 1990s, Best Before Yesterday released a game called Maniac, which merged Pac-Man with the game of hangman against a time limit. One notable feature was the turbo boost, temporarily making Pac-Man go faster. Upon acquiring this turbo boost, the phrase "Thunderbirds are go!" would be heard. Another feature was added background music.


          In 1992, Creative Dimensions released a Pac-Man clone called CD-Man. CD-Man ate dots and ran from enemies such as spiders and sharks.


          In 1993, Christophe de Dinechin wrote a Pac-Man clone for the HP-48 series of calculator.


          In 1995, SemiCom released Hyper Pac-Man , a clone similar to Pac-Mania with some Bomberman-style elements. This was followed up by a sequel called Twinkle ; in this version Pac-Man is orange and wears sunglasses.


          In 1999, ESD released Multi Champ Deluxe. Multi Champ Deluxe is an adult-oriented multi-game system in which the player chooses a girl and then one of six games, with the object being to win the game to save the girl. The games include a clone of Pac-Man.


          In 2000, Genie released Puckman Pokemon which teamed up Pac-man and Pokmon. Player 1 controls Puckman and Player 2 controls Pikachu's head.


          eGames has released several 3D clones of Pac-Man, including 3D Maze Man, 3D Chomper, and 3D Ms. Maze. These were made without license, and prompted a lawsuit including Hasbro, Atari America and Elorg. The games have not been discontinued as a term of the settlement.


          Grandpa Pac-Man was an unofficial sequel created by Lafe Travis Games for the PC, and is available as freeware. Grandpa Pac-Man has 13 mazes to master, 12 intermissions, and 30 different prizes to gobble up.


          In 2003, an open source Pac-Man clone called Njam was released. The source code is freely available under GPL license, and besides regular gameplay it features two multiplayer modes where players can play either together or against each other. It also has networking support, so up to four players can play simultaneously. The game is available on Windows, Linux, Mac OS X and many other operating systems.


          DirecTV's new interactive channel, Game Lounge, features a game called Hot Wheels Monster Truck Smashdown. A red monster truck takes the place of Pac-Man, and other monster trucks replace the ghosts, but otherwise, the game plays very much like regular Pac-Man.


          Topfield Digital Set Top boxes also feature a Pac-Man clone game, along with a clone of Tetris and a clone of Brick as part of their extras included in their menus.


          


          Non-video games


          In 1982, Milton Bradley released a board game based on Pac-Man and another based on Ms. Pac-Man. Several other pocket games and a card game were also produced.


          A group of students from the Computer Science department of Simon Fraser University had developed a "life-sized" Pac-Man system, using laptops and cell phone tracking to track the location of the dots, ghost, and the Pac-Man. It has become a regular activity of Computer Science Frosh Week, and is usually played in Downtown Vancouver.


          Pac-Man is also available to download and play on 5th-generation iPods.


          


          Pac-Man in popular culture


          A great deal of Pac-Man merchandise was marketed in the 1980s, from t-shirts to toys to hand-held video game imitations to pasta. There was also the aforementioned Saturday morning TV cartoon called Pac-Man. This show, based on the game, was produced by Hanna-Barbera and lasted two years, from 1982 to 1984. It was also the basis for a Pac-Man Christmas special titled Christmas Comes to Pac-Land. In the series and the special, the "nicknames" given to Pac-Man's enemies in the game  Blinky, Pinky, Inky and Clyde  became their official names, and Sue was a new ghost, colored purple. They were led by the evil Mezmaron, who employed them in his plots to raid the Power Pellet Forest.


          The makers of the 1982 Disney feature-film Tron sneaked a tiny Pac-Man into one quick shot when Sark is ordering the tanks to be sent out, giving the character a movie cameo appearance in effect.


          A Pac-Man-inspired set of crop circles is located near Grazely, Reading, England, viewable by satellite imaging. Map at Google Sightseeing
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              MAD Magazine named Pac-Man "Man of the Year" in September 1982 #233. So great was Pac-Man's appeal at the time that it is one of very few MAD covers that does not feature Alfred E. Neuman
            

          


          In the video game-oriented webcomic Penny Arcade, Gabe is almost always seen wearing a yellow shirt with a black outline of Pac-Man. Other strips reveal that his room is decorated with Pac-Man sheets and matching curtains, and his car's license plate reads "PCMNFN" (Pac-Man Fan). Mike Krahulik, the Penny Arcade artist who uses Gabe as an alter-ego, actually has a tattoo of Pac-Man eating pellets around his arm.


          VG Cats, another video game webcomic, also uses Pac-Man in one of its logos. The logo is identical to Pac-Man; however, it is colored blue instead of yellow, and has a cat-like tail added to it, along with tiny cat-like ears atop it.


          The 2004 movie Club Dread featured a live version of Pac-Man played on "Coconut Pete's" tropical island, in which four bikini-clad girls would chase one man through a hedge maze; drinking from a cup of alcohol was the equivalent of a Power Pellet. Other characters dressed in costumes resembling the various fruit pieces of the game.


          Pac-Man appears as a character in the Drawn Together episode " Gay Bash". In a comic twist, Ms. Pac-Man is revealed to actually be Pac-Man himself, but in drag.


          In "Weird Al" Yankovic's music video for " White & Nerdy", flares arranged in the shape of Pac-Man are shown in the background of some scenes.


          In the animated series Class of 3000, on the episode The Hunt for Red Blobtober, there is a Pac-Man like screen with the kid's heads. After the scene, Philly Phil pulls grapes out of the hole. Also, Eddie makes the classic "Wakka wakka wakka" noise.


          Pac-Man is shown for almost thirty seconds at high speed in the 1982 cult movie Koyaanisqatsi.


          


          Other video games
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              Pac-Man as he appears in the Pac-Man World series.
            

          


          Namco often puts the characters of Pac-Man into their other games, as actual opponents or subtle references. Some of the most prominent uses include the Ridge Racer series of games and Wangan Midnight Maximum Tune. In addition, similar to Namco x Capcom, Pac-Man appears as a statue in Tales of Symphonia, and also as a part of alternative costume of Presea that is based on the Namco character Klonoa. In another Tales game, Tales of the Abyss, playable character Jade Curtiss's main outfit has a belt with a buckle shaped like Pac-Man. Because of this, the Pac-Man appears to be eating the belt holes, much like an in-game Pac-Man eating dots. Talim's 1P costume in Soul Calibur II and III both feature a Pac-Man emblem on her necklace.


          Pac-Man is a playable character in the Mario Kart Arcade GP and Mario Kart Arcade GP 2 games; in fact, Pac-Man is one of the first non-Nintendo characters to appear in a Nintendo game. Ms. Pac-Man and the red ghost Blinky are also playable. Klonoa, a Namco character, always wears a blue cap with a little Pac-Man on it. Curiously, this mark was erased in Namco x Capcom, in which Pac-Man's only appearance is as a statue in a single stage.


          Pac-Man made a guest appearance in Kick Man (1981), also once known as Kick. The object of Kickman was to catch falling balloons on the head of a unicycle rider. In some levels of the game, a Pac-Man might descend and, with his familiar sound effects, eat the already-caught balloons for bonus points. Ghosts appeared as well in higher levels.


          Anna Kournikova's Smash Court Tennis featured Pac-Man as a secret unlockable character. He looked exactly like his 3D render. To unlock him, the player had to complete the Times Square court under "Street Tournament" six times.


          In Wolfenstein 3D (1992), there was a secret level that was a remake of one of the mazes in Pac-Man, complete with Pac-Man ghosts that would chase the player. They could not be killed. The dots were replaced with treasure items and the power pills were replaced with extra lives.


          In Baten Kaitos, Pac-Man appeared as a card/weapon that was unlocked by performing a combo involving fruit.


          A carving of Pac-Man eating a pill, along with a ghost from Pac-Man, could be seen in the fighting game Mortal Kombat.


          In Jak III, when Daxter needed the codes to get into the KG Sky Factory, he went through a Pac-Man-like game to get the codes.


          In Top Secret!, a map showing the protagonist's travel through Berlin changed into a Pac-Man game.


          In The Simpsons, Mr. Burns plays a generic version of Ms. Pac-Man.


          In the section "Raiders of the Lost Arcade" of the Futurama episode " Anthology of Interest II", the Planet Express Crew and 'General' Pac-Man went through a Pac-Man maze. During this Dr. Zoidberg ate various in-game items, including the key, the dots (which he said tasted like stale marshmallows), the fruit and Phillip J. Fry (who was okay because he "had another guy"). Pac-Man was inadvertently killed by laser fire from Space Invaders. Fry asked Amy Wong to tend to the Widow Pac-Man.


          In an episode of Family Guy they showed a flashback of when Ms. Pac-Man broke up with Pac-Man and the ghosts try to cheer him up by letting him eat them, but he was too depressed to acknowledge them, instead sitting silently, staring ahead and smoking a cigarette.


          In Stewie Griffin: The Untold Story, a Family Guy movie, Brian is telling Stewie to get the fruit in a Pac-Man game. Stewie then replies with, "I can't get the fruit, there's a ghost right there!"


          


          Games featuring Pac-Man


          
            Image:Pacit.jpg

            
              Screenshot of the level Pac-Box for Descent 3.
            

          


          
            	Sky Kid (1985): Along with Inky, the Special Flag from Rally-X and Pooka from Dig Dug, Pac-Man appears as one of the hidden Namco characters who appear sometimes after blowing up an enemy unit. He is worth 1000 points if picked up.

          


          
            	Sky Kid Deluxe (1986): Pac-Man's role is exactly the same as in the original Sky Kid.

          


          
            	Ordyne (1988): After buying a stock bomber from Miyuki Chan's shop or winning one from Dream Co., Ltd., Pac-Man will sit on the front of Yichir Tomari's or Sunday Chin's ship, held in place by a green claw. He sucks in all the enemies' shots and spits them back out at them. The more shots he sucks in, the bigger he becomes and the more powerful the shots he spits out will be. Only one player may have this special weapon at a time.

          


          
            	Tinkle Pit (1993): After getting the powerup which looks like Pac-Man's face, the nameless protagonist will turn into Pac-Man and all the enemies will turn into ghosts for a short time. He can eat them for bonus points.

          


          
            	Tekken (1994) and Tekken 2 (1995): If the Number of Wins indicated by option is set to Fruit and one wins 40+ fights in Arcade Mode under two players, Pac-Man will appear as an icon.

          


          
            	Soul Edge (1995): Pac-Man stands on top of the Namco logo after the announcer says the company's name as the camera zooms in on the logo and him over a white background.

          


          
            	A mod for Doom II was created that could change all of the enemy creatures to Pac-Man characters. All other features of the game remained the same.

          


          
            	Baten Kaitos: Eternal Wings and the Lost Ocean: Pac-Man is a magnus that can be obtained by combo-ing a large amount of fruit magnus. The version of Pac-Man from Pac-Land can be obtained in a similar way.

          


          
            	Ridge Racer Type 4 features a racing team called the "Pac Racing Club" with cars decorated with the Pac-Man name and character. Also, upon unlocking every single car in the game, the player unlocks a Pac-Man car which is essentially a giant Pac-Man as he appears in Pac-Man World on wheels with an engine in the rear.

          


          
            	Ridge Racer V features a Pac-Man race (unlocked when the player drives 3000km total) in which the player races as Pac-Man in a little red roadster against the 4 ghosts on mopeds. If the player wins, they also unlock the ghosts to race as in Time Trial, Free Run and Vs. modes.

          


          
            	Ridge Racer (2004): Features a grueling Pac Man boss race on a normal Ridge Racer track, after beating Pac-Man one unlocks the Pac-Man car.

          


          
            	Baten Kaitos Origins (2006): Pac-Man is a magnus given to one to take care of by Quzman. He will eat any magnus that is around him, forcing one to 'trap' him between inedible magnus. After eating a certain number of magnus, he will transform into Pac-Land and eventually Pac-Mania.

          


          
            	A level for Descent 3 multiplayer was created as a tribute to Pac-Man, Pac-Box.

          


          
            	A Guild Wars boss named Glamron uses a skill called "Pac-Man." This skill enables Glamron to rush directly into players it encounters.

          


          
            	Blast Corps (by Rareware) had a pac-man tribute secret level featuring pac-man styled game play in a maze where one used the games bulldozer to light beacons in the same way pac-man eats dots.

          


          
            	Ridge Racer 6 has a car in the Special class which is Pac-Man in a spaceship with a speed display shaped like Pac-Man.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Pac-Man"
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          Painting is the practice of applying colour to a surface (support) such as, e.g. paper, canvas, wood, glass, lacquer or concrete. However, when used in an artistic sense, the term "painting" means the use of this activity in combination with drawing, composition and other aesthetic considerations in order to manifest the expressive and conceptual intention of the practitioner.


          Painting is used as a mode of representing, documenting and expressing all the varied intents and subjects that are as numerous as there are practitioners of the craft. Paintings can be naturalistic and representational (as in a still life or landscape painting), photographic, abstract, be loaded with narrative content, symbolism, emotion or be political in nature. A large portion of the history of painting is dominated by spiritual motifs and ideas; sites of this kind of painting range from artwork depicting mythological figures on pottery to biblical scenes rendered on the interior walls and ceiling of The Sistine Chapel to depictions of the human body itself as a spiritual subject.


          


          Overview
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          "The boundary of things in the second plane will not be discerned like those in the first. Therefore, painter, do not produce boundaries between the first and the second, because the boundary of one object and another is of the nature of a mathematical line but not an actual line, in that the boundary of one colour is the start of another colour and is not to be accorded the status of an actual line, because nothing intervenes between the boundary of one colour which is placed against another. Therefore, painter, do not make the boundaries pronounced at a distance."


          What enables painting is the perception and representation of intensity. Every point in space has different intensity, which can be represented in painting by black and white and all the gray shades between. In practice, painters can articulate shapes by juxtaposing surfaces of different intensity; by using just colour (of the same intensity) one can only represent symbolic shapes. Thus, the basic means of painting are distinct from ideological means, such as geometrical figures, various points of view and organization ( perspective), and symbols. For example, a painter perceives that a particular white wall has different intensity at each point, due to shades and reflections from nearby objects, but ideally, a white wall is still a white wall in pitch darkness. In technical drawing, thickness of line is also ideal, demarcating ideal outlines of an object within a perceptual frame different from the one used by painters.


          Colour and tone are the essence of painting as pitch and rhythm are of music. Colour is highly subjective, but has observable psychological effects, although these can differ from one culture to the next. Black is associated with mourning in the West, but in the East, white is. Some painters, theoreticians, writers and scientists, including Goethe, Kandinsky, Newton, have written their own colour theory. Moreover the use of language is only a generalisation for a colour equivalent. The word " red", for example, can cover a wide range of variations on the pure red of the visible spectrum of light. There is not a formalized register of different colors in the way that there is agreement on different notes in music, such as C or C♯ in music. For a painter, color is not simply divided into basic and derived (complementary or mixed) colors (like, red, blue, green, brown, etc.). Painters deal practically with pigments, so "blue" for a painter can be any of the blues: phtalocyan, Paris blue, indigo, cobalt, ultramarine, and so on. Psychological, symbolical meanings of colour are not strictly speaking means of painting. Colors only add to the potential, derived context of meanings, and because of this the perception of a painting is highly subjective. The analogy with music is quite clearsound in music (like "C") is analogous to light in painting, "shades" to dynamics, and coloration is to painting as specific timbre of musical instruments to musicthough these do not necessarily form a melody, but can add different contexts to it.
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          Rhythm is important in painting as well as in music. Rhythm is basically a pause incorporated into a body (sequence). This pause allows creative force to intervene and add new creationsform, melody, coloration. The distribution of form, or any kind of information is of crucial importance in the given work of art and it directly affects the esthetical value of that work. This is because the esthetical value is functionality dependent, i.e. the freedom (of movement) of perception is perceived as beauty. Free flow of energy, in art as well as in other forms of "techne", directly contributes to the esthetical value.


          Modern artists have extended the practice of painting considerably to include, for example, collage, which began with Cubism and is not painting in the strict sense. Some modern painters incorporate different materials such as sand, cement, straw or wood for their texture. Examples of this are the works of Jean Dubuffet and Anselm Kiefer. (There is a growing community of artists who use computers to paint colour onto a digital canvas using programs such as Photoshop, Painter, and many others. These images can be printed onto traditional canvas if required.)


          In 1829, the first photograph was produced. From the mid to late 19th century, photographic processes improved and, as it became more widespread, painting lost much of its historic purpose to provide an accurate record of the observable world. There began a series of art movements into the 20th century where the Renaissance view of the world was steadily eroded, through Impressionism, Post-Impressionism, Fauvism, Expressionism, Cubism and Dadaism. Eastern and African painting, however, continued a long history of stylization and did not undergo an equivalent transformation at the same time.


          Modern and Contemporary Art has moved away from the historic value of craft and documentation in favour of concept; this has led some to say that painting, as a serious art form, is dead, although this has not deterred the majority of artists from continuing to practise it either as whole or part of their work.


          Recently, painting has been used in paint-on-glass animation.


          


          History of painting


          The oldest known paintings are at the Grotte Chauvet in France, claimed by some historians to be about 32,000 years old. They are engraved and painted using red ochre and black pigment and show horses, rhinoceros, lions, buffalo, mammoth or humans often hunting. There are examples of cave paintings all over the worldin France, Spain, Portugal, China, Australia, India etc.


          In Western cultures oil painting and watercolor painting are the best known media, with rich and complex traditions in style and subject matter. In the East, ink and colour ink historical predominated the choice of media with equally rich and complex traditions.


          


          Aesthetics and theory of painting
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          Aesthetics tries to be the "science of beauty" and it was an important issue for such 18th and 19th century philosophers as Kant or Hegel. Classical philosophers like Plato and Aristotle also theorized about art and painting in particular; Plato disregarded painters (as well as sculptors) in his philosophical system; he maintained that painting cannot depict the truthit is a copy of reality (a shadow of the world of ideas) and is nothing but a craft, similar to shoemaking or iron casting. By the time of Leonardo painting had become a closer representation of the truth than painting was in Ancient Greece. Leonardo Da Vinci, on the contrary, said that "Pittura est cousa mentale" (painting is a thing of the mind). Kant distinguished between Beauty and the Sublime, in terms that clearly gave priority to the former. Although he did not refer particularly to painting, this concept was taken up by painters such as Turner and Caspar David Friedrich.


          Hegel recognized the failure of attaining a universal concept of beauty and in his aesthetic essay wrote that Painting is one of the three "romantic" arts, along with Poetry and Music for its symbolic, highly intellectual purpose. Painters who have written theoretical works on painting include Kandinsky and Paul Klee. Kandinsky in his essay maintains that painting has a spiritual value, and he attaches primary colors to essential feelings or concepts, something that Goethe and other writers had already tried to do.


          Iconography is the study of the content of paintings, rather than their style. Erwin Panofsky and other art historians first seek to understand the things depicted, then their meaning for the viewer at the time, and then analyse their wider cultural, religious, and social meaning.


          In 1890, the Parisian painter Maurice Denis famously asserted: "Remember that a painting  before being a warhorse, a naked woman or some story or other  is essentially a flat surface covered with colors assembled in a certain order." Thus, many twentieth century developments in painting, such as Cubism, were reflections on the means of painting rather than on the external world, nature, which had previously been its core subject. Recent contributions to thinking about painting has been offered by the painter and writer Julian Bell. In his book What is Painting? Bell discusses the development, through history, of the notion that paintings can express feelings and ideas. In Mirror of The World Bell writes:


          A work of art seeks to hold your attention and keep it fixed: a history of art urges it onwards, bulldozing a highway through the homes of the imagination.


          Painting styles


          'Style' is used in two senses: It can refer to the distinctive visual elements, techniques and methods that typify an individual artist's work. It can also refer to the movement or school that an artist is associated with. This can stem from an actual group that the artist was consciously involved with or it can be a category in which art historians have placed the painter. The word 'style' in the latter sense has fallen out of favour in academic discussions about contemporary painting, though it continues to be used in popular contexts. Such movements or classifications include the following:


          
            
              	Abstract


              	Abstract Expressionism


              	Post-Abstract Expressionism


              	Art Brut


              	Art Deco


              	Baroque


              	Body painting


              	CoBrA


              	Colour Field


              	Constructivism


              	Contemporary Art


              	Combined Realism


              	Cubism


              	Expressionism


              	Fauvism


              	Figuration Libre


              	Folk


              	Futurism


              	Graffiti


              	Hard-edge


              	Impressionism


              	Lyrical Abstraction


              	Mannerism


              	Minimalism


              	Modernism


              	Nave art


              	Neo-classicism


              	Op art


              	Orientalism


              	Orphism


              	Outsider


              	Painterly


              	Photorealism


              	Pinstriping


              	Pluralism


              	Persian Miniature


              	Pointillism


              	Pop art


              	Postmodernism


              	Post-painterly Abstraction


              	Precisionism


              	Primitive


              	Pseudorealism


              	Realism


              	Rectoversion


              	Representational Art


              	Rococo


              	Romanticism


              	Romantic realism


              	Socialist realism


              	Stuckism


              	Surrealism


              	Tachism


              	Tonalism

            

          


          


          Common painting idioms


          Painting idioms include:


          
            
              	Allegory


              	Bodegon


              	Body painting


              	Botanical


              	Figure painting


              	Illustration


              	Industrial


              	Landscape


              	Portrait


              	Still life


              	Veduta

            

          


          Some other painting terms are: Altarpiece, Broken Colour, Cartoon, Chiaroscuro, Composition, Drybrush, Easel Picture, Foreshortening, Genre, Halo, Highlights, History painting, Imprimatura, Landscape, Madonna, Maulstick, Miniature, Mural Painting, Palette, Panel Painting, Perspective, Piet, Plein Air, Portrait, Sfumato, Stippling, Technique, Trompe l'oeil, Underpainting, Varnish, Wet-on-wet and Four-dimensional painting.
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                اسلامی جمہوریۂ پاکستان

                Islāmī Jumhūrīyah Pākistān

                
                  Islamic Republic of Pakistan
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                    	State Emblem
                  

                

              
            


            
              	Motto:اتحاد، تنظيم، يقين محکم

              Ittehad, Tanzim, Yaqeen-e-Muhkam(Urdu)

              "Unity, Discipline and Faith"
            


            
              	Anthem:" Qaumi Tarana"
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              	Capital

              	Islamabad

            


            
              	Largest city

              	Karachi
            


            
              	Official languages

              	Urdu (national), English (official)
            


            
              	Recognised regionallanguages

              	Balochi, Pashto, Punjabi, Siraiki, Sindhi
            


            
              	Demonym

              	Pakistani
            


            
              	Government

              	Islamic Republic
            


            
              	-

              	President

              	Pervez Musharraf
            


            
              	-

              	Prime Minister

              	Muhammad Mian Soomro
            


            
              	Formation
            


            
              	-

              	Independence

              	from the United Kingdom
            


            
              	-

              	Declared

              	14 August 1947
            


            
              	-

              	Islamic republic

              	23 March 1956
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              	-

              	Total

              	880,940km( 36th)

              340,403 sqmi
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              	Water(%)
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              	2007estimate

              	162,423,000( 6th)
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              	Density

              	206/km( 53rd)

              534/sqmi
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              	2008estimate
            


            
              	-

              	Total

              	US$504.3 billion ( 26th)
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              	30.6(medium)
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              	PST ( UTC+5)
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              	Summer( DST)

              	not observed( UTC+6)
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              	.pk
            


            
              	Calling code

              	+92
            

          


          The Islamic Republic of Pakistan (Urdu: اسلامی جمہوریۂ پاکستان), or Pakistan, is a country in South Asia, marking the region where South Asia converges with Central Asia and the Middle East. It has a 1,046 kilometer (650 mile) coastline along the Arabian Sea in the south, and is bordered by Afghanistan and Iran in the west, India in the east and China in the far northeast.


          Pakistan is the sixth most populous country in the world and has one of the largest Muslim populations in the world. Its territory was a part of the pre-partitioned British India and has a long history of settlement and civilisation including the Indus Valley Civilisation. The region has been invaded by the Greeks, Persians, Arabs, Afghans, Turks, and Mongols. The territory was incorporated into British India in the nineteenth century. Since its independence, the country has been characterized by periods of military and economic growth interspersed with political instability.


          The nation was founded officially as the Dominion of Pakistan in 1947, under the leadership of Mohammad Ali Jinnah and the Muslim League, and was renamed the Islamic Republic of Pakistan in 1956. Pakistan was a founding member of the Organization of the Islamic Conference (OIC), South Asian Association for Regional Cooperation (SAARC), Developing 8 Countries (D8) and Economic Cooperation Organization (ECO). It is also a member of the United Nations (UN), World Trade Organization (WTO), G33 developing countries, Group of 77 developing nations (G77) and is a nuclear power.


          


          Etymology


          The name "Pakistan" (IPA: [paːkɪst̪aːn]) means " Land of (the) Pure" in Urdu, and Persian. It was coined in 1934 as "Pakstan" by Choudhary Rahmat Ali, who published it in his pamphlet Now or Never. The name represented the "thirty million Muslims of PAKSTAN, who live in the five Northern Units of (British) India Punjab, Afghania (North-West Frontier Province), Kashmir, Sindh, and BaluchisTAN."


          


          History


          The Indus region which covers much of Pakistan, was the site of several ancient cultures including the Neolithic era Mehrgarh, and the Bronze era Indus Valley Civilization (2500 BCE - 1500 BCE) at Harappa and Mohenjo-Daro.


          Waves of conquerors and migrants including Harappan, Indo-Aryan, Persian, Grecian, Saka, Parthian, Kushan, White Hun, Afghan, Arab, Turkics, and Mughal settled in the region throughout the centuries, influencing the locals and being absorbed among them. However, while the eastern provinces of Punjab and Sind became aligned with Indo-Islamic civilization, the western areas became culturally allied with the Iranic civilization of Afghanistan and Iran. The modern state of Pakistan was established on 14 August 1947. The region is a crossroads of historic trade routes, including the Silk Road. The Indus Valley Civilization collapsed in the middle of the second millennium BCE and was followed by the Vedic Civilization, which extended over much of the Indo-Gangetic plains. Successive empires and kingdoms ruled the region from the Achaemenid Persian empire around 543 BCE, to Alexander the Great in 326 BCE and the Mauryan empire. The Indo-Greek Kingdom founded by Demetrius of Bactria included Gandhara and Punjab from 184 BCE, and reached its greatest extent under Menander, establishing the Greco-Buddhist period with advances in trade and culture. The city of Taxila (Takshashila) became a major centre of learning in ancient times - the remains of the city, located to the west of Islamabad, are one of the country's major archaeological sites.
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          In 712 CE, the Arab general Muhammad bin Qasim conquered Sindh and Multan in southern Punjab. The Pakistan government's official chronology states that "its foundation was laid" as a result of this invasion. This would set the stage for several successive Muslim empires in the Indian subcontinent, including the Ghaznavid Empire, the Ghorid Kingdom, the Delhi Sultanate and the Mughal Empire. During this period, Sufi missionaries played a pivotal role in converting a majority of the regional Buddhist and Hindu population to Islam. The gradual decline of the Mughal Empire in the early eighteenth century provided opportunities for the Afghans, Balochis and Sikhs to exercise control over large areas until the British East India Company gained ascendancy over South Asia.


          The Indian Rebellion of 1857, also known as the Indian Mutiny, in 1857 was the region's last major armed struggle against the British Raj, and it laid the foundations for the generally unarmed freedom struggle led by the Indian National Congress in the twentieth century. In the 1920s and 1930, a movement led by Mahatma Gandhi, and displaying commitment to ahimsa, or non-violence, millions of protesters engaged in mass campaigns of civil disobedience. In early 1947, Britain announced the end of its rule in India.


          The All India Muslim League rose to popularity in the late 1930s amid fears of under-representation and neglect of Muslims in politics. On 29 December 1930, Allama Iqbal's presidential address called for an autonomous "state in northwestern India for Indian Muslims, within the body politic of India." Muhammad Ali Jinnah espoused the Two Nation Theory and led the Muslim League to adopt the Lahore Resolution of 1940 (popularly known as the Pakistan Resolution), which ultimately led to the formation of an independent Pakistan.
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          Pakistan was formed on 14 August 1947 with two Muslim-majority wings in the eastern and northwestern regions of the British Indian Empire, separated from the rest of the country with a Hindu majority, and comprising the provinces of Balochistan, East Bengal, the North-West Frontier Province, West Punjab and Sindh. The partition of the British Indian Empire resulted in communal riots across India and Pakistanmillions of Muslims moved to Pakistan and millions of Hindus and Sikhs moved to India. Disputes arose over several princely states including Jammu and Kashmir whose ruler had acceded to India following an invasion by Pashtun warriors, leading to the First Kashmir War (1948) ending with India occupying roughly two-third of the state. From 1947 to 1956, Pakistan was a Dominion in the Commonwealth of Nations. The republic declared in 1956 was stalled by a coup d'etat by Ayub Khan (195869), who was president during a period of internal instability and a second war with India in 1965. His successor, Yahya Khan (196971) had to deal with the cyclone which caused 500,000 deaths in East Pakistan.


          Economic and political dissent in East Pakistan led to violent political repression and tensions escalating into civil war ( Bangladesh War of Independence) (see also Causes of Separation of East Pakistan) and the Indo-Pakistani War of 1971 and ultimately the secession of East Pakistan as the independent state of Bangladesh. Estimates of the number of people killed during this episode vary greatly, from ~30,000 to over 2 million depending on the source.


          Civilian rule resumed from 1972 to 1977 under Zulfikar Ali Bhutto, until he was deposed and later sentenced to death in what amounted to a judicial murder in 1979 by General Zia-ul-Haq, who became the country's third military president. Pakistan's secular policies were replaced by Zia's introduction of the Islamic Shariah legal code, which increased religious influences on the civil service and the military. With the death of General Zia in a plane crash in 1988, Benazir Bhutto, daughter of Zulfikar Ali Bhutto, was elected as the first female Prime Minister of Pakistan. Over the next decade, she alternated power with Nawaz Sharif, as the country's political and economic situation worsened. Pakistan sent 5,000 troops to the 1991 Gulf War as part of a US led coalition and specifically for the defence of Saudi Arabia. Military tensions in the Kargil conflict with India were followed by a Pakistani military coup d'tat in 1999 in which General Pervez Musharraf assumed executive powers. In 2001, Musharraf named himself President after the forced resignation of Rafiq Tarar. After the 2002 parliamentary elections, Musharraf transferred executive powers to newly elected Prime Minister Zafarullah Khan Jamali, who was succeeded in the 2004 Prime-Ministerial election by Shaukat Aziz, followed by a temporary period in office by Chaudhry Shujaat Hussain. On 15th November, 2007 the National Assembly completed its tenure and so a caretaker government was appointed with the former Chairman of the Senate, Muhammad Mian Soomro as caretaker Prime Minister. However, the December 2007 assassination of Benazir Bhutto underscores the instability of Pakistan's political system.


          


          Government and politics
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          The Muslim League formed Pakistan's first government under the leadership of Muhammad Ali Jinnah and Liaquat Ali Khan. The Muslim League's leadership of Pakistani politics decreased significantly with the rise of other political parties, including the Pakistan Peoples Party (PPP) in West Pakistan, and the Awami League in East Pakistan, which would ultimately led to the creation of Bangladesh. The first Constitution of Pakistan was adopted in 1956, but was suspended in 1958 by Ayub Khan. The Constitution of 1973, suspended in 1977 by Zia-ul-Haq, was re-instated in 1991 and is the country's most important document, laying the foundations of government. Pakistan is a federal democratic republic with Islam as the state religion. The semi-presidential system includes a bicameral legislature consisting of a 100-member Senate and a 342-member National Assembly. The President is the Head of State and the Commander in Chief of the Armed Forces and is elected by an electoral college. The prime minister is usually the leader of the largest party in the National Assembly. Each province has a similar system of government with a directly elected Provincial Assembly in which the leader of the largest party or alliance becomes Chief Minister. Provincial Governors are appointed by the President.


          The Pakistani military has played an influential role in mainstream politics throughout Pakistan's history, with military presidents ruling from 195871, 197788 and from 1999 onwards. The leftist PPP, led by Zulfikar Ali Bhutto, emerged as a major political player during the 1970s. Under the military rule of Muhammad Zia-ul-Haq, Pakistan began a marked shift from the British-era secular politics and policies, to the adoption of Shariat and other laws based on Islam. During the 1980s, the anti- feudal, pro- Muhajir Muttahida Qaumi Movement (MQM) was started by unorthodox and educated urban dwellers of Sindh and particularly Karachi. The 1990s were characterized by coalition politics dominated by the PPP and a rejuvenated Muslim League.


          In the October 2002 general elections, the Pakistan Muslim League (Q) (PML-Q) won a plurality of National Assembly seats with the second-largest group being the Pakistan Peoples Party Parliamentarians (PPPP), a sub-party of the PPP. Zafarullah Khan Jamali of PML-Q emerged as Prime Minister but resigned on 26 June 2004 and was replaced by PML-Q leader Chaudhry Shujaat Hussain as interim Prime Minister. On 28 August 2004 the National Assembly voted 191 to 151 to elect the Finance Minister and former Citibank Vice President Shaukat Aziz as Prime Minister. Muttahida Majlis-e-Amal, a coalition of Islamic religious parties, won elections in North-West Frontier Province, and increased their representation in the National Assembly.


          
            [image: US President George W. Bush and President Musharraf in late 2006]

            
              US President George W. Bush and President Musharraf in late 2006
            

          


          Pakistan is an active member of the United Nations (UN) and the Organisation of the Islamic Conference (OIC), the latter of which Pakistan has used as a forum for Enlightened Moderation, a plan to promote a renaissance and enlightenment in the Muslim world. Pakistan is also a member of the major regional organisations of the South Asian Association for Regional Cooperation (SAARC) and the Economic Cooperation Organisation (ECO). In the past, Pakistan has had mixed relations with the United States especially in the early 1950s when Pakistan was the United States' "most allied ally in Asia" and a member of both the Central Treaty Organisation (CENTO) and the Southeast Asia Treaty Organisation (SEATO). During the Soviet-Afghan War in the 1980s Pakistan was a crucial US ally, but relations soured in the 1990s, when sanctions were applied by the US over suspicions of Pakistan's nuclear activities. The September 11, 2001 attacks and the subsequent War on Terrorism have seen an improvement in USPakistan ties, especially after Pakistan ended its support of the Taliban regime in Kabul. This was evidenced by a drastic increase in American military aid, which saw Pakistan take in $4 billion more in three years after the 9/11 attacks than in the three years before.


          Pakistan has long had troubled relations with neighbouring India. The long-running dispute over Kashmir resulted in full-fledged wars in 1947 and 1965. Civil war in 1971 flared into the simultaneous Bangladesh War of Independence and the Indo-Pakistani War of 1971. Pakistan conducted nuclear weapon tests in 1998 to counterbalance India's nuclear explosion ( Smiling Buddha) of 1974 and Pokhran-II of 1998 respectively and became the only Muslim nuclear weapons state. The relations with India are steadily improving following peace initiatives in 2002. Pakistan maintains close economic, military and political relationships with the People's Republic of China.


          Pakistan also faces instability in the Federally Administered Tribal Areas, where some tribal leaders support the Taliban. Pakistan has had to deploy the army in these regions to suppress the local unrest, in Waziristan. The Waziristan conflict ended with a recently declared peace agreement between the tribal leaders and the Pakistani government that is expected to bring back stability to the region.
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          Additionally, the country has long faced instability in Balochistan, its largest province by size, but smallest by population. The army was deployed to fight a serious insurgency within the province from 197376. Social stability resumed after Rahimuddin Khan was appointed martial law administrator beginning in 1977. After relative peace throughout the 1980s and 1990s, some influential Baloch tribal leaders restarted a separatist movement after Pervez Musharraf took over in 1999. In a recent incident Nawab Akbar Bugti, the leader of the Baloch insurgency, was killed in August 2006 by Pakistani military forces.


          On November 3, 2007 President Musharraf declared an emergency rule across Pakistan and purported to suspend the Constitution, imposing martial law. In Islamabad, troops apparently entered the Supreme Court and were surrounding the judges' homes and opposition leaders like Benazir Bhutto, Imran Khan were put on house arrest. Justice Abdul Hameed Dogar has been appointed as the new chief justice of Pakistan, due to the refusal of the Iftikhar Muhammad Chaudhry to endorse the emergency order, declaring it unconstitutional, though he himself took oath under PCO in 1999. In response, Pakistan was suspended from the councils of the Commonwealth of Nations on 22 November 2007.


          In recent years, militant Islamists in the Tehreek-e-Nafaz-e-Shariat-e-Mohammadi (TNSM) organization, led by radical cleric Maulana Fazlullah have rebelled against the Pakistani government in Swat in the North-West Frontier Province. In 59 villages, the militants had set up a "parallel government" with Islamic courts imposing sharia law. After a four-month truce ended in late September, 2007, fighting resumed. The paramilitary Frontier Constabulary had been deployed to the area to quell the violence, but seemed ineffective. Militants were reported on November 16, 2007 to have captured Alpuri district headquarters in neighboring Shangla. The local police fled without resisting the advancing militant force which, in addition to local militants, also included Uzbek, Tajik and Chechen volunteers. To roll back militantcy and restore order, the Government of Pakistan deployed a force from the regular Pakistani Army which was successful in retaking the lost territory, sending the Islamists into the mountains, but attacks by suicide bombers on the Army continue. It has been reported that the United States Special Operations Command is considering alternatives to render effective aid to Pakistan with respect to this and other Al Qaeda related insurgencies in the tribal areas of Pakistan, but prospects are uncertain.


          


          Military


          Approximately 620,000 personnel are on active duty in the military which is the world's 7th largest armed force as of 2007. Combined with the 302,000 strong Paramilitary forces and the Coast Guard, the Military of Pakistan has a total size of nearly 1,000,000 personnel.


          Pakistan's Military is led by an officer corps that is not restricted by social class or nobility and are appointed from a variety of sources such as service academies and direct appointment from both civilian status and the enlisted ranks.


          The armed forces are highly respected in civil society and the social ranks as an institution. September 6 known as Defence Day commemorates the militarys role in defence of the nation.


          The Pakistani Military is a completely volunteer force and has been involved in many conflicts with India. Combined with this extensive combat experience, the Military is also actively involved in contributing to United Nations peacekeeping efforts. Other foreign deployments have consisted of Pakistani Military personnel as advisers in many African, South Asian and Arab countries. The Pakistani Military maintained Division and brigade strength presences in some of the Arab countries during the past Arab-Israeli Wars, and the first Gulf War to help the Coalition.


          


          Administrative divisions
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          Pakistan is a federation of four provinces, a capital territory and federally administered tribal areas. Pakistan exercises de facto jurisdiction over the western parts of the Kashmir region, organised as two separate political entities ( Azad Kashmir and Northern Areas), which are also claimed by India. Pakistan also claims Jammu and Kashmir, which is a portion of Kashmir that is administered by India.


          In 2001 the federal government abolished the administrative entities called " Divisions", which used to be the third tier of government. The entities called " districts" (zillas), which used to be the fourth tier, became the new third tier. The provinces and the capital territory are subdivided into a total of 107 districts which contain numerous tehsils and local governments. The tribal areas comprise seven tribal agencies and six small frontier regions detached from neighbouring districts whilst Azad Kashmir comprises seven districts and Northern Areas comprises six districts.


          Provinces:


          
            	Balochistan


            	North-West Frontier Province (NWFP)


            	Punjab


            	Sindh

          


          
            	
              
                	Balochistan and NWFP also have Provincially Administered Tribal Areas (PATA) which are being developed into regular districts.

              

            

          


          Territories:


          
            	Islamabad Capital Territory


            	Federally Administered Tribal Areas

          


          Pakistani-administered portions of Kashmir:


          
            	Azad Kashmir


            	Northern Areas

          


          


          Geography and climate
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          Pakistan covers 340,403square miles (881,640km), approximately the combined land areas of France and the United Kingdom, with its eastern regions located on the Indian tectonic plate and the western and northern regions on the Iranian plateau and Eurasian landplate. Apart from the 1,046kilometre (650mi) Arabian Sea coastline, Pakistan's land borders total 6,774kilometres2,430kilometres (1,509mi) with Afghanistan to the northwest, 523kilometres (325mi) with China to the northeast, 2,912kilometres (1,809mi) with India to the east and 909kilometres (565mi) with Iran to the southwest.


          The different types of natural features range from the sandy beaches, lagoons, and mangrove swamps of the southern coast to preserved beautiful moist temperate forests and the icy peaks of the Himalaya, Karakoram and Hindu Kush mountains in the north. There are an estimated 108 peaks above 7,000metres (23,000ft) high that are covered in snow and glaciers. Five of the mountains in Pakistan (including Nanga Parbat) are over 8,000metres (26,000ft). Indian-controlled Kashmir to the Northern Areas of Pakistan and running the length of the country is the Indus River with its many tributaries. The northern parts of Pakistan attract a large number of foreign tourists. To the west of the Indus are the dry, hilly deserts of Balochistan; to the east are the rolling sand dunes of the Thar Desert. The Tharparkar desert in the southern province of Sindh, is the only fertile desert in the world. Most areas of Punjab and parts of Sindh are fertile plains where agriculture is of great importance.


          The climate varies as much as the scenery, with cold winters and hot summers in the north and a mild climate in the south, moderated by the influence of the ocean. The central parts have extremely hot summers with temperatures rising to 45C (113F), followed by very cold winters, often falling below freezing. Officially the highest temperature recorded in Pakistan is 50.55 C (122.99 F) at Pad Idan. There is very little rainfall ranging from less than 250 millimetres to more than 1,250 millimetres (9.849.2 in), mostly brought by the unreliable south-westerly monsoon winds during the late summer. The construction of dams on the rivers and the drilling of water wells in many drier areas have temporarily eased water shortages at the expense of downgradient populations.


          


          Flora and fauna
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          The wide variety of landscapes and climates in Pakistan allows for a wide variety of wild animals and birds. The forests range from coniferous alpine and subalpine trees such as spruce, pine, and deodar cedar in the northern mountains to deciduous trees such as the mulberry-type Shisham in the Sulaiman range in the south. The western hills have juniper and tamarisk as well as coarse grasses and scrub plants. Along the coast are mangrove forests which form much of the coastal wetlands.


          In the south, there are crocodiles in the murky waters at the mouth of the Indus River whilst on the banks of the river, there are boars, deer, porcupines, and small rodents. In the sandy scrublands of central Pakistan are found jackals, hyenas, wild cats, panthers, and leopards while the clear blue skies abound with hawks, falcons, and eagles. In the southwestern deserts are rare Asiatic cheetahs. In the northern mountains are a variety of endangered animals including Marco Polo sheep, Urial sheep, Markhor and Ibex goats, black and brown Himalayan bears, and the rare Snow Leopard. During August 2006, Pakistan donated an orphaned snow leopard cub called Leo to USA. Another rare species is the blind Indus River Dolphin of which there are believed to be about 1,000 remaining, protected in two major sanctuaries. In recent years the number of wild animals being killed for fur and leather trading led to a new law banning the hunting of wild animals and birds and the establishment of several wildlife sanctuaries and game reserves.


          


          Economy
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          Pakistan is a rapidly developing country which has faced a number of challenges on both political and economic fronts. Despite being a very poor country in 1947, Pakistan's economic growth rate was better than the global average during the subsequent four decades, but imprudent policies led to a slowdown in the late 1990s. Recently, wide-ranging economic reforms have resulted in a stronger economic outlook and accelerated growth especially in the manufacturing and financial services sectors. There has been great improvement in the foreign exchange position and rapid growth in hard currency reserves in recent years. The 2005 estimate of foreign debt was close to US$40 billion. However, this has decreased in recent years with assistance from the International Monetary Fund (IMF) and significant debt-relief from the United States. Pakistan's gross domestic product, as measured by purchasing power parity (PPP), is estimated to be US$475.4 billion while its per capita income (PCI) stands at $2,976. Despite clear progress, reports by the Asian Development Bank, the World Bank and the UN Development Program place the poverty rate in Pakistan between 23%  28%. The CIA factbook places the poverty rate at 24% in 2006, and notes that levels have fallen by ten percent since 2001. Pakistan's GDP growth rates have seen a steady increase over the last 5 years. However, inflationary pressures and a low savings rate, among other economic factors, could make it difficult to sustain a high growth rate, according to some analysts.
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          The growth of non-agricultural sectors has changed the structure of the economy, and agriculture now only accounts for roughly 20% of the GDP. The service sector accounts for 53% of the country's GDP with wholesale and retail trade forming 30% of this sector. In recent times, the Karachi Stock Exchange has soared, along with most of the world's emerging markets. Large amounts of foreign investments have been made into several industries. The top industries in Pakistan are telecom, software, automotives, textiles, cement, fertilizer, steel, ship building, and more recently, Aerospace.


          Pakistan has accomplished many engineering feats such as construction of the world's largest earth filled dam Tarbela, the world's twelfth largest dam Mangla, as well as, with collaboration with China, the world's highest international road: the Karakoram Highway. There are also half a dozen additional dams planned such as Kalabagh Dam, Diamer-Bhasha Dam, Munda, Akhori and Skardu Katzara.


          In November of 2006 China and Pakistan signed a Free Trade Agreement hoping to triple bilateral trade from $4.2 billion (USD) to $15 billion (USD) within the next five years; Pakistan's annual exports in 2005 amounted to $15 billion (USD), and is poised to cross $18 billion (USD) in 2006 and $20 billion (USD) in 2007. Pakistan is also home to a thriving arms industry which exports $200 million (USD) annually, mostly defence equipment and arms to countries in the Middle East and South Asia, and its defence officials are hopeful that these exports will surpass $500 million (USD) a year within the next five years.


          


          In keeping with its rapid economic development in recent years, Pakistan registered an economic growth rate of 7 percent in the financial year 200607, the fourth consecutive year of seven percent growth. In its June 2006 Economic Survey global finance giant Morgan Stanley listed Pakistan on its list of major emerging markets in the world economy, placing it on a list of 25 countries displaying continued moderate to strong growth over a sustained period of time. The report noted "its economy has been growing quickly in recent periods and corporate direct investors have taken notice". A similar report by State Street Corporation, states that "economic growth (in 2007) has been strong and the stock market has been helped by privatizations as well as foreign investment". Concurrently, highlighting the strides made on the economic front in recent times, Moody's Investors Service in December 2006 upgraded Pakistan's credit rating from B2 to B1, noting a "positive outlook".


          In late March 2007, the Asian Development Bank "Outlook 2007" report predicted that strong growth would continue in 2007 and 2008 with growth rates of 6.5 to 7 percent, with manufacturing, exports and consumer expenditure leading the way. Further progress was highlighted by news that the foreign direct investment (FDI ) for FY 2006/7 would touch $7 billion, eclipsing the targeted $4 billion. Telecoms, real estate and energy are major industries for FDI.


          


          Demographics
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          Pakistan has an estimated population of 164,742,000 as of 2007. Pakistan has the world's sixth largest population, placing it higher than Russia, and lower than Brazil. Pakistan is expected to surpass Brazil in population by the year 2020 because of the high growth rate. Population projections for Pakistan are relatively difficult because of the apparent differences in the accuracy of each census and the inconsistencies between various surveys related to the fertility rate, but it is likely that the rate of growth peaked in the 1980s and has since declined significantly. The population was estimated at 162,400,000 on July 1, 2005, with a fertility rate of 34 per thousand, a death rate of 10 per thousand, and the rate of natural increase at 2.4%. Pakistan also has a high infant mortality rate of 70 per thousand births.


          The major ethnic groups are - Punjabis (44.68% of the population), Pashtuns (15.42%), Sindhis (14.1%), Seraikis (10.53%), Muhajirs (7.57%), Balochis (3.57%) and others (4.66%). As of November 2007, about 2 million registered Afghan refugees remain in Pakistan as a result of the ongoing war and instability in Afghanistan.


          Primary mother tongue language usage largely corresponds to ethnic groups. Despite being a native language of a relatively small minority, Urdu is the national language and lingua franca of Pakistan, while English is the official language, used in the Constitution and widely used by corporate businesses, the educated urban elite, and most universities. Punjabi is spoken by over 60 million people, but has no official recognition in the country.


          The demographics of religion in Pakistan were significantly influenced in 1947 by the movement of Muslims to Pakistan, and Hindus and Sikhs to India. Census data indicates that 96% of the population are Muslims, (nearly 77% are Sunni Muslims and 20% are Shi'a Muslims according to CIA estimates). Minority religions include Hinduism (1.85%), Christianity (1.6%), as well as much smaller numbers of Sikhs (Around 0.04%), Parsis, Ahmadis, Buddhists, Jews, and Animists (mainly the Kalasha of Chitral). Pakistan is the second most populous Muslim-majority country and also has the second largest Shi'a population in the world.


          


          Education
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          Education in Pakistan is divided into five levels: primary (grades one through five); middle (grades six through eight); high (grades nine and ten, leading to the Secondary School Certificate); intermediate (grades eleven and twelve, leading to a Higher Secondary School Certificate); and university programs leading to graduate and advanced degrees.


          All academic education institutions are the responsibility of the provincial governments. The federal government mostly assists in curriculum development, accreditation and some financing of research.


          The Government has decided to introduce 'English Medium Education' on a phased basis and to substantially end the right to 'Mother Tongue Education'. This new policy which is termed 'Education Sector Reforms (Policy decisions)', states that "English language has been made compulsory from Class-1 onwards." and the "Introduction of English as medium of instruction for Science, Mathematics, Computer Science and other selected subjects like Economics and Geography in all schools in a graduated manner."


          Caretaker Minister for Education Mr. Shujaat Ali Beg declared Jan 25, 2008 that eighteen colleges of the city of Karachi would be made "Model English Medium Colleges,"


          


          Society and culture
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          Pakistan has a rich and unique culture that has preserved established traditions throughout history. Many cultural practices, foods, monuments, and shrines were inherited from the rule of Muslim Mughal and Afghan emperors. The national dress of shalwar qamiz is originally of Central Asian origin derived from Turko-Iranian nomadic invaders and is today worn in all parts of Pakistan. Women wear brightly coloured shalwar qamiz, while men often wear solid-coloured ones. In cities western dress is also popular among the youth and the business sector.


          The variety of Pakistani music ranges from diverse provincial folk music and traditional styles such as Qawwali and Ghazal Gayaki to modern forms fusing traditional and western music, such as the synchronisation of Qawwali and western music by the world renowned Nusrat Fateh Ali Khan. In addition Pakistan is home to many famous folk singers such as the late Alam Lohar, who is also well known in Indian Punjab. The arrival of Afghan refugees in the western provinces has rekindled Pashto and Persian music and established Peshawar as a hub for Afghan musicians and a distribution centre for Afghan music abroad.


          Until the 1990s, the state-owned Pakistan Television Corporation (PTV) and Pakistan Broadcasting Corporation were the dominant media outlets, but there are now numerous private television channels. Various American, European, and Asian television channels and movies are available to the majority of the Pakistani population via private Television Networks, cable, and satellite television. There are also small indigenous movie industries based in Lahore and Peshawar (often referred to as Lollywood). Although Bollywood movies are banned from being displayed in public cinemas since 1965, Indian film stars are still generally popular in Pakistan due to the fact that Pakistanis are easily able to buy Bollywood movies from local shops for private home viewing.


          Pakistani society is largely multilingual and predominantly Muslim, with high regard for traditional family values, although urban families have grown into a nuclear family system due to the socio-economic constraints imposed by the traditional joint family system. Recent decades have seen the emergence of a middle class in cities like Karachi, Lahore, Rawalpindi, Hyderabad, Faisalabad, and Peshawar that wish to move in a more liberal direction, as opposed to the northwestern regions bordering Afghanistan that remain highly conservative and dominated by centuries-old regional tribal customs. Increasing globalization has increased the influence of "Western culture" with Pakistan ranking 46th on the A.T. Kearney/ FP Globalization Index. There are an approximated four million Pakistanis living abroad, with close to a half-million expatriates living in the United States and around a million living in Saudi Arabia. As well as nearly one million people of Pakistani descent in the United Kingdom, there are burgeoning cultural connections.


          


          Holidays
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          There are many festivals celebrated annually in Pakistan which may or may not observe as holidays e.g. Pakistan Day ( 23 March), Independence Day ( 14 August), Defence of Pakistan Day ( 6 September), Pakistan Air Force Day ( 7 September), the anniversaries of the birth ( 25 December)(holiday) and death ( 11 September) of Quaid-e-Azam, (Allama Iqbal ( 9 November) and the birth ( 30 July) and death ( 8 July) of Madar-e-Millat. Labour Day (also known as May Day) is also observed in Pakistan on May 1 (holiday).


          Several important festivals are celebrated by Pakistani Muslims during the year, dependent on the Islamic calendar. Ramadan, the ninth month of the calendar, is characterised by daytime fasting for 29 or 30 days and is followed by the festival of Eid ul-Fitr. In a second festival, Eid ul-Adha, an animal is sacrificed in remembrance of the actions of Prophet Abraham (Arabic: Ibrahim) and the meat is shared with friends, family, and the less fortunate. Both Eid festivals are public holidays, serving as opportunities for people to visit family and friends, and for children to receive new clothes, presents, and sweets. Muslims celebrate Eid-e-Milad-un-Nabi, the birthday of the prophet Muhammad, in the third month of the calendar ( Rabi' al-Awwal. Muslims mark the Day of Ashurah on the 9th and 10th days of the first month ( Muharram to commemorate the martyrdom of Husayn bin Ali, (the grandson of the Prophet Muhammad).


          Hindus, Buddhists, Sikhs, and Christians in Pakistan also celebrate their own festivals and holidays. Sikhs come from across the world to visit several holy sites in Punjab, including the shrine of Guru Nanak, the founder of Sikhism, at Hassan Abdal in the Attock District, and his birthplace, at Nankana Sahib. There are also several regional and local festivals, such as the Punjabi festival of Basant, which marks the start of spring and is celebrated by kite flying.


          


          Sports
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          The official and national sport of Pakistan is field hockey, although cricket is more popular. The national cricket team has won the Cricket World Cup once (in 1992), were runners-up once (in 1999), and co-hosted the games twice (in 1987 and 1996). Pakistan were runners-up in the inaugural 2007 ICC World Twenty20 held in South Africa. Pakistan was chosen to host the 2008 ICC Champions Trophy cricket tournament and co-host the 2011 Cricket World Cup, with Sri Lanka, India, and Bangladesh. Other popular sports in Pakistan include football, and squash. Squash is another sport that Pakistanis have excelled in, with successful world-class squash players such as Jahangir Khan and Jansher Khan winning the World Open several times during their careers.
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          At an international level, Pakistan has competed many times at the Summer Olympics in field hockey, boxing, athletics, swimming, and shooting. Pakistan's medal tally remains at 10 medals (3 gold, 3 silver and 4 bronze) while at the Commonwealth Games and Asian Games it stands at 61 medals and 182 medals respectively. Hockey is the sport in which Pakistan has been most successful at the Olympics, with three gold medals in ( 1960, 1968, and 1984). Pakistan has also won the Hockey World Cup a record four times (1971, 1978, 1982, 1994). Pakistan has also hosted several international competitions, including the SAF Games in 1989 and 2004.


          The Motorsport Association of Pakistan is a member of the Fdration Internationale de l'Automobile. The Freedom Rally is a yearly off-road race which takes place during the Independence celebrations.


          


          Architecture
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          With the beginning of the Indus civilization around the middle of the 3rd millenium B.C., for the first time in the area which encompasses today's Pakistan an advanced urban culture developed with large structural facilities, some of which survive to this day. Archaeologists excavated numerous ancient cities, among them Mohenjo Daro, Harappa and Kot Diji, which have a uniform, appropriate structure with broad roads as well as well thought out sanitary and drainage facilities. The majority of the discovered brick constructions are public buildings such as bath houses and workshops. Wood and loam served as construction materials. Large scale temples, such as those found in other ancient cities are missing. With the expiration of the Indus culture the architecture also suffered considerable damage. With the rise of Buddhism outstanding architectural monuments were again developed, which have lasted into the present. In addition, the Persian and Greek influence led to the development of the Greco-Buddhist style, starting from the 1st century A.D.. The high point of this era was reached with the culmination of the Gandhara style. Important remnants of Buddhist construction are stupas and other buildings with clearly recognizable Greek statues and style elements like support columns which, beside ruins from other epochs, are found in the Gandhara capital Taxila in the extreme north of the Punjab. A particularly beautiful example of Buddhist architecture is the ruins of the Buddhist monastery Takht-i-Bahi in the northwest province. The arrival of Islam in today's Pakistan - first in Sindh - during 8th century A.D. meant a sudden end of Buddhist architecture. However, a smooth transition to predominantly pictureless Islamic architecture occured. The way early mosques were built with decorations oriented them strongly to the Arab style. The earliest example of a mosque from the days of infancy of Islam in South Asia is the Mihrablose mosque of Banbhore, from the year 727, the first Muslim place of worship on the Indian Subcontinent. Under the Delhi Sultan the Persian-centralasiatic style ascended over Arab influences. Most important characteristic of this style is the Iwan, walled on three sides, with one end entirely open. Further characteristics are wide prayer halls, round domes with mosaics and geometrical samples and the use of painted tiles. The most important of the few completely discovered buildings of Persian style is the tomb of the Shah Rukn-i-Alam (built 1320 to 1324) in Multan. At the start of the 16th century, the Indo-Islamic architecture was at the height of the its boom. During the Mughal era design elements of Islamic-Persian architecture were fused with and often produced playful forms of the Hindustani art. Lahore, occasional residence of Mughal rulers, exhibits a multiplicity of important buildings from the empire, among them the Badshahi mosque (built 1673- 1674), the fortress of Lahore (16th century and 17th century) with the famous Alamgiri Gate, the colourful, still strongly Persian seeming Wazir Khan Mosque ( 1634- 1635) as well as numerous other mosques and mausoleums. Also the Shahjahan Mosque of Thatta in Sindh originates from the epoch of the Mughals. However, it exhibits partially different stylistic characteristics. Singularly, the innumerable tombs of the Chaukhandi are of eastern influence. Although constructed between 16th and 18th centuries, they do not possess any similarity to Mughal architecture. The stone mason works show rather typical Sindhi workmanship, probably from before Islamic times. The building activity of the Mughals came close to succumbing by the late 18th Century. Afterwards hardly any special native architectural projects were undertaken. In the British colonial age predominantly representative buildings of the Indo-European style developed, from a mixture of European and Indian-Islamic components. After independence Pakistan strove to express its new found national identity through architecture. This reflects itself particularly in modern structures like the Faisal Mosque in the capital built during the 1960s. In addition, buildings of monumental importance such as the Minar-e-Pakistan in Lahore or the mausoleum established with white marble known as Mazar-e-Quaid for the founder of the state expressed the self-confidence of the nascent state.


          


          Tourism
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          Tourism is a growing industry in Pakistan, based on its diverse cultures, peoples and landscapes. The variety of attractions range from the ruins of ancient civilizations such as Mohenjo-daro, Harappa and Taxila, to the Himalayan hill stations, which attract those interested in field and winter sports. Pakistan is home to several mountain peaks over 7,000metres (22,970ft), which attracts adventurers and mountaineers from around the world, especially K2. The people of northern areas depend on tourism also. From April to September tourist of domestic and international type visited these areas which became the earn of living for local people. The northern parts of Pakistan have many old fortresses, towers and other architecture as well as the Hunza and Chitral valleys, the latter being home to the small pre-Islamic Animist Kalasha community who claim descent from the army of Alexander the Great. In the Punjab is the site of Alexander's battle on the Jhelum River and the historic city Lahore, Pakistan's cultural capital with many examples of Mughal architecture such as the Badshahi Masjid, Shalimar Gardens, Tomb of Jahangir and the Lahore Fort. To promote Pakistan's unique and various cultural heritage, the prime minister launched "Visit Pakistan 2007".
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              	Teststatusgranted

              	1952
            


            
              	First Test match

              	v India at Feroz Shah Kotla, Delhi, 16-18th October 1952
            


            
              	Captain

              	Shoaib Malik
            


            
              	Coach

              	Geoff Lawson
            


            
              	Official ICC Test and ODI ranking

              	6th (Test), 6th (ODI)
            


            
              	Test matches

              - This year

              	335

              0
            


            
              	Last Test match

              	v India at M. Chinnaswamy Stadium, Bangalore, 8-12th December 2007
            


            
              	Wins/losses

              - This year

              	{{{win 3/loss record}}}

              4/0
            


            
              	As of 19th January 2008
            

          


          The Pakistan National Cricket Team is an international cricket team representing Pakistan. It is administrated by the Pakistan Cricket Board (PCB). Pakistan is a full member of the International Cricket Council with Test and One Day International status.


          Before the independence of Pakistan, cricket was played well before the first Pakistan national team was granted test match playing status. Documentation and archives show that during the 18th century, cricket was played on the western side of India and many successful Indian cricketers played for the English cricket team. It was not until July 28, 1952 that Pakistan started playing test match cricket. Their first match took place in Delhi against India on October of the same year. Their first international tour was to England during 1954. Over the half century, Pakistan has become one of the most challenging and unpredictable teams in the world, the team won the 1992 World Cup and were runners up in the 1999 World Cup. The country has produced several world-class bowlers such as Fazal Mahmood, Sarfaraz Nawaz, Imran Khan, Abdul Qadir, Wasim Akram, Waqar Younis and Shoaib Akhtar.


          As of October 2007, the Pakistani team has played 332 Test matches, winning 31.02%, losing 26.50% and drawing 42.46% of its games. The team is also ranked sixth in the ICC Test Championship and sixth place in the ICC ODI Championship. On 28 August 2006, Pakistan won its debut Twenty20 International match in England and were runners up in the inaugral ICC World Twenty20 in September 2007.


          


          History


          Following the Partition of India in 1947, and the establishment of the separate nation state of Pakistan, cricket in the country developed steadily and Pakistan was given Test Match status at a meeting of the Imperial Cricket Conference at Lord's Cricket Ground on 28 July 1952 following recommendation by India, which, being the successor state of the British Raj, did not have to go through such a process.


          Pakistans first Test match was played in Delhi in October 1952 as part of a five Test series which India won 2-1. Pakistan made their first tour of England in 1954 and drew the series 1-1 after a memorable victory at The Oval in which fast bowler Fazal Mahmood took 12 wickets. Pakistans first home Test match was in Dacca in January 1955 against India, after which four more Test matches were played in Bahawalpur, Lahore, Peshawar and Karachi (all five matches in the series were drawn, the first such occurrence in test history).
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          The team is considered a strong but unpredictable team. Traditionally Pakistani cricket has been filled with players of great talent but limited discipline, making them a team which could play inspirational cricket one day and then perform less than ordinarily another day. Over the years, competitions between India and Pakistan have always been emotionally charged and provide for intriguing contests, as talented teams from both sides of the border elevate their game to new levels to produce high-quality cricket. Pakistani contest with India in the Cricket World Cup have seen packed stadiums and elevated atmospheres no matter where the World Cup has been held.


          The 1986 Australasia Cup, played in Sharjah, is remembered as a famous last-ball victory for Pakistan against arch-rivals India, with Javed Miandad emerging as a national hero. India batted first and set a target of 245 runs, leaving Pakistan with a required run rate of 4.92 runs per over. Javed Miandad came in to bat at number 3, and Pakistan lost wickets at regular intervals. Later recalling the match, Miandad stated that his main focus was to lose with dignity. With 31 runs needed in the last three overs, Miandad hit a string of boundaries while batting with his team's lower order, until four runs were required from the last delivery of the match. Miandad received a leg side full toss from Chetan Sharma, which he hit for six over the midwicket boundary.


          At the 1992 World Cup Semi Final, having won the toss New Zealand chose to bat first and ended with a total of 262. Pakistan batted conservatively yet lost wickets at regular intervals. With the departure of Imran Khan and Saleem Malik shortly thereafter, Pakistan still required 115 runs at a rate of 7.67 per over with veteran Javed Miandad being the only known batsman remaining at the crease. A young Inzamam-ul-Haq, who had just turned 22 and was not a well-known player at the time, burst onto the international stage with a match-winning 60 off 37 balls. Once Inzamam got out, Pakistan required 36 from 30 balls, which wicketkeeper Moin Khan ended with a towering six over long off, followed by the winning boundary to midwicket. The match is seen as the emergence of Inzamam onto the international stage.


          The 1992 Cricket World Cup in Australia & New Zealand marked Pakistan's first World Cup victory. It is remembered for the comeback Pakistan made after losing key players such as Waqar Younis and Saeed Anwar, and being led by an injured captain in Imran Khan. Pakistan lost 4 of their first 5 matches and were nearly eliminated in the first round of the tournament after being bowled out for 74 against England, until the match was declared as a "no result" due to rain. Captain Imran Khan famously told the team to play as "cornered tigers", after which Pakistan won five successive matches, including, most famously, the semi-final against hosts New Zealand and the final against England.


          The 2007 Cricket World Cup was one of the biggest upsets in World Cup history when Pakistan was knocked out of the competition in a shock defeat to Ireland, who were playing in their first competition. Pakistan, needing to win to qualify for the next stage after losing to the West Indies in their opening match, were put into bat by Ireland on a green pitch. They lost wickets regularly and only 4 batsmen crossed double figures. In the end they were bowled out by the resurgent Irish for 132. The Irish went on to win the match, helped by a knock of 72 from Niall O'Brien. This meant that Pakistan had been knocked out during the first round for the second consecutive World Cup. Tragedy struck the team when coach Bob Woolmer died one day later on March 18, 2007 in a hospital in Kingston, Jamaica. Jamaican police spokesman, Karl Angell, reported on March 23, 2007 that, "Mr Woolmer's death was due to asphyxiation as a result of manual strangulation", and that, "Mr Woolmer's death is now being treated by the Jamaica police as a case of murder." Subsequent to his team's defeat and the death of Bob Woolmer, Inzamam-ul-Haq announced his resignation as captain of the team and his retirement from one-day cricket, stating that he would continue to take part in Test cricket but not as captain.


          On 23 March 2007, Pakistan players and officials were questioned by Jamaican police and submitted DNA samples along with fingerprints, as part of the routine enquiries in the investigation into Woolmer's murder. Three days after leaving the West Indies for Pakistan, via London, the Pakistan team were ruled out as suspects. The deputy commissioner of Jamaican police. Mark Shields, the detective in charge of the investigation, announced, "It's fair to say they are now being treated as witnesses." "I have got no evidence to suggest it was anybody in the squad." A memorial service was held in Sacred Heart Church, Lahore, for Bob Woolmer on 01 April 2007. Among the attendees were Pakistan players and dignitaries, including Inzamam-ul-Haq, who was quoted as saying, "After Woolmer's family, the Pakistan team was the most aggrieved by his death." After the World Cup ended, serious doubts were raised about the investigation, with increasing speculation that Woolmer died of natural causes. This has now been accepted as fact, and the case has been closed.


          On 16 July 2007, Geoff Lawson, previously head coach of New South Wales, was appointed coach of the Pakistan for two years, becoming the third foreigner to take on the role. In the 2007 ICC World Twenty20, Pakistan exceeded expectations to reach the final but ended as runners-up, after losing the final to India in a nail-biting finish.


          


          Governing body


          The Pakistan Cricket Board (PCB) is responsible for all first class and Test cricket played in Pakistan and by the Pakistan cricket team. It was admitted to the International Cricket Council in July 1953. The corporation has been run by former cricketers, professional administrators and trustees, who are often respected businessmen. The Board governs a network of teams sponsored by corporations and banks, city associations and clubs including advertising, broadcasting rights and internet partners.


          After taking heavy flak for corruption and match fixing, the PCB re-emerged by taking the initiative to sponsor the wildly successful 2004 tour of Pakistan by arch rivals India. The PCB's experiment with the Twenty20 cricket model has also proven popular and hopes to similarly revive popular interest in domestic games. The PCB also set up major domestic competitions such as the Quaid-e-Azam Trophy, and the ANZ Trophy.


          


          Tournament history


          
            
              	World Cup

              	Champions Trophy

              	Asia Cup

              	Australasia Cup

              	Asian Test Championship

              	Commonwealth Games

              	World Twenty20
            


            
              	
                
                  	1975: First Round


                  	1979: Semi Finals


                  	1983: Semi Finals


                  	1987: Semi Finals


                  	1992: Champions


                  	1996: Quarter Finals


                  	1999: Runners Up


                  	2003: First round


                  	2007: First round

                

              

              	
                
                  	1998: Quarter Finals


                  	2000: Semi Finals


                  	2002: First round


                  	2004: Semi Finals


                  	2006: First round

                

              

              	
                
                  	1984: Third Place


                  	1986: Runners Up


                  	1988: Third Place


                  	1990-91: Did not participate


                  	1995: Third Place


                  	1997: Third Place


                  	2000: Champions


                  	2004: Third Place

                

              

              	
                
                  	1986: Champions


                  	1990: Champions


                  	1994: Champions

                

              

              	
                
                  	1998-99: Champions


                  	2001-02: Runners Up

                

              

              	
                
                  	1998: First Round

                

              

              	
                
                  	2007: Runners Up

                

              
            

          


          


          Test cricket grounds
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              	Stadium

              	City

              	Test matches

              	ODI matches
            


            
              	National Stadium

              	Karachi

              	40

              	32
            


            
              	Gaddafi Stadium

              	Lahore

              	38

              	49
            


            
              	Iqbal Stadium

              	Faisalabad

              	24

              	12
            


            
              	Rawalpindi Cricket Stadium

              	Rawalpindi

              	8

              	21
            


            
              	Arbab Niaz Stadium

              	Peshawar

              	6

              	15
            


            
              	Multan Cricket Stadium

              	Multan

              	5

              	4
            


            
              	Niaz Stadium

              	Hyderabad

              	5

              	6
            


            
              	Jinnah Stadium (Sialkot)

              	Sialkot

              	4

              	9
            


            
              	Bagh-e-Jinnah (Lahore)

              	Lahore

              	3

              	0
            


            
              	Sheikhupura Stadium

              	Sheikhupura

              	2

              	1
            


            
              	Jinnah Stadium

              	Gujranwala

              	1

              	11
            


            
              	Ibn-e-Qasim Bagh Stadium

              	Multan

              	1

              	6
            


            
              	Pindi Club Ground

              	Rawalpindi

              	1

              	2
            


            
              	Defence Housing Authority Stadium

              	Karachi

              	1

              	0
            


            
              	Zafar Ali Stadium

              	Sahiwal

              	0

              	2
            


            
              	Ayub National Stadium

              	Quetta

              	0

              	2
            


            
              	Sargodha Stadium

              	Sargodha

              	0

              	1
            


            
              	Bugti Stadium

              	Quetta

              	0

              	1
            

          


          


          Pakistan women's cricket team


          The Pakistan women's cricket team has a much lower profile than the men's team. For all national women's cricket teams, the female players are paid much less their male counterparts, and the women's teams do not receive as much popular support or recognition as the men's team. The women's teams also have a less packed schedule compared to men's teams and play fewer matches. The team played it first match during 1997, when it was on tour of New Zealand and Australia and were invited to the World Cup later that year and in the Women's Asia Cup during 2005 the team came third place. During 2007, the team with face South Africa and later in the year travel to Ireland to play in the Women's World Cup Qualifier.


          


          Current Squad


          
            
              	Name

              	Batting Style

              	Bowling Style

              	Domestic team
            


            
              	Captain
            


            
              	Shoaib Malik

              	Right Hand Bat

              	Right-arm offbreak

              	Sialkot
            


            
              	Vice-captain
            


            
              	Younis Khan

              	Right-hand bat

              	Right-arm medium, Legbreak

              	Peshawar
            


            
              	Wicket-keepers
            


            
              	Kamran Akmal

              	Right-hand bat

              	

              	Lahore
            


            
              	Sarfraz Ahmed

              	Left-hand bat

              	

              	Karachi
            


            
              	Opening batsmen
            


            
              	Salman Butt

              	Left-hand bat

              	Right-arm offbreak

              	Lahore
            


            
              	Yasir Hameed

              	Right-hand bat

              	Right-arm offbreak

              	Peshawar
            


            
              	Imran Nazir

              	Right-hand bat

              	Legbreak

              	Sialkot
            


            
              	Nasir Jamshed

              	Left-hand bat

              	Right-arm offbreak

              	Sargodha
            


            
              	Middle-order batsmen
            


            
              	Mohammad Yousuf

              	Right-hand bat

              	Right-arm offbreak

              	Lahore
            


            
              	Misbah-ul-Haq

              	Right-hand bat

              	Right-arm medium , Legbreak

              	Faisalabad
            


            
              	Asim Kamal

              	Left-hand bat

              	

              	Karachi
            


            
              	Faisal Iqbal

              	Right-hand bat

              	Right-arm medium

              	Karachi
            


            
              	All-rounders
            


            
              	Shahid Afridi

              	Right-hand bat

              	Right-arm medium, Legbreak googly

              	Karachi
            


            
              	Sohail Tanvir

              	Left-hand bat

              	Left-arm medium-fast, Slow left-arm orthodox

              	Rawalpindi
            


            
              	Yasir Arafat

              	Right-hand bat

              	Right-arm medium

              	Rawalpindi
            


            
              	Fast Bowlers
            


            
              	Shoaib Akhtar

              	Right-hand bat

              	Right-arm fast

              	Rawalpindi
            


            
              	Mohammad Asif

              	Left-hand bat

              	Right-arm fast-medium

              	Sialkot
            


            
              	Umar Gul

              	Right-hand bat

              	Right-arm fast-medium

              	Peshawar
            


            
              	Mohammad Sami

              	Right-hand bat

              	Right-arm fast

              	Karachi
            


            
              	Iftikhar Anjum

              	Right-hand bat

              	Right-arm medium

              	Islamabad
            


            
              	Spin Bowlers
            


            
              	Danish Kaneria

              	Right-hand bat

              	Legbreak

              	Karachi
            


            
              	Abdur Rehman

              	Left-hand bat

              	Slow left-arm orthodox

              	Sialkot
            

          


          
            	Notes

          


          The team's most recent coach was Bob Woolmer, who died during the 2007 World Cup. Assistant coach Mushtaq Ahmed acted as temporary coach for the team's final group game of the tournament. Following Pakistan's disappointing World Cup campaign, Shoaib Malik was announced as successor to Inzamam-ul-Haq as the team's captain. On 20 April 2007, a PCB official announced that former Test cricketer Talat Ali would act as interim coach, in addition to his role as team manager, until a new coach had been appointed. Following his return to the squad, Salman Butt was appointed as vice-captain until December 2007. On 16 July 2007, former Australian fast bowler Geoff Lawson was appointed coach of the national team for two years, becoming the third foreigner to take on the role.


          


          Notable Pakistani cricketers


          


          Batsmen


          Batting feats:


          
            	Hanif Mohammad scored 337 against the West Indies in 1958, the first triple hundred by an Asian cricketer, and at the time the longest innings by any batsman in terms of time spent at the wicket.


            	Hanif also held the record for the highest individual first class innings for just over 35 years, 499 runs, until Brian Lara scored 501 for Warwickshire in 1994.


            	Saeed Anwar holds the record for scoring the highest ODI innings against the Indian cricket team (194) at Chennai in 1997.


            	Mohammad Yousuf holds the record for the most Test match runs in a calendar year (2002), the most centuries in a calendar year (nine) and the most centuries in successive tests (six centuries in five successive tests).


            	Shahid Afridi holds the record for the fastest ODI century, reaching the milestone off just 37 balls and also the third fastest ODI century (45 balls).


            	Inzamam ul-Haq and Javed Miandad are the most prolific Pakistani batsmen.

          


          


          Bowlers


          From the likes of Fazal Mahmood, Sarfraz Nawaz, Imran Khan, Intikhab Alam, Iqbal Qasim, Abdul Qadir, Wasim Akram, Aaqib Javed, Waqar Younis, Mushtaq Ahmed, Saqlain Mushtaq and Shoaib Akhtar.


          Bowling feats:


          
            	Wasim Akram has taken 502 ODI wickets, the most in ODI cricket.


            	Shoaib Akhtar holds the record for the fastest delivery recorded, clocked at 100.2 mph.


            	Saqlain Mushtaq is credited with inventing the off-spinner's deilvery known as the " doosra."


            	Saqlain also holds the record for being the fastest to reach 100, 150, 200 and 250 wickets in ODI cricket.

          


          


          Reverse swing


          Reverse swing was first discovered by Sarfraz Nawaz in the 1970s, who then passed it on to another Pakistani bowler, Imran Khan. Khan mastered reverse swing and the evidence of reverse swing by him was seen in 1983 in a Test match against India at Karachi, where he took 5 wickets in 25 balls. Imran Khan subsequently passed this skill on to Waqar Younis and Wasim Akram who are considered to have been the finest exponents of the art.


          On Pakistan's 1992 tour of England, England had no answer to the reverse swing, a new phenomenon to them. Pakistan won the series 2-1. The series was controversial one as the Pakistani team were accused of ball tampering, particularly by the English media. However, it was later conceded that the Pakistani bowlers were simply ahead of their time. Following this episode, reverse swingexpanded around the cricket world and more bowlers, including ones from England, mastered the art.


          


          Controversies


          
            	During the fourth Test against England at the Oval on 20 August 2006, ball tampering accusations were made against the Pakistani team, which resulted in the team forfeiting the match. On the fourth day of the Test, during England's second innings, the ball began to late reverse swing for Umar Gul in particular, resulting in him dismissing Alastair Cook LBW to an inswinging yorker. Four overs later, on examining the ball, umpire Darrell Hair decided there was evidence that the ball had been tampered with. He consulted with the other umpire, Billy Doctrove, and penalised the Pakistani team for interfering with the condition of the ball, awarding five runs to England. Following the playing conditions for that Test, the England batsmen were allowed to choose a replacement ball from a selection of six provided. Although play continued until the end of the afternoon session, the Pakistani team decided in principle, not to reappear at the start of the third session. This decision was made in protest of what they believed to be an unjust and insensitive decision. As a result of the Pakistani team's failure to appear at the field, the umpires awarded the test to England, cricket's first and only forfeiture. However the Pakistani team was cleared of any wrongdoing when further proceedings saw captain Inzamam-ul-Haq found not guilty of ball tampering. However, the team's protest led to him being banned for four games on the charge of bringing the game of cricket into disrepute.

          


          
            	Immediately following the ball tampering controversy was the news that its front-line pace bowlers Shoaib Akhtar and Mohammad Asif had both tested positive for Nandrolone, a banned anabolic steroid. Though both denied any substance abuse, on November 1, 2006 both Akhtar and Asif were banned for a period of 2 years and 1 year respectively. However, both bowlers were successful in their appeals with the earlier bans being revoked. The World Anti-Doping Agency made an appeal in the Court of Arbitration for Sport over the revoking of this ban. However, the Court of Arbitration for Sport later dropped the case, ruling it had no jurisdiction to challenge the decision made by PCB.

          


          


          Fan following


          
            	Abdul Jalil, aka Chacha cricket, ( photo) has been following the team since 1969. The PCB pays him 10,000 Pakistani rupees per month to follow the team, and he himself has a number of his own followers.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Pakistan_national_cricket_team"
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          The Palace of Westminster, also known as the Houses of Parliament or Westminster Palace, in London, is where the two Houses of the Parliament of the United Kingdom (the House of Lords and the House of Commons) meet. The palace lies on the north bank of the River Thames in the London borough of the City of Westminster, close to other government buildings in Whitehall.


          The palace's layout is intricate: its existing buildings contain around 1,100 rooms, 100 staircases and 4.8kilometres (3mi) of corridors. Although the building mainly dates from the 19th century, remaining elements of the original historic buildings include Westminster Hall, used today for major public ceremonial events such as lyings in state, and the Jewel Tower.


          Control of the Palace of Westminster and its precincts was for centuries exercised by the Queen's representative, the Lord Great Chamberlain. By agreement with the Crown, control passed to the two Houses in 1965. Certain ceremonial rooms continue to be controlled by the Lord Great Chamberlain.


          After a fire in 1834, the present Houses of Parliament were built over the next 30 years. They were the work of the architect Sir Charles Barry (17951860) and his assistant Augustus Welby Pugin (181252). The design incorporated Westminster Hall and the remains of St Stephen's Chapel.


          


          History


          The Palace of Westminster site was strategically important during the Middle Ages, as it was located on the banks of the River Thames. Buildings have occupied the site since at least Saxon times. Known in medieval times as Thorney Island, the site may have been first-used for a royal residence by Canute the Great (reigned 10161035). St Edward the Confessor, the penultimate Saxon monarch of England, built a royal palace on Thorney Island just west of the City of London at about the same time as he built Westminster Abbey (10451050). Thorney Island and the surrounding area soon became known as Westminster (a contraction of the words West Monastery). After the Norman Conquest in 1066, King William I established himself at the Tower of London, but later moved to Westminster. Neither the buildings used by the Saxons nor those used by William I survive. The oldest existing part of the Palace (Westminster Hall) dates from the reign of William I's successor, King William II.
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          The Palace of Westminster was the monarch's principal residence in the late Medieval period. The predecessor of Parliament, the Curia Regis (Royal Council), met in Westminster Hall (although it followed the King when he moved to other palaces). The Model Parliament, the first official Parliament of England, met in the Palace in 1295; almost all subsequent Parliaments have met there.


          The Jewel Tower was built in approximately 1365 to house the treasures of Edward III.


          Westminster remained the monarch's chief London residence until a fire destroyed part of the structure in 1512. In 1530 King Henry VIII acquired York Palace from Thomas Cardinal Wolsey, a powerful minister who had lost the King's favour. Renaming it the Palace of Whitehall, Henry VIII used it as his principal residence. Although Westminster officially remained a royal palace, it was used by the two Houses of Parliament and as a law court.


          Because it was originally a royal residence, the Palace included no purpose-built chambers for the two Houses. Important state ceremonies, including the State Opening of Parliament, were held in the Painted Chamber; the House of Lords usually met in the White Chamber. The House of Commons, however, did not have a chamber of its own, and sometimes held its debates in the Chapter House of Westminster Abbey. The Commons acquired a permanent home in the Palace St Stephen's Chapel, a former royal chapelonly during the reign of Henry VIII's successor, King Edward VI. The Chantries Act 1547 (passed as a part of the Protestant Reformation) dissolved the religious order of the Canons of St Stephen's, among other institutions; thus, the Chapel became available for the Commons' use. Alterations were made to St Stephen's Chapel for the convenience of the lower House.
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          On 16 October 1834, most of the Palace was destroyed by fire. Only Westminster Hall, the Jewel Tower, the crypt of St Stephen's Chapel and the cloisters survived. A Royal Commission was appointed to study the rebuilding of the Palace and a heated public debate over the proposed styles ensued. The neo-Classical design, similar to that of the White House and Congress in the United States, was popular at the time, but had connotations of revolution and republicanism, whereas Gothic design embodied conservative values. The Commission announced in June 1835 that "the style of the buildings would be either Gothic or Elizabethan".


          In 1836, after studying 97 rival proposals, the Royal Commission chose Charles Barry's plan for a Gothic-style palace. The foundation stone was laid in 1840; the Lords Chamber was completed in 1847, and the Commons Chamber in 1852 (at which point Barry received a knighthood). Although most of the work had been carried out by 1860, construction was not finished until a decade afterwards. Barry (whose own architectural style was more classical than Gothic) relied heavily on Augustus Pugin for the sumptuous and distinctive Gothic interiors, including wallpapers, carvings, stained glass and furnishings, like the royal thrones and canopies.


          During the Second World War, the Palace of Westminster was hit fourteen times by bombs. The worst of these was on 10 May 1941, when the Commons Chamber was destroyed and three people were killed. The chamber was re-built under the architect Giles Gilbert Scott; the work was completed in 1950.


          As the need for office space in the Palace increased, Parliament acquired office space in the nearby Norman Shaw Building in 1975, and more recently in the custom-built Portcullis House, completed in 2000. This increase has now allowed all MPs to have their own office facilities.


          


          Exterior
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          Sir Charles Barry's collaborative design for the Palace of Westminster uses the Perpendicular Gothic style, which was popular during the 15th century and returned during the Gothic revival of the 19th century. Barry was a classical architect, but he was aided by the Gothic architect Augustus Pugin. Westminster Hall, which was built in the 11th century and survived the fire of 1834, was incorporated in Barry's design. Pugin was displeased with the result of the work, especially with the symmetrical layout designed by Barry; he famously remarked, "All Grecian, sir; Tudor details on a classic body".


          


          Stonework


          The stonework of the building was originally Anston, a sand-coloured magnesian limestone quarried in the village of Anston in South Yorkshire. The stone, however, soon began to decay due to pollution and the poor quality of some of the stone used. Although such defects were clear as early as 1849, nothing was done for the remainder of the 19th century. During the 1910s, however, it became clear that some of the stonework had to be replaced.


          In 1928 it was deemed necessary to use Clipsham Stone, a honey-coloured limestone from Rutland, to replace the decayed Anston. The project began in the 1930s but was halted due to the Second World War, and completed only during the 1950s. By the 1960s pollution had once again begun to take its toll. A stone conservation and restoration programme to the external elevations and towers began in 1981, and ended in 1994. The House Authorities have since been undertaking the external restoration of the many inner courtyards and this is due to continue until approximately 2010.


          


          Towers


          Sir Charles Barry's Palace of Westminster includes several towers. The tallest is the 98.5-metre (323ft) Victoria Tower, a square tower at the south-western end of the Palace. It was named after the reigning monarch at the time of the reconstruction of the Palace, Queen Victoria; today, it is home to the Parliamentary Archives. Atop the Victoria Tower is an iron flagstaff, from which either the Royal Standard (if the Sovereign is present in the Palace) or the Union Flag is flown. At the base of the tower is the Sovereign's Entrance to the Palace, used by the monarch whenever entering the Palace of Westminster for the State Opening of Parliament or for any other official ceremony.
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          Over the middle of the Palace lies St Stephen's Tower, also called the Central Tower. It is 91.4metres (300ft) tall, making it the shortest of the three principal towers of the Palace. Unlike the other towers, St Stephen's Tower possesses a spire. It stands immediately above the Central Lobby, and is octagonal. Its function was originally a high-level air intake.


          A small tower is positioned at the front of the Palace, between Westminster Hall and Old Palace Yard, and contains the main entrance to the House of Commons at its base, known as St Stephen's entrance.


          At the north-eastern end of the Palace is the most famous of the towers, the Clock Tower, which is 96.3metres (316ft) tall. Pugin's drawings for the tower were the last work he did for Barry. The Clock Tower houses a large, four-faced clockthe Great Clock of Westminsteralso designed by Pugin. The tower also houses five bells, which strike the Westminster Chimes every quarter hour. The largest and most famous of the bells is Big Ben (officially The Great Bell of Westminster), which strikes the hour. This is the third heaviest bell in England, weighing 13.8tonnes (13.6 long tons). Although Big Ben properly refers only to the bell, it is often colloquially applied to the whole tower.


          


          Grounds
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          There are a number of small gardens surrounding the Palace of Westminster. Victoria Tower Gardens is open as a public park along the side of the river south of the palace. Black Rod's Garden (named after the office of Gentleman Usher of the Black Rod) is closed to the public and is used as a private entrance. Old Palace Yard, in front of the Palace, is paved over and covered in concrete security blocks (see security below). Cromwell Green (also on the frontage, and in 2006 enclosed by hoardings for the construction of a new visitor centre), New Palace Yard (on the north side) and Speaker's Green (directly north of the Palace) are all private and closed to the public. College Green, opposite the House of Lords, is a small triangular green commonly used for television interviews with politicians.


          


          Interior


          The Palace of Westminster includes over 1,100 rooms, 100 staircases and 4.8kilometres (3mi) of passageways. The building includes four floors; the ground floor includes offices, dining rooms and bars. The "first floor" (known as the principal floor) houses the main rooms of the Palace, including the Chambers, the lobbies and the libraries. The Robing Room, the Royal Gallery, the Prince's Chamber, the Lords Chamber, the Peers' Lobby, the Central Lobby, the Members' Lobby and the Commons Chamber all lie in a straight line on this floor, from south to north, in the order noted. (Westminster Hall lies to a side at the Commons end of the Palace.) The top-two floors are used for committee rooms and offices.


          Formerly, the Palace was controlled by the Lord Great Chamberlain, as it was (and formally remains) a royal residence. In 1965, however, it was decided that each House should control its own rooms; the Speakers now exercise control on behalf of their respective Houses. The Lord Great Chamberlain retains custody of certain ceremonial rooms.


          


          Lords Chamber


          


          The Chamber of the House of Lords is located in the southern part of the Palace of Westminster. The lavishly decorated room measures 13.7by 24.4metres (45by 80ft). The benches in the Chamber, as well as other furnishings in the Lords' side of the Palace, are coloured red. The upper part of the Chamber is decorated by stained glass windows and by six allegorical frescoes representing religion, chivalry and law.


          At the south end of the Chamber are the ornate gold Canopy and Throne; although the Sovereign may theoretically occupy the Throne during any sitting, he or she attends only the State Opening of Parliament. Other members of the Royal Family who attend the State Opening use Chairs of State next to the Throne. In front of the Throne is the Woolsack, a backless and armless red cushion stuffed with wool, representing the historical importance of the wool trade. The Woolsack is used by the officer presiding over the House (the Lord Speaker since 2006, but historically the Lord Chancellor or a deputy). The House's mace, which represents royal authority, is placed on the back of the Woolsack. In front of the Woolsack are the Judges' Woolsack, a larger red cushion occupied by the Law Lords during the State Opening, and the Table of the House, at which the clerks sit.


          Members of the House occupy red benches on three sides of the Chamber. The benches on the Lord Speaker's right form the Spiritual Side and those to his left form the Temporal Side. The Lords Spiritual (archbishops and bishops of the established Church of England) all occupy the Spiritual Side. The Lords Temporal ( nobles) sit according to party affiliation: members of the Government party sit on the Spiritual Side, while those of the Opposition sit on the Temporal Side. Some peers, who have no party affiliation, sit on the benches in the middle of the House opposite the Woolsack; they are accordingly known as cross-benchers.


          The Lords Chamber is the site of important ceremonies, the most important of which is the State Opening of Parliament, which occurs at the beginning of each annual parliamentary session. The Sovereign, seated on the Throne, delivers the Speech from the Throne, outlining the Government's legislative agenda for the forthcoming parliamentary session. The Commons do not enter the Lords' debating floor; instead, they watch the proceedings from beyond the Bar of the House, just inside the door. A similar ceremony is held at the end of a parliamentary session; the Sovereign, however, does not normally attend, and is instead represented by a group of Lords Commissioners.


          


          Commons Chamber


          The Chamber of the House of Commons is at the northern end of the Palace of Westminster; it was opened in 1950 after the Victorian chamber had been destroyed in 1941 and re-built under the architect Giles Gilbert Scott. The Chamber measures 14by 20.7metres (46by 68ft) and is far more austere than the Lords Chamber; the benches, as well as other furnishings in the Commons side of the Palace, are coloured green. Members of the public are forbidden to sit on the red benches, which are reserved for members of the House of Lords. Other parliaments in Commonwealth nations[ which?] have copied the colour scheme under which the Lower House is associated with green, and the Upper House with red.
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          At the north end of the Chamber is the Speaker's Chair, a present to Parliament from Australia. In front of the Speaker's Chair is the Table of the House, at which the clerks sit, and on which is placed the Commons' ceremonial mace. The dispatch boxes, which front-bench Members of Parliament (MPs) often lean on or rest notes on during Questions and speeches, are a gift from New Zealand. There are green benches on either side of the house; members of the Government party occupy benches on the Speaker's right, while those of the Opposition occupy benches on the Speaker's left. There are no cross-benches as in the House of Lords. The Chamber is relatively small, and can accommodate only 427 of the 646 Members of Parliamentduring Prime Minister's Questions and in major debates MPs stand at either end of the House.


          By tradition, the British Sovereign does not enter the Chamber of the House of Commons. The last monarch to enter the Chamber was King Charles I, in 1642. The King sought to arrest five Members of Parliament on charges of high treason, but when he asked the Speaker, William Lenthall, if he had any knowledge of the whereabouts of these individuals, Lenthall famously replied: "May it please your Majesty, I have neither eyes to see nor tongue to speak in this place but as the House is pleased to direct me, whose servant I am here."


          The two red lines on the floor of the House of Commons are 2.5metres (8ft2in) apart, which, by (probably apocryphal) tradition, is intended to be just over two sword-lengths. Protocol dictates that MPs may not cross these lines when speaking. Historically, this was to prevent disputes in the house from devolving into duels. If a Member of Parliament steps over this line while giving a speech he or she will be lambasted by opposition Members. This is a possible origin for the expression "to toe the line".


          


          Westminster Hall
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          Westminster Hall, the oldest existing part of the Palace of Westminster, was erected in 1097. The roof was probably originally supported by pillars but, during the reign of King Richard II, was replaced by a hammerbeam roof designed by Henry Yevele and Hugh Herland. Westminster Hall is one of the largest halls in Europe and has the largest clearspan medieval roof in England, measuring 20.7by 73.2metres (68by 240ft). Despite an Essex legend that the oak timber came from woods in Thundersley, Essex, it is known that the roof timberwork was entirely framed in 1395 at Farnham in Surrey, 56kilometres (35mi) south-west of London. Accounts record the large number of wagons and barges which delivered the jointed timbers to Westminster for assembly.


          Westminster Hall has served numerous functions. It was primarily used for judicial purposes, housing three of the most important courts in the land: the Court of King's Bench, the Court of Common Pleas and the Court of Chancery. In 1873, these courts were amalgamated into the High Court of Justice, which continued to meet in Westminster Hall until it moved to the Royal Courts of Justice in 1882. In addition to regular courts, Westminster Hall also housed important trials, including impeachment trials and the state trials of King Charles I at the end of the English Civil War, Sir William Wallace, Sir Thomas More, Cardinal John Fisher, Guy Fawkes, the Earl of Strafford, the rebel Scottish Lords of the 1715 and 1745 uprisings and Warren Hastings.
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          Westminster Hall has also served ceremonial functions. From the twelfth century to the nineteenth, coronation banquets honouring new monarchs were held here. The last coronation banquet was that of King George IV, held in 1821; his successor, William IV, abandoned the idea because he deemed it too expensive. The Hall has been used for lyings-in-state during state and ceremonial funerals. Such an honour is usually reserved for the Sovereign and for their consorts; the only non-royals to receive it in the twentieth century were Frederick Sleigh Roberts, 1st Earl Roberts (1914) and Sir Winston Churchill (1965). The most recent lying-in-state was that of Queen Elizabeth The Queen Mother in 2002.


          The two Houses have presented ceremonial Addresses to the Crown in Westminster Hall on important public occasions. For example, Addresses were presented at Elizabeth II's Silver Jubilee (1977) and Golden Jubilee (2002), the 300th anniversary of the Glorious Revolution (1988), and the fiftieth anniversary of the end of the Second World War (1995).


          Under reforms made in 1999, the House of Commons uses a specially converted room next to Westminster Hall (not the main hall) as an additional debating chamber. (Usually, however, the room is spoken of as a part of Westminster Hall.) The room is shaped like an elongated horseshoe; it stands in contrast with the main Chamber, in which the benches are placed opposite each other. This pattern is meant to reflect the non-partisan nature of the debates held in Westminster Hall. Westminster Hall sittings occur thrice each week; controversial matters are not usually discussed.


          


          Other rooms


          There are several other important rooms that lie on the first floor of the Palace. At the extreme southern end of the Palace is the Robing Room, the room in which the Sovereign prepares for the State Opening of Parliament by donning official robes and wearing the Imperial State Crown. Paintings by William Dyce in the Robing Room depict scenes from the legend of King Arthur. Immediately next to the Robing Room is the Royal Gallery, which is sometimes used by foreign dignitaries who wish to address both Houses. The walls are decorated by two enormous paintings by Daniel Maclise: "The Death of Nelson" (depicting Lord Nelson's demise at the Battle of Trafalgar) and "The Meeting of Wellington and Blcher" (showing the Duke of Wellington meeting Gebhard Leberecht von Blcher at the Battle of Waterloo).


          To the immediate south of the Lords Chamber is the Prince's Chamber, a small anteroom used by Members of the Lords. The Prince's Chamber is decorated with paintings of members of the Tudor dynasty, and features a marble statue of Queen Victoria. To the immediate north of the Lords Chamber is the Peers' Lobby, where Lords informally discuss or negotiate matters during sittings of the House.


          The centrepiece of the Palace of Westminster is the octagonal Central Lobby, which lies immediately beyond the Peers' Lobby. The lobby, which lies directly below the Central Tower, is adorned with statues of statesmen and with mosaics representing the United Kingdom's constituent nations' patron saints: St George for England, St Andrew for Scotland, St David for Wales and St Patrick for Ireland (these pre-date the secession of the Irish Free State; St Patrick now represents Northern Ireland). Constituents may meet their Members of Parliament in the Central Lobby. Beyond the Central Lobby, next to the Commons Chamber, lies the Members' Lobby, in which Members of Parliament hold discussions or negotiations. The Members' Lobby contains statues of several former Prime Ministers, including David Lloyd George, Winston Churchill, Clement Attlee and Margaret Thatcher.


          There are two suites of libraries on the Principal Floor, overlooking the river, for the House of Lords Library and House of Commons Library.


          The Palace of Westminster also includes state apartments for the presiding officers of the two Houses. The official residence of the Speaker stands at the northern end of the Palace; the Lord Chancellor's apartments are at the southern end. Each day, the Speaker and Lord Speaker take part in formal processions from their apartments to their respective Chambers.


          There are 19 bars and restaurants in the Palace of Westminster, many of which never close while the house is sitting. There is a shooting range and a gymnasium, and even a hair salon. Parliament also has a souvenirs shop, where items on sale range from House of Commons key-rings and china to House of Commons Champagne.


          


          Security


          
            [image: Concrete barriers restrict access to Old Palace Yard.]

            
              Concrete barriers restrict access to Old Palace Yard.
            

          


          The Gentleman Usher of the Black Rod oversees security for the House of Lords, and the Serjeant at Arms does the same for the House of Commons. These officers, however, have primarily ceremonial roles outside the actual chambers of their respective Houses. Security is the responsibility of the Palace of Westminster Division of the Metropolitan Police, the police force for the Greater London area. Tradition still dictates that only the Serjeant at Arms may enter the Commons chamber armed.


          With rising concern about the possibility of a lorry full of explosives being driven into the building, a series of concrete blocks was placed in the roadway in 2003. On the river, an exclusion zone extending 70metres (77yd) from the bank exists, which no vessels are allowed to enter.


          Despite recent security breaches, members of the public continue to have access to the Strangers' Gallery (public gallery) in the House of Commons. Visitors pass through metal detectors and their possessions are scanned. Police from the Palace of Westminster Division of the Metropolitan Police, supported by some armed police from the Diplomatic Protection Group, are always on duty in and around the Palace.


          Since 1 August 2005, under a provision of the Serious Organised Crime and Police Act 2005 it has been illegal to hold a protest, without the prior permission of the Metropolitan Police, within a designated area extending onekilometre (0.6mi) around the Palace.


          


          Incidents


          Probably the most famous attempt to breach the security of the Palace of Westminster was the Gunpowder Plot of 1605. The plot was a conspiracy among some Roman Catholic gentry to place large quantities of gunpowder beneath the Palace and detonate it during the State Opening of Parliament. If executed, the explosion would have destroyed the palace, killing the Protestant King James I, his family, and most of the aristocracy. The plot was discovered when a Roman Catholic nobleman, William Parker, 4th Baron Monteagle, received an anonymous letter warning him not to attend the State Opening. The authorities, with Peter Heywood of Heywood, Greater Manchester, conducted a search of the Palace and discovered the gunpowder, as well as one of the conspirators, Guy Fawkes. The conspirators were later tried for high treason in Westminster Hall, and were hanged, drawn and quartered. Since 1605, the Yeomen of the Guard have conducted a ceremonial search of the Palace's cellars prior to each State Opening of Parliament, although today officers from the Metropolitan Police join the search.


          
            [image: The assassination of Prime Minister Spencer Perceval in 1812 in the lobby of the House of Commons]

            
              The assassination of Prime Minister Spencer Perceval in 1812 in the lobby of the House of Commons
            

          


          The previous Palace of Westminster was also the site of a prime ministerial assassination in 1812. While in the lobby of the House of Commons, on his way to a parliamentary inquiry, Spencer Perceval was shot and killed by John Bellingham. Perceval remains the only British Prime Minister to have been assassinated.


          On 17 June 1974, a 9-kilogram (20lb) bomb planted by the Provisional IRA exploded in Westminster Hall.


          In 1979, Airey Neave, a prominent Conservative politician, was killed by a car bomb as he drove out of the Palace's new car park. Both the Irish National Liberation Army and the Provisional IRA claimed responsibility for the murder; security forces believe the former was responsible.


          The Palace has also been the site of a number of acts of politically motivated " direct action". In 1970 a canister of tear gas was thrown into the Chamber of the House of Commons to protest against conditions in Northern Ireland. In 1978 Yana Mintoff and another dissident threw manure. Concern about such attacks and a possible chemical or biological attack led to the construction of a glass screen across the Strangers' Gallery in early 2004.


          The new barrier does not cover the side galleries, which are sometimes termed the "distinguished strangers' gallery", and in May 2004 protesters from Fathers 4 Justice attacked Prime Minister Tony Blair with flour bombs from this part gallery, after obtaining admission by bidding for a place in the visitors' gallery in a charity auction. Subsequently, rules on admmission to the visitor's gallery were changed and now if individuals wish to sit in the visitors' galleries, they must first obtain a written pass from a member certifying that that individual is personally known to them. In September of the same year, five protesters opposed to the proposed ban on fox hunting disrupted the proceedings of the House of Commons by running into the Chamber.


          


          Rules and traditions


          


          Eating, drinking and smoking
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          The Palace has accumulated many rules and traditions over the centuries. Smoking has not been allowed in the chambers of the House of Lords and the Commons since the 17th century. As a result, Members may take snuff instead and the doorkeepers still keep a snuff-box for this purpose. Despite persistent media rumours, it has not been possible to smoke anywhere inside the Palace since 2005. Members may not eat or drink in the chamber; the exception to this rule is the Chancellor of the Exchequer, who may have an alcoholic drink while delivering the Budget statement.


          


          Dress code


          Hats must not be worn unless a point of order is being raised, and members may not wear military decorations or insignia. Members are not allowed to have their hands in their pockets Andrew Robathan was heckled by opposing MPs for doing this on 19 December 1994. Swords may not be worn in the Palace, and each MP has a loop of ribbon in the cloakroom for storing weapons.


          


          Forms of address


          Members may not refer to each other by name and use either "my honourable friend" (if a member of the same party) or "the honourable lady/gentleman" (for members from other parties); alternately, "the honourable member for [the constituency]" is used. Members of the Privy Council are referred to as "the right honourable".


          In the House of Lords, members are referred to as "the noble lord/lady", or "my noble friend".


          


          Other traditions


          No animals may enter the Palace of Westminster, with the exception of guide dogs for the blind; sniffer dogs and police horses are also allowed on the grounds.


          Speeches may not be read out during debate, although notes may be referred to. Similarly, the reading of newspapers is not allowed. Visual aids are discouraged in the chamber.


          Applause is not normally allowed in the Lords and Commons. Some notable exceptions to this were when Robin Cook gave his resignation speech in 2003, and when Prime Minister Tony Blair appeared for the last time at Prime Minister's Questions.


          It is a convention that MPs do not discuss the Sovereign nor use the name of the monarch as a point of debate without prior permission from the Speaker. This comes from 19th-century constitutionalist Erskine May, who said, "the irregular use of the Queen's name to influence a decision of the House is unconstitutional in principle and inconsistent with the independence of Parliament... Any attempt to use her name in debate to influence the judgement of Parliament is immediately checked and censured." Vincent Cable was reprimanded for breaking this convention during a session of Prime Minister's Questions in 2008.


          No one is allowed to die within the Palace of Westminster, because, as it is a royal palace, any person who dies there would eligible for a royal funeral. Most deaths on the premises are said to have taken place at St. Thomas' Hospital, the nearest hospital to the palace.


          


          Culture and tourism
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          The exterior of the Palace of Westminsterespecially the Clock Toweris recognised world-wide, and is one of the most visited tourist attractions in London. The United Nations Educational, Scientific and Cultural Organization (UNESCO) classifies the Palace of Westminster, along with neighbouring Westminster Abbey and St. Margaret's, as a World Heritage Site. It is also a Grade I listed building. There is no casual access to the interior, but it may be seen in a number of ways:


          
            	Viewing debates from the public galleries of the House of Commons or the House of Lords: UK residents may obtain tickets in advance from their MP. It is also possible for both UK residents and overseas visitors to queue for admission on the day, but capacity is limited and there is no guarantee of admission. Only a very small part of the Palace's interior may be seen. Either House may exclude "strangers" if it desires to sit in private.


            	Tours during Parliamentary sessions: UK residents may apply to their MP or a peer for a place on a guided tour of Parliament while it is in session. British educational institutions may also arrange a tour through their MP. Overseas visitors may only tour Parliament during the summer recess.


            	Summer opening: tours are available during a two-month period during the summer when Parliament is not sitting. These tours are open to both UK residents and overseas visitors.


            	Television Viewing: live broadcasts of Parliamentary sessions can be viewed on BBC Parliament; recorded footage is shown when Parliament is not in session. The sessions are also occasionally rebroadcast in the United States via C-SPAN.


            	Touring the Clock Tower: Currently, only UK Residents can tour the Clock Tower, by arranging a tour through their local MP.

          


          Architectural historian Dan Cruickshank selected the Palace as one of his five choices for the 2006 BBC television documentary series Britain's Best Buildings.


          
            Retrieved from " http://en.wikipedia.org/wiki/Palace_of_Westminster"
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              	Capital

              	Melekeok1

            


            
              	Largest city

              	Koror
            


            
              	Official languages

              	English, Palauan,
            


            
              	Recognised regionallanguages

              	Japanese, Angaur, (in Angaur) Sonsorolese, (in Sonsoral) Tobian, (in Hatohobei), Carolinian, Filipino, Chinese
            


            
              	Demonym

              	Palauan
            


            
              	Government

              	Democratic Presidential Republic
            


            
              	-

              	President

              	Tommy Remengesau
            


            
              	-

              	Vice president

              	Elias Camsek Chin
            


            
              	Independence

              	from UN Trust Territory
            


            
              	-

              	Date

              	October 1, 1994
            


            
              	Area
            


            
              	-

              	Total

              	459km( 195th)

              177 sqmi
            


            
              	-

              	Water(%)

              	negligible
            


            
              	Population
            


            
              	-

              	July 2007estimate

              	20,842( 217th)
            


            
              	-

              	Density

              	43/km( 155th)

              111/sqmi
            


            
              	GDP( PPP)

              	2006estimate
            


            
              	-

              	Total

              	$157.7 million( not ranked)
            


            
              	-

              	Per capita

              	$10,000 (2006 est.)( not ranked)
            


            
              	HDI(2003)

              	n/a(unranked)( n/a)
            


            
              	Currency

              	US Dollar ( USD)
            


            
              	Time zone

              	( UTC+9)
            


            
              	Internet TLD

              	.pw
            


            
              	Calling code

              	+680
            


            
              	1On 7 October 2006, government officials moved their offices in the former capital of Koror to Melekeok, located 20km (12mi) northeast of Koror on Babelthaup Island. GDP estimate includes US subsidy (2004 est.)
            

          


          Palau (pronounced /pəˈlaʊ/), officially the Republic of Palau ( Palauan: Beluu er a Belau), is an island nation in the Pacific Ocean, some 500 miles (800 km) east of the Philippines and 2000 miles (3200km) south of Tokyo. Having emerged from United Nations trusteeship (administered by the United States) in 1994, it is one of the world's youngest and smallest nations. It is sometimes referred to in English under its native name Belau.


          


          History


          


          Archaeology


          Early Palauans may have come from Australia, Polynesia and Asia. Depending on the thread of the family, Palauans may indeed represent many parts of Melanesia, Micronesia and Polynesia. However, it is traditionally considered to be Micronesian. According to geneticists, there are two distinctive strains of Melanesian bloodlines: one is associated with indigenous Australians/Papua New Guineans and the other is known to have originated in Asia. There has not been any link established between the two.


          Until recently, Palau was not considered a part of Micronesia. In the European and Australian world Belau/Pelew is better known by the name of " The Black Islands". Vintage maps and village drawings can be found at the Australian library online, as well as photos of the tattooed and pierced Ibedul of Koror and Ludee.


          Carbon dating and recent archaeological discoveries have brought new attention to the archipelago. Cemeteries uncovered in islands have shown Palau has the oldest burial ceremony known to Oceania. Prior to this there has been much dispute as to whether Palau was established during 2500BC or 1000BC. New studies seem to dispute both of these findings. Moreover, Palau's ancient trading partner, Java, has also come under close scrutiny since Homo floresiensis was found. Like Flores remains of small-bodied humans have been found in Palau.


          For thousands of years, Palauans have had a well established matrilineal society, believed to have descended from Javanese precedents. Traditionally, land, money, and titles passed through the female line. Clan lands continue to be passed through titled women and first daughters but there is also a modern patrilineal sentiment introduced by imperial Japan. The Japanese government attempted to confiscate and redistribute tribal land into personal ownership during World War II, and there has been little attempt to restore the old order. Legal entanglements continue amongst the various clans.


          


          European contact


          Historians take interest in the early navigational routes of European explorers in the Pacific. There is a certain controversy as to whether Spanish explorer Ruy Lpez de Villalobos, who landed in several Caroline Islands, spotted the Palau archipielago in 1543. No conclusive evidence exists but there are some who think he could have seen the tip of a southernmost island in the group.


          Palau had limited relationsmainly with Yap and Java. Had it not have been for ship-wrecked islanders who accidentally took refuge in the Philippines, Europeans likely would not have found a route to Palau until much later. English Captain Henry Wilson also shipwrecked off the island of Ulong in 1783. Wilson dubbed Palau the Pelew Islands.


          


          Spanish rule


          Like the Mariana Islands, the Caroline Islands and the Marshall Islands, Palau was part of the Spanish East Indies, and was administered from the Spanish Philippines until the Spanish-American War of 1898.


          In 1885, after Germany occupied some of the islands, a dispute was brought to Pope Leo XIII, who made an attempt to legitimize the Spanish claim to the islands (but with economic concessions for Britain and Germany). Spain in 1899, after defeat during the Spanish-American War, sold the islands to Germany in the 1899 German-Spanish Treaty.


          


          German Era


          After the Spanish sold the islands to Germany, the Germans began an economic transformation in Micronesia. The Germans began mining bauxite (an aluminium ore), Phosphate, and other resources. The islands were also administered by German New Guinea. Mining continued throughout Micronesia even after the Germans lost the islands to Japan under the terms of the Treaty of Versailles, after World War I. The Japanese continued and expanded the mining operations.


          


          Japanese rule
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              Koror in the Japanese Period
            

          


          During World War I, under the terms of the Anglo-Japanese Alliance, the Empire of Japan declared war on the German Empire and invaded German overseas territories in the Pacific Ocean, including the Palau Islands. Following Germany's defeat, the League of Nations formally awarded Palau to Japan as a Class C League of Nations Mandate.


          Under the terms of a Class C Mandate Japan incorporated the islands as an integral part of its empire, establishing the Nanyo-cho government. Initially under Imperial Japanese Navy administration, civilian control was introduced from 1922, and Palau was one of six administrative districts within the Mandate. Japan mounted an aggressive economic development program and promoted immigration by Japanese, Okinawans and Koreans. During this period, the Japanese established bonito (tuna production) and copra processing plants in Palau.


          


          World War II


          Peleliu was the scene of intense fighting between American and Japanese forces beginning September 1944 resulting in an Allied victory, though the cost in human terms was high for both sides. After WWII, the United Nations played a role in deciding the U.S. would administer Palau as part of the Trust Territory of the Pacific Islands. Eventually, in 1979, Palauans voted against joining the Federated States of Micronesia based on language and cultural differences. After a long period of transition, including the violent deaths of two presidents ( Haruo Remeliik in 1985 and Lazarus Salii in 1988), Palau voted to freely associate with the United States in 1994 while opting to retain independence under the Compact of Free Association.


          There are still roughly 100 American service members listed as Missing In Action (MIA) in Palau since WWII. Since 1993, a small group of American volunteers called The BentProp Project have searched the waters and jungles of Palau to attempt to locate information that can lead to the identification and recovery of remains of these American MIAs.


          


          Government
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          Politics of Palau takes place in a framework of a presidential representative democratic republic, whereby the President of Palau is both head of state and head of government, and of a multi-party system. Executive power is exercised by the government. Legislative power is vested in both the government and the Palau National Congress. The Judiciary is independent of the executive and the legislature.


          


          Foreign relations


          Palau gained its independence October 1, 1994, when the Compact of Free Association with the United States came into force. Palau was the last portion of the Trust Territory of the Pacific Islands to gain its independence. Under the Compact, the U.S. remains responsible for Palau's defense for 50 years, and Palauans are allowed to serve in the U.S. military without having to possess permanent residency in the U.S.


          Palau is a sovereign nation and conducts its own foreign relations. Since independence, Palau has established diplomatic relations with a number of nations, including many of its Pacific neighbors. Palau was admitted to the United Nations on December 15, 1994, and has since joined several other international organizations. In September 2006, Palau hosted the first Taiwan-Pacific Allies Summit, and its President has gone on several official visits to other Pacific countries, including the Republic of China (Taiwan).


          The United States maintains the usual diplomatic delegation and an embassy in Palau, but most aspects of the two countries' relationship have to do with Compact-funded projects, which are the responsibility of the U.S. Department of the Interior's Office of Insular Affairs. This has led to some ambiguity in the official status of Palau, though regarded as de jure independent.


          


          Nuclear-free constitution


          In 1981, Palau voted for the world's first nuclear-free constitution. However, this delayed Palau's independence as it also wanted a Compact of Free Association with the United States, which the U.S. would not agree to as long as the anti-nuclear clause was in place; thus the United Nations delayed terminating the U.S. trusteeship. Palauan independence was finally achieved after the anti-nuclear clause was repealed.


          One of the notable aspects of the Palauan resistance to nuclear research is the leadership of women activists such as Cita Morei and Isabella Sumang.


          Geography


          Geography of Palau
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          Palau's most populated islands are Angaur, Babeldaob, Koror, and Peleliu. The latter three lie together within the same barrier reef, while Angaur is an Oceanic Island several miles to the South. About two-thirds of the population lives on Koror. The coral atoll of Kayangel is situated north of these islands, while the uninhabited Rock Islands (about 200) are situated to the west of the main island group. A remote group of six islands, known as the Southwest Islands, some 375 miles (600km) from the main islands, are also part of the country and make up the States of Hatohobei and Sonsorol.


          
            [image: Koror-Babeldaob Bridge.]

            
              Koror-Babeldaob Bridge.
            

          


          


          Climate


          Palau enjoys a tropical climate all year round with an annual mean temperature of 82 F (27 C). Rainfall can occur throughout the year, averaging a total of 150 inches (3,800mm). The average humidity over the course of the year is 82%, and although rain falls more frequently between July and October, there is still much sunshine. Typhoons are rare, as Palau is outside the main typhoon zone.


          


          Environment


          While much of Palau's natural environment remains free of environmental degradation, there are several areas of concern, including illegal fishing with the use of dynamite, inadequate facilities for disposal of solid waste in Koror, and extensive sand and coral dredging in the Palau lagoon. Like the other Pacific island nations, a potential major environmental threat is global warming and the related rising of sea level. Water coverage of low-lying areas is a threat to coastal vegetation, agriculture, and the purity of the nation's water supply. Palau also has a problem with inadequate water supply and limited agricultural areas to support the size of the population. The nation is also vulnerable to earthquakes, volcanic activity, and tropical storms. Sewage treatment is a problem, along with the handling of toxic waste from fertilizers and biocides.


          On November 5, 2005, President of Palau Tommy E. Remengesau, Jr. took the lead on a regional environmental initiative called the Micronesia challenge, which would conserve 30 percent of near shore coastal waters and 20 percent of forest land by 2020. In addition to Palau, the initiative was joined by the Federated States of Micronesia and Marshall Islands, and the U.S. territories of Guam and Northern Mariana Islands. Together, this combined region represents nearly 5 percent of the marine area of the Pacific Ocean and 7 percent of its coastlines.


          


          Economy


          The economy consists primarily of tourism, subsistence agriculture, and fishing. Tourist activity focuses on scuba diving and snorkeling in the islands' rich marine environment, including the Floating Garden Islands to the west of Koror and the Rock Islands to the south. The government is the major employer of the work force, relying heavily on financial assistance from the US. Business and tourist arrivals numbered 50,000 in the financial year 2000/2001. The population enjoys a per capita income twice that of the Philippines and much of Micronesia. Long-term prospects for the key tourist sector have been greatly bolstered by the expansion of air travel in the Pacific, the rising prosperity of leading East Asian countries, and the willingness of foreigners to finance infrastructure development.


          In July 2004, Palau Micronesia Air was launched with service from Palau to Yap, Guam, Micronesia, Saipan, Australia, and the Philippines. It was thought of giving Continental Micronesia a run for its money due to the low fares which it offered to its passengers, however it has ceased operations in December of the same year, mainly because the airline began operating at a time where fuel prices were skyrocketing and also because the cost of operation had been much more than anticipated. Palau Micronesia Air has not restarted operations since but has made a codeshare alliance with Asian Spirit, a carrier that operates flights between Palau and the Philippines ( Davao, Cebu, and Manila) and is much more affordable than Continental Micronesia. There are two flights weekly Manila via Cebu to Palau and one flight weekly from Davao. The flight costs $230 from Davao and $280 from Manila with one week advance booking. (Stand May 4. 2007)


          Taxes are moderate, the income tax has 3 brackets with medium rates (9.3%, 15% and 19.6%), corporate tax is 14% and general sales tax is 7.5%. There are no property taxes.


          


          Demographics


          The population of Palau is approximately 21,000, of whom 70% are native Palauans, who are of mixed Melanesian, Micronesian, and Malayan descent. Filipinos form the second largest ethnic group. Other Asians and Europeans account for the minority groups.


          Three quarters of the population are Christians (mainly Roman Catholics and Protestants), while Modekngei (a combination of Christianity, traditional Palauan religion and fortune telling) and the ancient Palauan religion are commonly observed. According to the 2005 census 49.4% of the population are Roman Catholics, 21.3% Protestants, 8.7% Modekngei and 5.3% Seventh-day Adventists.


          The official languages of Palau are Palauan and English, except for two states (Sonsorol and Hatohobei) where the local language, along with Palauan, is official. Japanese is also spoken widely amongst older Palauans, and, indeed, retains official status in the State of Angaur. (It is to be noted that Kuniwo Nakamura, President of Palau 1993-2001, is himself of Japanese extraction). Tagalog is not official in Palau, but it is the 4th largest spoken language.


          Transport


          Palau International Airport provides scheduled direct flights to Guam, Taipei and Manila. In addition, the states of Angaur and Peleliu have regularly served airports.


          Freight and cruise ships call at Malakal Harbour, on Malakal Island outside Koror.


          The country has no railways, and almost half of the roads are unpaved (of the 61km/38mi of highways, only 36km/22mi are paved). Driving is on the right and the speed limit is 40 km/h (25 mph). Taxis are available in Koror. They are not metered and fares are negotiable. Only Koror maintains a bus service. Transportation between islands mostly relies on private boats.
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          The Palazzo Pitti, in English sometimes called the Pitti Palace, is a vast mainly Renaissance palace in Florence, Italy. It is situated on the south side of the River Arno, a short distance from the Ponte Vecchio. The core of the present palazzo dates from 1458 and was originally the town residence of Luca Pitti, an ambitious Florentine banker. It was bought by the Medici family in 1539 and later became the chief residence of the ruling families of the Grand Duchy of Tuscany, becoming a great treasure house as various generations amassed paintings, plate, jewelery and luxurious possessions.


          In the late 18th century the palazzo was used as a power base by Napoleon, and later served for a brief period as the principal royal palace of the newly-united Italy. Together with its contents, it was given to the Italian people by King Victor Emmanuel III in 1919, and its doors were subsequently opened to the public as one of Florence's largest art galleries. Today, housing several minor collections in addition to those of the Medici family, it is fully open to the public.


          


          History


          


          Early history
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          The construction of this severe, almost forbidding, building was commissioned in 1458 by the Florentine banker Luca Pitti, a principal supporter and friend of Cosimo de' Medici. The early history of the Palazzo Pitti is a mixture of fact and myth. Pitti is alleged to have instructed that the windows be larger than the entrance of the Palazzo Medici. The 16th century art historian Giorgio Vasari proposed that Brunelleschi was the palazzo's architect, and that his pupil Luca Fancelli was merely his assistant in the task but today it is Fancelli that is generally credited. Besides obvious differences from the elder architect's style, Brunelleschi died 12 years before construction of the palazzo began. The design and fenestration suggest that the unknown architect was more experienced in utilitarian domestic architecture than in the humanist rules defined by Alberti in his book De Re Aedificatoria.


          Though impressive, the original palazzo would have been no rival to the Florentine Medici residences in terms of either size or content. Whoever the architect of the Palazzo Pitti was, he was moving against the contemporary flow of fashion. The rusticated stonework gives the palazzo a severe and powerful atmosphere, reinforced by the three times repeated series of seven arch-headed apertures, reminiscent of a Roman aqueduct. The Roman-style architecture appealed to the Florentine love of the new style all'antica. This original design has withstood the test of time: the repetitive formula of the faade was continued during the subsequent additions to the palazzo, and its influence can be seen in numerous sixteenth-century imitations and nineteenth-century revivals. Work stopped after Pitti suffered financial reverses following the death of Cosimo de' Medici in 1464. Luca Pitti died in 1472 with the building unfinished.


          


          The Medici
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          The building was sold in 1549 by Buonaccorso Pitti, a descendant of Luca Pitti, to Eleonora di Toledo. Raised at the luxurious court of Naples, Eleonora was the wife of Cosimo I de' Medici of Tuscany, later the Grand Duke. On moving into the palace, Cosimo had Vasari enlarge the structure to fit his tastes; the palace was more than doubled by the addition of a new block along the rear. Vasari also built the Vasari Corridor an above-ground walkway from Cosimo's old palace and the seat of government, the Palazzo Vecchio, through the Uffizi, above the Ponte Vecchio to the Palazzo Pitti. This enabled the Grand Duke and his family to move easily and safely from their official residence to the Palazzo Pitti. Initially the Palazzo Pitti was used mostly for lodging official guests, and occasional functions of the court while the Medicis' principal residence remained the Palazzo Vecchio. It was not until the reign of Eleonora's son Ferdinando I and his wife Cristina of Lorraine that the palazzo was occupied on a permanent basis and became home to the Medicis' art collection.


          Land on the Boboli hill at the rear of the palazzo was acquired in order to create a large formal park and gardens, today known as the Boboli Gardens. The landscape architect employed for this was the Medici court artist Niccolo Tribolo, who died the following year; he was quickly succeeded by Bartolommeo Ammanati. The original design of the gardens centred on an amphitheatre, behind the corps de logis of the palazzo. The first play recorded as performed there was Andria by Terence in 1476. It was followed by many classically-inspired plays of Florentine playwrights such as Giovan Battista Cini were performed for the amusement of the cultivated Medici court, with elaborate sets designed by the court architect Baldassarre Lanci.


          


          The cortile and extensions
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          With the garden project well in hand, Ammanati turned his attentions to creating a large courtyard immediately behind the principal faade, to link the palazzo to its new garden. This courtyard has heavy-banded channelled rustication that has been widely copied, notably for the Parisian palais of Maria de' Medici, the Luxembourg. Ammanati also created the finestre inginocchiate ("kneeling" windows, in reference to their imagined resemblance to a prie-dieu, a device of Michelangelo's) in the principal faade, replacing the entrance bays at each end. During the years 155870, Ammanati created a monumental staircase to lead with more pomp to the piano nobile, and he extended the wings on the garden front that embraced a courtyard excavated into the steeply sloping hillside at the same level as the piazza in front, from which it was visible through the central arch of the basement. On the garden side of the courtyard Amannati constructed a grotto, called the "grotto of Moses" for the porphyry statue that inhabits it. On the terrace above it, level with the piano nobile windows, Ammanati constructed a fountain centered on the axis; it was later replaced by the Fontana del Carciofo ("Fountain of the Artichoke"), designed by Giambologna's former assistant, Francesco Susini, and completed in 1641.


          In 1616, a competition was held to design extensions to the principal urban faade by three bays at either end. Giulio Parigi won the commission; work on the north side began in 1618, and on the south side in 1631 by Alfonso Parigi. During the 18th century, two perpendicular wings were constructed by the architect Giuseppe Ruggeri to enhance and stress the widening of via Romana, which creates a piazza centered on the faade, the prototype of the cour d'honneur that was copied in France. Sporadic lesser additions and alterations were made for many years thereafter under other rulers and architects.


          


          Houses of Lorraine and Savoy


          The palazzo remained the principal Medici residence until the last male Medici heir died in 1737, it was then occupied briefly by his sister the elderly Electress Palatine on her death, the Medici dynasty became extinct and the palazzo passed to the new Grand Dukes of Tuscany, the Austrian House of Lorraine, in the person of Francis I, Holy Roman Emperor. The Austrian tenancy was briefly interrupted by Napoleon, who used the palazzo during his period of control over Italy.


          When Tuscany passed from the House of Lorraine to the House of Savoy in 1860, the Palazzo Pitti was included. After the Risorgimento, when Florence was briefly the capital of the Kingdom of Italy, Vittorio Emanuele II resided in the palazzo until 1871. His grandson, Vittorio Emanuele III, presented the palazzo to the nation in 1919. The palazzo and other buildings in the Boboli Gardens then became divided into five separate art galleries and a museum, housing not only many of its original contents, but priceless artefacts from many other collections acquired by the state. The 140 rooms open to the public are part of an interior, which is in large part a later product than the original portion of the structure, mostly created in two phases, one in the 17th century and the other in the early 18th century. Some earlier interiors remain, and there are still later additions such as the Throne Room. In 2005 the surprise discovery of forgotten 18th-century bathrooms in the palazzo revealed remarkable examples of contemporary plumbing very similar in style to the bathrooms of the 21st century.


          


          Palazzo Pitti galleries
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          The palazzo is now the largest museum complex in Florence. The principal palazzo block, often in a building of this design known as the corps de logis, is 32,000 square metres. It is divided into several principal galleries or museums detailed below.


          


          Royal Apartments


          This is a suite of 14 rooms, formerly used by the Medici family, and lived in by their successors. These rooms have been largely altered since the era of the Medici, most recently in the 19th century. They contain a collection of Medici portraits, many of them by the artist Giusto Sustermans. In contrast to the great salons containing the Palatine collection, some of these rooms are much smaller and more intimate, and, while still grand and gilded, more suited to day to day living requirements. Period furnishings include four-poster beds and other necessary furnishings not found elsewhere in the palazzo. The Kings of Italy last used the Palazzo Pitti in the 1920s. By that time it had already been converted to a museum, but a suite of rooms (now the Gallery of Modern Art) was reserved for them when visiting Florence officially.


          Silver Museum


          The Silver Museum, sometimes called "The Medici Treasury", contains a collection of priceless silver, cameos, and works in semi-precious gemstones, many of the latter from the collection of Lorenzo de' Medici, including his collection of ancient vases, many with delicate silver gilt mounts added for display purposes in the 15th century. These rooms, formerly part of the private royal apartments, are decorated with 17th-century frescoes, the most splendid being by Giovanni di San Giovanni, from 1635 to 1636. The Silver Museum also contains a fine collection of German gold and silver artefacts purchased by Grand Duke Ferdinand after his return from exile in 1815, following the French occupation.


          


          Porcelain Museum
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          First opened in 1973, this museum is housed in the Casino del Cavaliere in the Boboli Gardens. The porcelain is from many of the most notable European porcelain factories, Svres, Meissen near Dresden being well represented. Many items in the collection were gifts to the Florentine rulers from other European sovereigns, while other works were specially commissioned by the Grand Ducal court. Of particular note are several large dinner services by Vincennes factory, later renamed Svres, and a collection of small biscuit figurines.


          


          Carriages Museum


          This ground floor museum exhibits carriages and other conveyances used by the grand ducal court mainly in the late 18th and 19th century. Some of these carriages are highly decorative, being adorned by not only gilt but painted landscapes on their panels. Those used on the grandest occasions, such as the "Carrozza d'Oro" (golden carriage), are surmounted by gilt crowns which would have indicated the rank and station of the carriage's occupants. Other carriages on view are those used by the King of the Two Sicilies, and Archbishops and other Florentine dignitaries.


          


          The Palazzo today
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          Compared to many of Italy's great palazzi the exterior of the Palazzo Pitti at first glance pales: the palazzo does not have the overpowering and commanding presence of Caserta or the citadel features of the Royal Palace of Turin, nor the elegance of the Naples Royal Palace or Rome's papal, later royal, palace, the Quirinal, both with facades by Domenico Fontana. The Palazzo Pitti's architectural merit is in its great severity and simplicity. One continual architectural theme used throughout four centuries has produced massive but impressive elevations and faades which belie the long evolution and history of the structure. The architecture commands attention by virtue of size, strength and the reflection of the sun on the glass and stone, coupled with the repetitive, almost monotonous theme. Ornament and elegance of design take second place to the vast and solid mass of rusticated stonework relieved solely by the arcade-like frequency of the arched window embrasures. As with many Italian palazzi one has to enter the building in order to truly appreciate its architecture.


          Control of the palazzo, today transformed from royal palace to museum, is in the hands of the Italian state through the "Polo Museale Fiorentino", an institution which administers twenty museums, including the Uffizi Gallery, and has ultimate responsibility for 250,000 catalogued works of art. In spite of its metamorphosis from royal residence to a state-owned public building, the palazzo, sitting on its elevated site overlooking Florence, still retains the air and atmosphere of a private collection in a grand house. This is to a great extent thanks to the organisation "Amici di Palazzo Pitti" (Friends of the Palazzo Pitti), a group of volunteers and patrons founded in 1996, which raises funds and makes suggestions for the ongoing maintenance of the palazzo and the collections, and for the continuing improvement of their visual display.


          Florence receives over five million visitors each year, and for many of these the Palazzo Pitti is an essential stop. Thus the palazzo still impresses visitors with the splendours of Florence, the purpose for which it was originally built.
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          The Paleocene or Palaeocene, "early dawn of the recent", is a geologic epoch that lasted from 65.5  0.3 Ma to 55.8  0.2 Ma ( million years ago). It is the first epoch of the Palaeogene Period in the modern Cenozoic era. As with most other older geologic periods, the strata that define the epoch's beginning and end are well identified but the exact date of the end is uncertain.


          The Paleocene epoch immediately followed the mass extinction event at the end of the Cretaceous, known as the K-T boundary (Cretaceous - Tertiary), which marks the demise of the dinosaurs. The die-off of the dinosaurs left unfilled ecological niches worldwide, and the name "Paleocene" comes from Greek and refers to the "old(er)" (ό, palaios)  "new" (ό, kainos) fauna that arose during the epoch, before modern mammalian orders emerged in the Eocene.
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          Boundaries and subdivisions


          The K-T boundary that marks the separation between Cretaceous and Paleocene is visible in the geological record of much of the Earth by a discontinuity in the fossil fauna, with high iridium levels. There is also fossil evidence of abrupt changes in flora and fauna. There is some evidence that a substantial but very short-lived climatic change may have happened in the very early decades of the Paleocene. There are several theories about the cause of the K-T extinction event, with most evidence supporting the impact of a 10km diameter asteroid forming the buried Chicxulub Crater on the coast of Yucatan, Mexico.


          The end of the Paleocene (55.5/54.8Ma) was marked by one of the most significant periods of global change during the Cenozoic. The Paleocene-Eocene Thermal Maximum upset oceanic and atmospheric circulation and led to the extinction of numerous deep-sea benthic foraminifera and a major turnover in mammals on land.


          The Paleocene is divided into three stages, from youngest to oldest:


          
            
              	Thanetian

              	(58.7  0.2  55.8  0.2 Ma)
            


            
              	Selandian

              	(61.7  0.2  58.7  0.2 Ma)
            


            
              	Danian

              	(65.5  0.3  61.7  0.2 Ma)
            

          


          


          Climate


          The early Paleocene was cooler and dryer than the preceding Cretaceous, though temperatures rose sharply during the PaleoceneEocene Thermal Maximum. The climate became warm and humid world-wide towards the Eocene boundary, with subtropical vegetation growing in Greenland and Patagonia, crocodiles swimming off the coast of Greenland, and early primates evolving in tropical palm forests of northern Wyoming. The Earth's poles were cool and temperate; North America, Europe, Australia and southern South America were warm and temperate; equatorial areas had tropical climates; and north and south of the equatorial areas, climates were hot and arid.


          


          Paleogeography


          In many ways, the Paleocene continued processes that had begun during the late Cretaceous Period. During the Paleocene, the continents continued to drift toward their present positions. Supercontinent Laurasia had not yet separated into three continents - Europe and Greenland were still connected, North America and Asia were still intermittently joined by a land bridge, while Greenland and North America were beginning to separate. The Laramide orogeny of the late Cretaceous continued to uplift the Rocky Mountains in the American west, which ended in the succeeding epoch.


          South and North America remained separated by equatorial seas (they joined during the Neogene); the components of the former southern supercontinent Gondwanaland continued to split apart, with Africa, South America, Antarctica and Australia pulling away from each other. Africa was heading north towards Europe, slowly closing the Tethys Ocean, and India began its migration to Asia that would lead to a tectonic collision and the formation of the Himalayas.


          The inland seas in North America ( Western Interior Seaway) and Europe had receded by the beginning of the Paleocene, making way for new land-based flora and fauna.


          


          Flora


          Terrestrial Paleocene strata immediately overlying the K-T boundary is in places marked by a "fern spike": a bed especially rich in fern fossils. Ferns are often the first species to colonize areas damaged by forest fires; thus the fern spike may indicate post- Chicxulub Crater devastation.


          In general, the Paleocene is marked by the development of modern plant species. Cacti and palm trees appeared. Paleocene and later plant fossils are generally attributed to modern genera or to closely related taxa.


          The warm temperatures world-wide gave rise to thick tropical, sub-tropical and deciduous forest cover around the globe (the first recognizably modern rain forests) with ice-free polar regions covered with coniferous and deciduous trees. With no large grazing dinosaurs to thin them, Paleocene forests were probably denser than those of the Cretaceous.


          Flowering plants ( angiosperms), first seen in the Cretaceous, continued to develop and proliferate, and along with them coevolved the insects that fed on these plants and pollinated them.


          


          Fauna


          


          Mammals


          Mammals had first appeared in the Triassic, evolving from advanced cynodonts, and developed alongside the dinosaurs, exploiting ecological niches untouched by the larger and more famous Mesozoic animals: in the insect-rich forest underbrush and high up in the trees. These smaller mammals (as well as birds, reptiles, amphibians, and insects) survived the mass extinction at the end of the Cretaceous which wiped out the dinosaurs, and mammals diversified and spread throughout the world.


          While early mammals were small nocturnal animals that mostly ate soft plant material and small animals such as insects, the demise of the dinosaurs and the beginning of the Paleocene saw mammals growing bigger and occupying a wider variety of ecological niches. Ten million years after the death of the dinosaurs, the world was filled with rodent-like mammals, medium sized mammals scavenging in forests, and large herbivorous and carnivorous mammals hunting other mammals, birds, and reptiles.


          Fossil evidence from the Paleocene is scarce, and there is relatively little known about mammals of the time. Because of their small size (constant until late in the epoch) early mammal bones are not well-preserved in the fossil record, and most of what we know comes from fossil teeth (a much tougher substance), and only a few skeletons.


          Paleocene mammals did not yet have specialized teeth or limbs, and their brain to body mass ratios were quite low; compared to later forms, they are considered primitive, or archaic. It was not until the Eocene, 55Ma, that true modern mammals developed.


          Mammals of the Paleocene include:


          
            	Monotremes: three species of monotremes have survived to modern times: the duck-billed platypus, and two species of Echidnas. Monotrematum sudamericanum lived during the Paleocene.


            	Marsupials: modern kangaroos are marsupials, characterized by giving birth to embryonic babies, who crawl into the mother's pouch and suckle until they are developed. The Bolivian Pucadelphys andinus is a Paleocene example.


            	Multituberculates: the only major branch of mammals to go extinct since the K-T boundary, this rodent-like grouping includes the Paleocene Ptilodus.


            	Placentals: this grouping of mammals became the most diverse and the most successful. Members include primates, plesiadapids, and hoofed ungulates, including the condylarths and the carnivorous mesonychids.

          


          


          Reptiles


          Because of the climatic conditions of the Paleocene, reptiles were more widely distributed over the globe than at present. Among the sub-tropical reptiles found in North America during this epoch are champsosaurs (aquatic reptiles that resemble modern gharials), crocodilia, soft-shelled turtles, palaeophi snakes, varanid lizards, and Protochelydra zangerli (similar to modern snapping turtles).


          Examples of champsosaurs of the Paleocene include Champsosaurus gigas, the largest champsosaur ever discovered. This creature was unusual among Paleocene reptiles in that C. gigas became larger than its known Mesozoic ancestors: C. gigas is more than twice the length of the largest Cretaceous specimens (3 meters versus 1.5 meters). Reptiles as a whole decreased in size after the K-T event. Champsosaurs declined towards the end of the Paleocene and became extinct at the end of the Eocene.


          Examples of Paleocene crocodylians are the euschian crocodylid Borealosuchus (formerly Leidyosuchus) formidabilis, the apex predator and the largest animal of the Wannagan Creek fauna, and the alligatorid Wannaganosuchus.


          Dinosaurs may have survived to some extent into the early Danian stage of the Paleocene Epoch circa 64.5 Mya. The controversial evidence for such is a hadrosaur leg bone found from Paleocene strata from 64.5 Mya in Australia; but such stray late forms may be derived fossils.


          


          Birds
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          Birds began to re-diversify during the epoch, occupying new niches. Most modern bird types had appeared by mid-Cenozoic, including perching birds, cranes, hawks, pelicans, herons, owls, ducks, pigeons, loons, and woodpeckers.


          Large carnivorous flightless birds (also called Terror Birds) have been found in late Paleocene fossils, including the fearsome Gastornis in Europe.


          In the late Paleocene, early owl types appeared, such as Ogygoptynx in the United States and Berruornis in France.


          


          Oceans


          Warm seas circulated throughout the world, including the poles. The earliest Paleocene featured a low diversity and abundance of marine life, but this trend reversed later in the epoch. Tropical conditions gave rise to abundant marine life, including coral reefs. With the demise of marine reptiles at the end of the Cretaceous, sharks became the top predators. At the end of the Cretaceous, the ammonites and many species of foraminifera became extinct.


          Marine faunas also came to resemble modern faunas, with only the marine mammals and the Carcharhinid sharks missing.
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          Paleontology, palaeontology or palontology (from Greek: ό (palaeo), "old, ancient"; ό (on), "being"; and logos, "speech, thought") is the study of prehistoric life forms on Earth through the examination of plant and animal fossils. This includes the study of body fossils, tracks ( ichnites), burrows, cast-off parts, fossilised faeces ( coprolites), palynomorphs and chemical residues. Studies of prehistoric hominins, their culture and their behaviour are the purview of two other disciplines, archaeology and paleoanthropology.


          


          Background


          Modern paleontology sets ancient life in its context by studying how long-term physical changes of global geography paleogeography and climate paleoclimate have affected the evolution of life, how ecosystems have responded to these changes and have adapted the planetary environment in turn and how these mutual responses have affected today's patterns of biodiversity. Hence, paleontology overlaps with geology (the study of rocks and rock formations) as well as with botany, biology, zoology and ecology  fields concerned with life forms and how they interact.


          The major subdivisions of paleontology include paleozoology (animals), paleobotany (plants) and micropaleontology (microfossils). Paleozoologists may specialise in invertebrate paleontology, which deals with animals without backbones or in vertebrate paleontology, dealing with fossils of animals with backbones, including fossil hominids ( paleoanthropology). Micropaleontologists study microscopic fossils, including organic-walled microfossils whose study is called palynology.


          There are many developing specialties such as paleobiology, paleoecology, ichnology (the study of tracks and burrows) and taphonomy (the study of what happens to organisms after they expire). Major areas of study include the correlation of rock strata with their geologic ages and the study of evolution of lifeforms.


          Paleontology utilises the same classic binomial nomenclature scheme, devised for the biology of living things by the mid-18th century Swedish biologist Carolus Linnaeus and increasingly sets these species in a genealogical framework, showing their degrees of interrelatedness using the still somewhat controversial technique of ' cladistics'.


          The primary economic importance of paleontology lies in the use of fossils to determine the age and nature of the rocks that contain them or the layers above or below. This information is vital to the mining industry and especially the petroleum industry. Simply looking at the fossils contained in a rock remains one of the fastest and most accurate means of telling how old that rock is.


          Fossils were known by primitive humans and were sometimes identified correctly as the remains of ancient lifeforms. The organised study of paleontology dates from the late 18th century. For a more complete historical overview see the article History of paleontology.


          


          Notable paleontologists
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              A paleontologist carefully chips rock from a column of dinosaur vertebrae.
            

          


          History includes a number of prominent paleontologists. Charles Darwin collected fossils of South American mammals during his trip on the Beagle and examined petrified forests in Patagonia. Mary Anning was a notable early paleontologist. She found several landmark fossils, in her home town of Lyme Regis. Although self-taught, she collected and described them in a very systematic way. William Buckland, Richard Owen, Gideon Mantell, Georges Cuvier and Thomas Huxley were important early pioneers, in the field of paleontology. Thomas Jefferson took a keen interest in mammoth bones. Edward Drinker Cope and Othniel Charles Marsh waged a famously fierce competition known as the Bone Wars in the late 19th century that involved some questionable practices, but which significantly advanced the understanding of the natural history of North America and vertebrate paleontology. Professor Earl Douglass of the Carnegie University in Pittsburgh, Pennsylvania, opened the fossil quarry protected today by Dinosaur National Monument in Utah. Douglass' fossils are in several Natural History Museums. Meanwhile, Baron Franz Nopcsa, a pioneer paleobiologist, argued that dinosaurs might have been both warm-blooded and ancestral to birds.


          Besides looking at mammal teeth and unearthing penguin skeletons, George Gaylord Simpson played a crucial role in bringing together ideas from biology, paleontology and genetics, to help create the 'Modern Synthesis' of evolutionary biology. His book "Tempo and Mode" is a classic in the field. Prominent names in invertebrate paleontology include Steven M. Stanley, Stephen Jay Gould, David Raup, Rousseau H. Flower and Jack Sepkoski, who have done much to expand our understanding of long-term patterns in the evolution of life on earth. Large names in the field of paleoanthropology include Louis, Mary and Richard Leakey, Raymond Dart, Robert Broom, C.K. 'Bob' Brain, Kenneth Oakley, Robert Ardrey and Donald Johanson. In recent times, Mongolian paleontologist Rinchen Barsbold has done much to expand our understanding of dinosaur and bird evolution. Paul Sereno of the University of Chicago has made several important dinosaur finds in areas such as the Sahara, where fossil hunting has been uncommon.
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          The Palestinian territories is one of a number of designations for those portions of the British Mandate of Palestine captured and administered by Jordan and by Egypt in the late 1940's, and later by Israel following the 1967 Six-Day War.


          Today, the designation typically refers to the territories governed in varying degrees by the Palestinian Authority (42% of the West Bank plus all of the Hamas-ruled Gaza Strip), or includes all of the West Bank and Gaza Strip. It does not include the Golan Heights captured from Syria during the Six Day War, or the Sinai Peninsula, captured from Egypt at that time but later returned by Israel to Egypt after a peace accord was signed between the two countries in 1979. Israel does not consider East Jerusalem nor the former Israeli - Jordanian no man's land (both annexed in 1967) to be parts of the West Bank. Both in fact fall under full Israeli law and jurisdiction as opposed to the 58% of the Israeli-defined West Bank which is ruled by the Israeli ' Judea and Samaria Civil Administration'.


          


          Name


          Other terms used to describe these areas collectively are "the disputed territories", " Israeli-occupied territories", and "the occupied territories". Further terms include " Yesha" (Judea-Samaria-Gaza), "liberated territories", "1967 territories", and simply "the territories".


          The United Nations generally uses the term "Occupied Palestinian Territory", with the "Palestinian" label having gained use since the 1970s. Previous UNSC resolutions (such as 242 and 338) use the term "territories occupied by Israel", whereas in the UN General Assembly Resolution 181 passed on November 29, 1947, the term " Samaria and Judea" was used. Many Jews object to the term "Palestinian territories", which they perceive as a rejection of what is in their view legitimate Jewish land according to written history of the Mediterranean including Greek and Roman writings, the Hebrew Bible and indigenous Jewish history (and current settlements) in the area. Additionally, the term "Palestinian" had also been applied for many years to Palestinian Jews in the same region.


          


          Political status


          The political status of these territories has been the subject of negotiations between Israel and the Palestine Liberation Organization (PLO) and of numerous statements and resolutions by the United Nations. See List of United Nations resolutions concerning Israel for further details.


          The current and future political status of the territories is highly controversial. Specific issues include the legality of Israeli's policy of encouraging settlement, whether it is legitimate for Israel to annex portions of the territories, whether Israel is legally an occupying power according to the Fourth Geneva Convention, and whether an independent Arab state will be created in the territories.


          Since 1994, the autonomous Palestinian Authority has exercised various degrees of control in large parts of the territories, pursuant to the Oslo Accords.


          Since the Battle of Gaza (2007), the territories have split into two administrative entities, with Hamas leading the Gaza Strip and the Palestinian National Authority (with Mahmoud Abbas of Fatah in leadership) continuing to administer the West Bank despite the election (in January, 2006) of Hamas to the majority of seats in the Palestinian Legislative Council. Neither group recognize the other one as the official Palestinian leadership.


          


          Boundaries


          The boundaries between the West Bank and the Gaza Strip and the State of Israel, known as the Green Line, are a result of the 1949 Armistice Agreements after the 1948 Arab-Israeli War, while their boundaries with Jordan and Egypt follow the international border negotiated in the Israel-Egypt peace treaty and Israel-Jordan peace treaty. The natural geographic boundaries for the West Bank and the Gaza Strip are the Jordan River and the Mediterranean Sea, respectively.


          Between 1949 and 1967, these territories were occupied by Jordan and Egypt respectively, but the term "Palestinian territories" or "Occupied Palestinian Territories" gained wide usage after Israel's victory in the 1967 Six-Day War, about the same time as the term "Palestinian" first started to be used exclusively in respect to Arab population of Palestine. Since then, the United Nations and most foreign governments regard the territories as being under Israeli military occupation.


          Since 1994, the autonomous Palestinian Authority has exercised various degrees of control in large parts of the territories, pursuant to the Oslo Accords.


          Since the Battle of Gaza (2007), the territories have split into two administrational entities, with Hamas leading the Gaza Strip and the Palestinian Authority (with Fatah in leadership) leading the West Bank.


          


          The Term "Occupied Palestinian Territories"


          Generally, the term "Occupied Palestinian Territories" is used by:


          
            	International Community, consisting of all members of the United Nations with the exception of seven states, since 1967-present.


            	International Court of Justice, since 1967-present.


            	journalists, since 1967-present, to indicate lands where Arab Palestinians presently dwell, outside the Green Line, or the 1949 Armistice lines;

          


          The term is often used interchangeably with the term Occupied territories, although the latter refers to an inclusive set of both the "Palestinian territories" and the Golan Heights. The Golan is not settled by Palestinians nor claimed by them, but rather by Syria, though the tiny Shebaa Farms area is also claimed by Lebanon. The confusion stems from the fact that all these territories were captured by Israel during the 1967 Six-Day War and are regarded by the United Nations as being illegally occupied by Israel.


          The term "Occupied Palestinian Territories" is challenged by some Israelis because it may either disregard Israeli claims to the territories or possible border change after the 1948 Arab-Israeli War. Israeli right-wing politician Shmuel Katz, in a preliminary brief, whose arguments were analysed and dismissed later by the International Court of Justice to which it was directed, rejects the rulings of that Court and, with it, resolutions of the United Nations Security Council, asserting that the standard term in international law, "occupied Palestinian lands" is "the common language of Arab anti-Israel propaganda, a part of the Arabs' fictional history, which it has succeeded in disseminating throughout the whole wide world". Katz further claimed that "Impartial groups should not be blind to the fact that there are two sides to the dispute in Palestine, and that Israel rejects absolutely the notion that it is illegally holding 'Palestinian lands'." Similary, the Jerusalem Centre for Public Affairs has written: "It would be far more accurate to describe the West Bank and Gaza Strip as "disputed territories" to which both Israelis and Palestinians have claims"
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          In 1922 after the collapse of the Ottoman Empire that ruled Palestine for four centuries (1517-1917), the British Mandate for Palestine was established. Large-scale Jewish immigration from abroad, mainly from Eastern Europe took place during the British Mandate. The future of Palestine was hotly disputed between Arabs and Jews. In 1947, the total Jewish ownership of land in Palestine was 1,850,000 dunums or 1,850 square kilometers, which is 7.04% of the total land of Palestine. Public property or "crown lands", the bulk of which was in the Negev, belonging to the government of Palestine may have made up as much as 70% of the total land; with the Arabs, Christians and others owning the rest.


          The 1947 United Nations Partition Plan proposed a division of the mandated territory between an Arab and a Jewish state, with Jerusalem and the surrounding area to be a corpus separatum under a special international regime. The regions allotted to the proposed Arab state included what would become the Gaza Strip and almost all of what would become the West Bank, as well as other areas.


          The Partition Plan was passed by the UN General Assembly on November 1947. Israel declared its independence on May 14, 1948, one day before the expiration of the British Mandate for Palestine. US President Harry Truman recognized the State of Israel de facto the following day, and the United States recognized it de jure on January 31, 1949. ( http://www.archives.gov/education/lessons/us-israel/) The Arab countries responded by declaring war on the newly formed State of Israel, which ended in Israel's victory.


          After the war, Israel controlled many of the areas designated for the Arab state, and the negotiated agreements established Armistice Demarcation Lines (ADLs), which did not have the status of recognised international borders.


          Thus the areas held by Jordanian and Iraqi forces (with minor adjustments) came under Jordanian control, and became known as the West Bank (of the Jordan River, by contrast with the East Bank, or Jordan proper); the area held by Egyptian forces, along the Mediterranean coast in the vicinity of the city of Gaza and south to the international border, remained under Egyptian control and became known as the Gaza Strip.


          For nineteen years following the 1949 Armistice Agreements until the 1967 Six Day War, Egypt occupied the Gaza Strip and Jordan occupied the West Bank and East Jerusalem, and no Arab state was created. In 1950, Jordan annexed the territories it occupied; this annexation was not officially recognized by other countries, with the sole exception of the United Kingdom (but not, as is often said, Pakistan).


          Article 24 of the Palestinian National Charter of 1964 stated: "This Organization does not exercise any territorial sovereignty over the West Bank in the Hashemite Kingdom of Jordan, on the Gaza Strip or in the Himmah Area."


          Israel captured both territories in the 1967 Six-Day War; since then they have been under Israeli control. Immediately after the war, on June 19, 1967, the Israeli government offered to return the Golan Heights to Syria, the Sinai to Egypt and most of the West Bank to Jordan in exchange for peace. At the Khartoum Summit in September, the Arabs responded to this overture by declaring "no peace with Israel, no recognition of Israel and no negotiations with Israel." ( http://www.mideastweb.org/khartoum.htm)


          UN Security Council Resolution 242 introduced the " Land for Peace" formula for normalizing relations between Israel and its neighbors. This formula was used when Israel returned the Sinai Peninsula to Egypt in 1979 in exchange for a peace treaty. While that treaty mentioned a "linkage" between Israeli-Egyptian peace and Palestinian autonomy, the formerly Egyptian-occupied territory in Gaza was excluded from the agreement, and remained under Israeli control.


          The Oslo Accords of the early 1990s between the Palestine Liberation Organization and Israel led to the creation of the Palestinian Authority. This was an interim organization created to administer a limited form of Palestinian self-governance in the territories for a period of five years during which final-status negotiations would take place. The Palestinian Authority carried civil responsibility in some rural areas, as well as security responsibility in the major cities of the West Bank and the Gaza Strip. Although the five-year interim period expired in 1999, the final status agreement has yet to be concluded despite attempts such as the 2000 Camp David Summit, the Taba summit, and the unofficial Geneva Accords.


          In 2005, Israeli forces withdrew from the Gaza Strip, ceding full effective internal control of the territory to the Palestinian Authority.


          Since the Battle of Gaza (2007) the two separate territories, the Gaza Strip and the West Bank, are divided into a Hamas leadership in the Gaza Strip and a Fatah civil leadership in the autonomous areas of the West Bank. Each sees itself as the administrator of all Palestinian territories and does not acknowledge the other one as the official government of the territories. The Palestinian territories have therefore de facto split into two entities.
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          The final status of the "Palestinian territories" as becoming (wholly or largely) an independent state for "Arabs" is supported by the countries that back the Quartet's " Road map for peace". The government of Israel also accepted the road map but with 14 reservations .


          Although Israeli settlements were not part of the Oslo Accords negotiations, the Arab position is that the creation and the presence of Israeli settlements in those areas is a violation of international law. This has also been affirmed by a majority of members of the Geneva convention: "12. The participating High Contracting Parties call upon the Occupying Power to fully and effectively respect the Fourth Geneva Convention in the Occupied Palestinian Territory, including East Jerusalem, and to refrain from perpetrating any violation of the Convention. They reaffirm the illegality of the settlements in the said territories and of the extension thereof. They recall the need to safeguard and guarantee the rights and access of all inhabitants to the Holy Places."


          East Jerusalem, captured in 1967, was unilaterally annexed by Israel. The UN Security Council Resolution 478 condemned the Jerusalem Law as "a violation of international law". This annexation has not been recognized by other nations, although the United States Congress has declared its intention to recognize the annexation (a proposal that has been condemned by other states and organizations). Because of the question of Jerusalem's status, some states refuse to accept Jerusalem as the capital of Israel, and treat Tel Aviv as the capital, basing their diplomatic missions there. Israel asserts that these territories are not currently claimed by any other state, and that Israel has the right to control them.


          Israel's position has not been officially accepted by most countries and international bodies. The West Bank, and the Gaza Strip have been referred to as occupied territories (with Israel as the occupying power) by Palestinian Arabs , the rest of the Arab bloc, the UK , the EU, (usually) the USA ( , ), both the General Assembly and the Security Council of the United Nations , the International Court of Justice, and the Israeli Supreme Court (see Israeli West Bank barrier). The United Nations did not declare any change in the status of the territories as of the creation of the Palestinian National Authority between 1993 and 2000. Although a 1999 U.N. document (see the link above) implied that the chance for a change in that status was slim at that period, most observers agreed that the Palestinian territories' classification as occupied was losing substantiality, and would be withdrawn after the signing of a permanent peace agreement between Israel and the Palestinians (see also Proposals for a Palestinian state).


          During the period between the 1993 Oslo Accords and the Second Intifada beginning in 2000, Israeli officials claimed that the term "occupation" did not accurately reflect the state of affairs in the territories. During this time, the Palestinian population in large parts of the territories had a large degree of autonomy and only limited exposure to the IDF except when seeking to move between different areas. Following the events of the Second Intifada, and in particular, Operation Defensive Shield, most territories, including Palestinian cities (Area A), are back under effective Israeli military control, so the discussion along those lines is largely moot.


          In the summer of 2005, Israel implemented its unilateral disengagement plan; about 8500 Israeli citizens living in the Gaza Strip were forcibly removed from the territory; some received alternative homes and a sum of money. The Israeli Defence Forces vacated Gaza in 2005, but invaded it again in 2006 in response to rocket attacks and the abduction of Israeli soldier Gilad Shalit by Hamas.


          The Palestinian territories have been assigned a country code of PS in ISO 3166-1 alpha-2, and accordingly, the Palestinian Authority was granted control of the corresponding Internet country code top-level domain .ps.


          


          United Nations Security Council Resolution 242


          United Nations Security Council Resolution 242 (S/RES/242), one of the most commonly referenced UN resolutions in Middle Eastern politics, was adopted unanimously by the UN Security Council on November 22, 1967 in the aftermath of the Six Day War. It was adopted under Chapter VI of the United Nations Charter, and was reaffirmed by UN Security Council Resolution 338, adopted after the 1973 Yom Kippur War.


          The resolution calls for the "withdrawal of Israeli armed forces from territories occupied in the recent conflict" (there has been some disagreement about whether this means all the territories: see UN Security Council Resolution 242: semantic dispute) and the "[t]ermination of all claims or states of belligerency". It also calls for the mutual recognition by the belligerent parties (Israel, Egypt, Syria, Jordan) of each other's established states and calls for the establishment of secure and recognized boundaries for all parties.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Palestinian_territories"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Pali Canon


        
          

          
            [image: Standard edition of the Thai Pali Canon]

            
              Standard edition of the Thai Pali Canon
            

          


          The Pali Canon is the standard scripture collection of the Theravada Buddhist tradition, as preserved in the Pali language. The Canon was written down from oral tradition at the occasion of the Fourth Buddhist Council (in the usual Theravada numbering), 1st century BCE, in Sri Lanka on ola (palm) leaves. Passed down in writing and to other Theravadin countries, this originally largely North Indian Canon is the most complete surviving early Buddhist canon and one of the first to be written down.


          The Canon was not printed until the nineteenth century, and is now also available in electronic form.


          The Pali Canon falls into three general categories, called pitaka (piṭaka, basket) in Pali. Because of this, the canon is traditionally known as the Tipitaka (Tipiṭaka; three baskets).The three pitakas are as follows.


          
            	Vinaya Pitaka, dealing with rules for monks and nuns


            	Sutta Pitaka, discourses, mostly ascribed to the Buddha, but some to disciples


            	Abhidhamma Pitaka, variously described as philosophy, psychology, metaphysics etc.
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          Dr Rupert Gethin says that the whole of Buddhist history may be regarded as a working out of the implications of the early scriptures. The Canon is traditionally described by the Theravada as the Word of the Buddha (Buddhavacana), though this is obviously not intended in a literal sense, since it includes teachings by disciples.


          The traditional Theravadin ( Mahaviharin) interpretation is given in a series of commentaries covering nearly the whole Canon, compiled by Buddhaghosa (fourth or fifth century CE) and later monks, mainly on the basis of earlier materials now lost. Subcommentaries have been written, commenting further on the Canon and its commentaries. The traditional Theravadin interpretation is summarized in Buddhaghosa's Visuddhimagga.


          An official view is given by a spokesman for the Buddha Sasana Council of Burma: the Canon contains everything needed to show the path to nirvana; the commentaries and subcommentaries sometimes include much speculative matter, but are faithful to its teachings and often give very illuminating illustrations. In Sri Lanka and Thailand, "official" Buddhism has in large part adopted the interpretations of Western scholars.


          Although the Canon has existed in written form for two millennia, its oral nature has not been forgotten in actual Buddhist practice within the tradition: memorization and recitation remain common. Among frequently recited texts are the Paritta. Even lay people usually know at least a few short texts by heart and recite them regularly; this is considered a form of meditation, at least if one understands the meaning. Monks are of course expected to know quite a bit more (see Dhammapada below for an example). A Burmese monk named Vicittasara even learnt the entire Canon by heart for the Sixth Council (again according to the usual Theravada numbering). Recitation is in Pali as the ritual language.


          The relation of the scriptures to Buddhism as it actually exists among ordinary monks and lay people is, as with other major religious traditions, problematical: the evidence suggests that only parts of the Canon ever enjoyed wide currency, and that non-canonical works were sometimes very much more widely used; the details varied from place to place.


          


          Origins


          According to the scriptures a council was held shortly after the Buddha's passing to collect and preserve his teachings. It is traditionally believed by Theravadins that most of the Pali Canon was recited orally from this time, with only a few later additions. Most scholars hold that much of the Pali Canon, being shared with other schools, goes back to the period before the early schools separated in about the fourth or third century BCE.


          


          Attribution to the Buddha


          Concerning the attribution of the Pali Canon to the Buddha, three views are current amongst scholars:


          
            	parts of the Pali Canon can (probably) be attributed to the Buddha.


            	parts of the Pali Canon can be attributed to the period before the various Buddhist sects came into being ( pre-sectarian Buddhism).


            	not until the fifth to sixth centuries CE can we know anything definite about the contents of the Pali Canon.

          


          Various scholars have voiced that some of the contents of the Pali Canon can (probably) be attributed to Gautama Buddha. Dr Richard Gombrich thinks that the teachings (of the Vinaya and Sutta Pitakas) probably go back to the Buddha individually. Peter Harvey thinks much of the Pali Canon must derive from the Buddha himself.


          J.W. de Jong has stated that parts of the Pali Canon could very well have been proclaimed by the Buddha, and subsequently transmitted and developed by his disciples and, finally, codified in fixed formulas. A.K. Warder has stated that there is no evidence to suggest that the shared teaching of the early schools was formulated by anyone else than the Buddha and his immediate followers. A. Wynne has said that the Pali Canon includes texts which go back to the very beginning of Buddhism, which perhaps include the substance of the Buddhas teaching, and in some cases, maybe even his words. Peter Harvey states that there is an overall harmony to the Canon, suggesting 'authorship' of its system of thought by one mind.


          Dr Gregory Schopen, argues that it is not until the fifth to sixth centuries CE that we can know anything definite about the contents of the Canon. This position did not attract much support, and was criticized by A. Wynne.


          


          The Earliest books of the Pali Canon


          Different positions have been taken on what are the earliest books of the Canon. The majority of Western scholars consider the earliest identifiable stratum to be mainly prose works, the Vinaya (excluding the Parivara) and the first four nikayas of the Sutta Pitaka, and perhaps also some short verse works such as the Suttanipata.However, some scholars, paricularly in Japan, maintain that the Suttanipata is the earliest of all Buddhist scriptures, followed by the Itivuttaka and Udana.. However, some of the developments in teachings may only reflect changes in teaching that the Buddha himself adopted, during the 45 years that the Buddha was teaching.


          Most of the above scholars would probably agree that their early books include some later additions. On the other hand, some scholars have claimed that central aspects of late works are or may be much earlier.


          According to the Sinhalese chronicles, the Pali Canon was written down in the reign of King Vattagamini (Vaṭṭagāmiṇi) (1st century B.C.E.) in Sri Lanka, at the Fourth Buddhist council. Most scholars hold that little if anything was added to the Canon after this, though Schopen questions this.


          


          Texts and translations


          The climate of Theravada countries is not conducive to the survival of manuscripts. Apart from brief quotations in inscriptions and a two-page fragment from the eighth or ninth century found in Nepal, the oldest manuscripts known are from late in the fifteenth century, and there is not very much from before the eighteenth.


          The first complete printed edition of the Canon was published in Burma in 1900, in 38 volumes. The following editions of the Pali text of the Canon are readily available in the West.


          
            	Pali Text Society edition, 18771927 (a few volumes subsequently replaced by new editions), 57 volumes including indexes, individual volumes also available separately ( website)


            	Thai edition, 19258, 45 volumes; more accurate than the PTS edition, but with fewer variant readings; electronic transcript by budsir: Buddhist scriptures information retrieval, CD-ROM and online, both requiring payment


            	Sixth Council edition, Rangoon, 19546, 40 volumes; more accurate than the Thai edition, but with fewer variant readings; electronic transcript by Vipassana Research Institute available online in searchable database free of charge, or on CD-ROM (p&p only) from the Institute; another transcript of this edition, produced by the Dhamma Society Fund under the patronage of the Supreme Patriarch of Thailand, is expected online soon


            	Sinhalese (Buddha Jayanti) edition, 1957?1993, 58 volumes including parallel Sinhalese translations, transcript in Pali Canon Online Database, searchable, free of charge (not yet fully proofread)

          


          No one edition has all the best readings, and scholars must compare different editions.


          Translation: Pali Canon in English Translation, 1895- , in progress, 43 volumes so far, Pali Text Society, Bristol; for details of these and other translations of individual books see the separate articles.
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          As noted above, the Canon consists of three pitakas.


          
            	Vinaya Pitaka (vinayapiṭaka)


            	Sutta Pitaka or Suttanta Pitaka


            	Abhidhamma Pitaka

          


          Details are given below. For fuller information, see standard references on Pali literature.


          


          Vinaya Pitaka


          The first category, the Vinaya Pitaka, is mostly concerned with the rules of the sangha, both monks and nuns. The rules are preceded by stories telling how the Buddha came to lay them down, and followed by explanations and analysis. According to the stories, the rules were devised on an ad hoc basis as the Buddha encountered various behavioural problems or disputes among his followers. This pitaka can be divided into three parts.


          
            	Suttavibhanga (-vibhaṅga) Commentary on the Patimokkha, a basic code of rules for monks and nuns that is not as such included in the Canon. The monks' rules are dealt with first, followed by those of the nuns' rules not already covered.


            	Khandhaka Other rules grouped by topic in 22 chapters.


            	Parivara (parivāra) Analysis of the rules from various points of view.

          


          


          Sutta Pitaka


          The second category is the Sutta Pitaka (literally "basket of threads", or of "the well spoken"; Sanskrit: Sutra Pitaka, following the former meaning) which consists primarily of accounts of the Buddha's teachings. The Sutta Pitaka has five subdivisions or nikayas.


          
            	Digha Nikaya (dīghanikāya) 34 long discourses. Joy Mann argues that this book was particularly intended to make converts, with its high proportion of debates and devotional material.


            	Majjhima Nikaya 152 medium-length discourses. Mann argues that this book was particularly intended to give a solid grounding in the teaching to converts, with a high proportion of sermons and consultations.


            	Samyutta Nikaya (saṃyutta-) Thousands of short discourses in fifty-odd groups by subject, person etc. Bhikkhu Bodhi, in his translation, says this nikaya has the most detailed explanations of doctrine.


            	Anguttara Nikaya (aṅguttara-) Thousands of short discourses arranged numerically from ones to elevens. It contains more elementary teaching for ordinary people than the preceding three.


            	Khuddaka Nikaya A miscellaneous collection of works in prose or verse. See below.

          


          


          Khuddaka Nikaya


          The contents of this nikaya vary somewhat between different editions of the Canon. The "standard" list, given in most western sources, contains the following.


          
            	Khuddakapatha (-pāṭha) Nine short texts in prose or verse. This seems to have been intended as an introductory handbook for novices. Most of its contents are found elsewhere in the Canon.


            	Dhammapada 423 verses ascribed by tradition to the Buddha in 26 chapters by topic. About half the Pali verses are found elsewhere in the canon. In the Sinhalese tradition, monks have been required to know this book by heart before they can be ordained. In the Burmese examination system, this is one of the texts to be studied in the first stage of the syllabus.


            	Udana (udāna) 80 short passages, mostly verse, ascribed to the Buddha, with introductory stories.


            	Itivuttaka 112 short prose teachings ascribed to the Buddha followed by verse paraphrases or complements. These are arranged numerically, from ones to fours.


            	Suttanipata(-nipāta) Poems, some in prose frameworks. In five parts, of which the first four contain 54 poems. The fifth part is a single poem in 16 sections, plus an introduction and a conclusion, which last includes a little prose.


            	Vimanavatthu (vimāna-) 85 poems telling of celestial mansions resulting from good karma.


            	Petavatthu 51 poems telling of the suffering of ghosts resulting from bad karma. It gives prominence to the idea that gifts to monks can benefit one's deceased relatives' ghosts.


            	Theragatha(-gāthā) 264 poems ascribed to early monks, arranged roughly by increasing number of verses.


            	Therigatha (therī-) 73 poems ascribed to early nuns, arranged by increasing number of verses.


            	Jataka (jātaka) 547 poems said to relate to the Buddha's previous lives, arranged roughly by increasing number of verses. Professor Oskar von Hinber says only the last 50 were intended to be intelligible on their own without the Commentary. As a result of the arrangement, these make up the greater part of the book.


            	Niddesa Commentary on parts of Suttanipata: the last two parts and one other sutta. Traditionally ascribed to the Buddha's disciple Sariputta.


            	Patisambhidamagga (paṭisambhidā-) 30 treatises on various topics. Traditionally ascribed to Sariputta. Gethin says this book presents the awakening experience as having many different dimensions and aspects, related to the whole of the teaching, and yet as a simple, coherent whole.


            	Apadana (apadāna) About 600 poems, most telling how their authors performed a meritorious act in a distant past life, resulting in favourable rebirths and eventual nirvana. There are 589 in the Pali Text Society's edition, 603 in the Sixth Council edition and 592 in a number of others.


            	Buddhavamsa (-vaṃsa) Short verse book, mainly telling of the previous 24 Buddhas and the current Buddha's meritorious acts towards them in his previous lives.


            	Cariyapitaka (cariyā-) 35 poems telling of Gotama Buddha's practice of 7 of the perfections in his previous lives.

          


          However, some editions contain in addition some works that have been described by western scholars as paracanonical or semicanonical.


          


          Paracanonical or semicanonical works


          The following works are included in the Sixth Council edition of the Canon, including the new transcript from Thailand.


          
            	Nettipakarana (nettipakaraṇa, nettippakaraṇa or just netti) This book presents methods of interpretation. The colophon ascribes it to the Buddha's disciple Kaccana.


            	Petakopadesa (peṭakopadesa) Presents the same methods as the preceding book. They have a large amount of overlap. The text of this book is very corrupt. The colophon ascribes it to the Buddha's disciple Kaccana.


            	Milindapanha (-paha or -pahā) A dialogue between King Menander of Bactria (second century B.C.E.) and the monk Nagasena. Rhys Davids describes this as the greatest work of classical Indian prose literature.

          


          The first two of these, but not the third, are included in the Sinhalese (printed) edition. All are omitted from the Thai edition. Inclusion in printed editions is not the same as canonicity (cf. Apocrypha). Professor George Bond of Northwestern University says of the first of these books that some Theravadins regard it as quasi-canonical, others as canonical, especially in Burma. About 1800, the head of the Burmese sangha regarded at least the first two of these books as canonical. On the other hand, at least one recent Burmese teacher has not.
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          Abhidhamma Pitaka


          The third category, the Abhidhamma Pitaka (literally "beyond the dhamma", "higher dhamma" or "special dhamma", Sanskrit: Abhidharma Pitaka), is a collection of texts which give a systematic philosophical description of the nature of mind, matter and time. There are seven books in the Abhidhamma Pitaka.


          
            	Dhammasangani (-saṅgaṇi or -saṅgaṇī) Enumeration, definition and classification of dhammas


            	Vibhanga (vibhaṅga) Analysis of 18 topics by various methods, including those of the Dhammasangani


            	Dhatukatha (dhātukathā) Deals with interrelations between ideas from the previous two books


            	Puggalapannatti (-paatti) Explanations of types of person, arranged numerically in lists from ones to tens


            	Kathavatthu (kathā-) Over 200 debates on points of doctrine


            	Yamaka Applies to 10 topics a procedure involving converse questions (e.g. Is X Y? Is Y X?)


            	Patthana (paṭṭhāna) Analysis of 24 types of condition

          


          The traditional position is that the Abhidhamma is the absolute teaching, while the suttas are adapted to the hearer. Most scholars describe the abhidhamma as an attempt to systematize the teachings of the suttas: Harvey, Gethin. Cousins says that where the suttas think in terms of sequences or processes the abhidhamma thinks in terms of specific events or occasions.


          


          Comparison with other Buddhist canons


          The other two main canons in use at the present day are the Tibetan Kangyur and the Chinese Buddhist Canon. The former is in about a hundred volumes and includes versions of the Vinaya Pitaka and the Dhammapada (the latter confusingly called Udanavarga) and of parts of some other books. The standard modern edition of the latter is the Taisho published in Japan, which is in a hundred much larger volumes. It includes both canonical and non-canonical (including Chinese and Japanese) literature and its arrangement does not clearly distinguish the two. It includes versions of the Vinaya Pitaka, the first four nikayas, the Dhammapada, the Itivuttaka and the Milindapanha and of parts of some other books. These Chinese and Tibetan versions are not usually translations of the Pali and differ from it to varying extents, but are recognizably the "same" works. On the other hand, the Chinese abhidharma books are different works from the Pali Abhidhamma Pitaka, though they follow a common methodology.


          Looking at things from the other side, the bulk of the Chinese and Tibetan canons consists of Mahayana sutras and tantras, which, apart from a few tantras, have no equivalent in the Pali Canon.
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          The Palio di Siena (known locally simply as Il Palio), the most famous palio in Italy, is a horse race held twice each year on July 2 and August 16 in Siena, in which the horse and rider represent one of the seventeen Contrade, or city wards. A magnificent pageant precedes the race, which attracts visitors and spectators from around the world.


          Both horse and rider are dressed in the colours and arms of the Contrade: Aquila (Eagle), Bruco ( Caterpillar), Chiocciola ( Snail), Civetta ( Little Owl), Drago ( Dragon), Giraffa (Giraffe), Istrice ( Crested porcupine), Leocorno ( Unicorn), Lupa (Female Wolf), Nicchio ( Seashell), Oca (Goose), Onda (Wave), Pantera (Black Panther), Selva (Forest), Tartaruga (Tortoise), Torre ( Tower) and Valdimontone (often shortened to Montone) (literally "Valley of the Ram").


          


          History


          Any connection with the sacred games of the ancient Romans being obscured by time, the earliest known antecedents of the race are medieval. The town's central piazza was the site of public games, largely combative: pugna, a sort of many-sided boxing match or brawl; jousting; and in the 16th century, bullfights. Public races organized by the Contrade were popular from the 14th century on; called palii alla lunga, they were run across the whole city.


          When the Grand Duke of Tuscany outlawed bullfighting in 1590, the Contrade took to organising races in the Piazza del Campo. The first such races were on buffalo-back and called bufalate; asinate, races on donkey-back, later took their place, while horse-racing continued elsewhere. The first modern Palio (called palio alla tonda to distinguish it from the earlier palii alla lunga) took place around 1650. At first, one race was held each year, on July 2; a second, on August 16, was added later. The horses go around the piazza three times.


          


          The race today


          The first race (Palio di Provenzano) is held on July 2, which is both the Feast of the Visitation and the date of a local festival in honour of the Madonna of Provenzano (a painting once owned by the Sienese leader Provenzano Salvani, which was supposed to have miraculous curative power). The second race is held on August 16 (Palio dell'Assunta), the day after the Feast of the Assumption, and is likewise dedicated to the Virgin Mary. After exceptional events (e.g. the Apollo 11 moon landing) and on important anniversaries (e.g. the centennial of the Unification of Italy), the Sienese community may decide to hold a third Palio between May and September.


          The field consists of ten horses, which means that only ten of the city wards can take part in the Palio on any occasion. The seven wards which did not take part in the previous place are automatically included; three more are chosen randomly. Three days before the race, private owners offer the pick of their stables, from which representatives of the participating Contrade choose ten of approximately equal quality. A lottery then determines which horse will run for each Contrada. Six trial races are run, the first on the evening of the horse selection and the last on the morning before the Palio. The devout residents of each Contrada invoke the sacred aid of their patron saint on their horse and jockey. The worldly improve their odds with more profane methods, chiefly bribery and doping. The sensible simply keep a close watch on their stable and their rider.
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          The race is preceded by a spectacular pageant, which includes (among many others) Alfieri, flag-wavers, in medieval costumes. Just before the pageant, a squad of carabinieri on horseback, wielding swords, demonstrate a mounted charge around the track. Spectators arrive early in the morning, eventually filling the centre of the town square, inside the track, to capacity; the local police seal the entrances once the festivities begin in earnest. Seats ranging from simple bleachers to elaborate box seats may be had for a price, but sell out long before the day of the race. The landlords of buildings overlooking the piazza sometimes stipulate that tenants must be absent on the day of the Palio, in order to rent the space to spectators.


          At 7.30 p.m. (July) / 7 p.m. (August), the detonation of an explosive charge echoes across the piazza, signaling to the thousands of onlookers that the race is about to begin. The race itself runs for three laps of the Piazza del Campo, the outer course of which is covered with several inches of dirt and the corners of which are protected with padded crash barriers for the occasion. The jockeys ride the horses bareback from the starting line, where there is only room for nine horses. The tenth, the rincorsa, stands behind those nine. The start is given by a local authority called Mossiere, who has to wait for all the horses to be in the correct position. When this moment is (with great difficulty) achieved, he activates a mechanism that instantly removes the canapo, the starting cord.


          On the dangerous steeply-canted track, the riders are allowed to use their whips not only for their own horse, but also for disturbing other horses and riders. The winner is the first horse to cross the finish line with its head ornaments intact  the rider does not necessarily need to finish, and often does not. The loser in the race is considered to be the Contrada whose horse came in second, not last.


          The winner is awarded a banner of painted silk, or palio, which is newly created for each race. The enthusiasm after the victory, however, is so extreme that the ceremony of attribution of the Palio is quite instantaneous, being the first moment of a months-long celebration for the winning ward. There are occasional outbreaks of violence between partisans of the various Contrade.


          After the race, a certain curiosity might traditionally regard the result of the bets that the inhabitants of each Contrada (contradaioli) made about the Palio; frequently, the losers have to bear being ridiculed by their winning opponents.


          There is some danger to spectators from the sheer number of people in attendance. There have also been complaints about mistreatment of horses, injuries and even deaths, especially from animal rights associations and even from some veterinarians. In the Palio held on August 16, 2004 the horse for the Contrada of the Bruco (Caterpillar) fell and was badly trampled as the race was not stopped, despite possible additional safety risks for other horses. The horse died of its injuries, raising further complaints from animal rights organizations.
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          Palladian architecture is a European style of architecture derived from the designs of the Italian architect Andrea Palladio (15081580). The term "Palladian" normally refers to buildings in a style inspired by Palladio's own work; that which is recognised as Palladian architecture today is an evolution of Palladio's original concepts. Palladio's work was strongly based on the symmetry, perspective and values the formal classical temple architecture the Ancient Greeks and then the Romans. The adaptation of Palladio's interpretation of this classical architecture as the style known as Palladianism, began in the 17th century and continued to develop until the end of the 18th century.
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          Palladianism became popular briefly in Britain during the mid-17th century. In the early 18th century it returned to fashion, in not only England but many northern European countries. Later when the style was falling from favour in Europe, it had a surge in popularity in North America, most notably in the buildings designed by Thomas Jefferson.


          The style continue to be popular in Europe throughout the 19th and early 20th centuries, where it was frequently employed in the design of public and municipal buildings. From the latter half of the 19th century it was rivalled by the Gothic revival, whose champions, such as Augustus Pugin, remembering the ancient temple roots of the syle, deemed it too pagan for Protestant and Anglo-Catholic worship. However, as an architectural style it has continued to be, not only popular, but too evolve - its pediments, symmetry and proportions clearly evident in the design of many modern buildings today.


          


          Palladio's architecture


          
            [image: "True Palladianism" in Villa Godi by Palladio from the Quattro Libri dell'Architettura. The extending wings are agricultural buildings and are not part of the villa. In the 18th century they became an important part of Palladianism—see photograph of Woburn Abbey below.]

            
              "True Palladianism" in Villa Godi by Palladio from the Quattro Libri dell'Architettura. The extending wings are agricultural buildings and are not part of the villa. In the 18th century they became an important part of Palladianismsee photograph of Woburn Abbey below.
            

          


          Buildings entirely designed by Palladio are all in Venice and the Veneto, with an espacially rich grouping of palazzi in Vicenza, vaunted now in guidebooks as Palladio's City. They include villas, and churches such as Redentore in Venice. In Palladio's architectural treatises he followed the principles defined by the Roman architect Vitruvius and his 15th-century disciple Leon Battista Alberti, who adhered to principles of classical Roman architecture based on mathematical proportions rather than the rich ornamental style also characteristic of the Renaissance.


          Palladio always designed his villas with reference to their setting. If on a hill, such as Villa Capra, facades were frequently designed to be of equal value so that occupants could have fine views in all directions. Also, in such cases, porticos were built on all sides so that occupants could fully appreciate the countryside while being protected from the sun, similar to many American-style porches of today. Palladio sometimes used a loggia as an alternative to the portico. This can most simply be described as a recessed portico, or an internal single storey room, with pierced walls that are open to the elements. Occasionally a loggia would be placed at second floor level over the top of a loggia below, creating what was known as a double loggia. Loggias were sometimes given significance in a facade by being surmounted by a pediment. Villa Godi has as its focal point a loggia rather than a portico, plus loggias terminating each end of the main building.


          Palladio would often model his villa elevations on Roman temple facades. The temple influence, often in a cruciform design, later became a trademark of his work. Palladian villas are usually built with three floors: a rusticated basement or ground floor, containing the service and minor rooms. Above this, the piano nobile accessed through a portico reached by a flight of external steps, containing the principal reception and bedrooms, and above it is a low mezzanine floor with secondary bedrooms and accommodation. The proportions of each room within the villa were calculated on simple mathematical ratios like 3:4 and 4:5, and the different rooms within the house were interrelated by these ratios. Earlier architects had used these formulas for balancing a single symmetrical facade; however, Palladio's designs related to the whole, usually square, villa.


          Palladio deeply considered the dual purpose of his villas as both farmhouses and palatial weekend retreats for wealthy merchant owners. These symmetrical temple-like houses often have equally symmetrical, but low, wings sweeping away from them to accommodate horses, farm animals, and agricultural stores. The wings, sometimes detached and connected to the villa by colonnades, were designed not only to be functional but also to complement and accentuate the villa. They were, however, in no way intended to be part of the main house, and it is in the design and use of these wings that Palladio's followers in the 18th century adapted to become an integral part of the building.


          


          The Palladian window


          
            [image: The Palladian, or Serlian, arch or window, as interpreted by Palladio. Detail of drawing from Quattro Libri dell'Architettura.]

            
              The Palladian, or Serlian, arch or window, as interpreted by Palladio. Detail of drawing from Quattro Libri dell'Architettura.
            

          


          
            [image: Late 18th century Palladian window in a neoclassical interpretation by Robert Adam.]

            
              Late 18th century Palladian window in a neoclassical interpretation by Robert Adam.
            

          


          The Palladian, Serlian, or Venetian window features largely in Palladio's work, almost a trademark in his early career. It consists of a central light with semicircular arch over, carried on an impost consisting of a small entablature, under which, and enclosing two other lights, one on each side, are pilasters. In the library at Venice, Sansovino varied the design by substituting columns for the two inner pilasters. To describe its origin as being either Palladian or Venetian is not accurate; the motif was first used by Donato Bramante (Ackerman) and later mentioned by Sebastiano Serlio (14751554) in his seven-volume architectural book Tutte l'opere d'architettura et prospetiva expounding the ideals of Vitruvius and Roman architecture, this arched window is flanked by two lower rectangular openings, a motif that first appeared in the triumphal arches of ancient Rome. Palladio used the motif extensively, most notably in the arcades of the Basilica Palladiana in Vicenza. It is also a feature of his entrances to both Villa Godi and Villa Forni-Cerato. It is perhaps this extensive use of the motif in the Veneto that has given the window its alternative name of the Venetian window; it is also known as a Serlian window. Whatever the name or the origin, this form of window has probably become one of the most enduring features of Palladio's work seen in the later architectural styles, evolved from Palladianism.


          


          Early Palladianism


          
            [image: Inigo Jones was the designer of the Queen's House, Greenwich, begun in 1616, the first English Palladian house.]

            
              Inigo Jones was the designer of the Queen's House, Greenwich, begun in 1616, the first English Palladian house.
            

          


          In 1570 Palladio published his book, I Quattro Libri dell'Architettura, which inspired architects across Europe. During the 17th century, many architects studying in Italy learned of Palladio's work. Foreign architects then returned home and adapted Palladio's style to suit various climates, topographies and personal tastes of their clients. Isolated forms of Palladianism throughout the world were brought about in this way. However, the Palladian style did not reach the zenith of its popularity until the 18th century, primarily in England, Ireland and later North America.


          One of these students was the English architect Inigo Jones, who is directly responsible for importing the Palladian influence to England. The "Palladianism" of Jones and his contemporaries and later followers was a style very much of facades only, and the mathematical formulae dictating layout were not strictly applied. A handful of great country houses in England built between 1640 and circa 1680, such as Wilton House, are in this Palladian style. These follow the great success of Jones' Palladian designs for the Queen's House at Greenwich and the Banqueting House at Whitehall, the uncompleted royal palace in London of King Charles I.


          However, the Palladian designs advocated by Inigo Jones were too closely associated with the court of Charles I to survive the turmoil of the civil war. Following the Stuart restoration Jones's Palladianism was eclipsed by the baroque designs of such architects as William Talman and Sir John Vanbrugh, Nicholas Hawksmoor, and even Jones' pupil John Webb.


          


          English Palladian revival (neo-Palladian)


          The baroque style, popular in continental Europe, was never truly to the English taste. It was quickly superseded when, in the first quarter of the 18th century, four books were published in Britain which highlighted the simplicity and purity of classical architecture. These were:


          
            	Vitruvius Britannicus published by Colen Campbell, 1715 (of which supplemental volumes appeared through the century)


            	Palladio's Four Books of Architecture translated by Giacomo Leoni, published from 1715 onwards.


            	Leone Battista Alberti's De Re Aedificatoria, translated by Giacomo Leoni, published 1726.


            	The Designs of Inigo Jones... with Some Additional Designs, published by William Kent, 2 vols., 1727 (A further volume, Some Designs of Mr. Inigo Jones and Mr. William Kent was published in 1744 by the architect John Vardy, an associate of Kent.)

          


          
            [image: Palladian revival: Stourhead House, South facade, was designed by Colen Campbell and completed in 1720. The design is based on Palladio's Villa Emo.]

            
              Palladian revival: Stourhead House, South facade, was designed by Colen Campbell and completed in 1720. The design is based on Palladio's Villa Emo.
            

          


          The most popular of these among the wealthy patrons of the day was the four-volume Vitruvius Britannicus by Colen Campbell. Campbell was both an architect and a publisher. The book was basically a book of design containing architectural prints of British buildings, which had been inspired by the great architects from Vitruvius to Palladio; at first mainly those of Inigo Jones, but the later tomes contained drawings and plans by Campbell and other 18th-century architects. These four books greatly contributed to Palladian revival architecture becoming established in 18th-century Britain. Their three authors became the most fashionable and sought after architects of the era. Due to his book Vitruvius Britannicus, Colen Campbell was chosen as the architect for banker Henry Hoare I's Stourhead house (illustration below), a masterpiece that became the inspiration for dozens of similar houses across England.


          
            [image: Palladian revival: Stourhead House, East facade, based on Palladio's Villa Emo. Both images are from Colen Campbell's Vitruvius Britannicus.]

            
              Palladian revival: Stourhead House, East facade, based on Palladio's Villa Emo. Both images are from Colen Campbell's Vitruvius Britannicus.
            

          


          At the forefront of the new school of design was the aristocratic "architect earl", Richard Boyle, 3rd Earl of Burlington, who saw baroque as a symbol of foreign absolutism. In 1729, Burlington, with William Kent, designed Chiswick House. This House was a reinterpretation of Palladio's Villa Capra, but purified of 16th century elements and ornament. This severe lack of ornamentation was to be a feature of the Palladian revival. In 1734 William Kent and Lord Burlington designed one of England's finest examples of palladian revival houses with Holkham Hall in Norfolk. The main block of this house followed Palladio's dictates quite closely, but Palladio's low, often detached, wings of farm buildings were elevated in significance. Kent attached them to the design, banished the farm animals, and elevated the wings to almost the same importance as the house itself. Often these wings were adorned with porticos and pediments, often resembling, as at the much later Kedleston Hall, small country houses in their own right. It was the development of the flanking wings that was to cause English Palladianism to evolve from being a pastiche of Palladio's original work.


          
            [image: English Palladianism. Woburn Abbey, designed by Burlington's student Henry Flitcroft in 1746. Palladio's central temple is no longer free standing, the wings are now elevated to near equal importance, and the cattle sheds terminating Palladio's design are now clearly part of the facade.]

            
              English Palladianism. Woburn Abbey, designed by Burlington's student Henry Flitcroft in 1746. Palladio's central temple is no longer free standing, the wings are now elevated to near equal importance, and the cattle sheds terminating Palladio's design are now clearly part of the facade.
            

          


          Architectural styles evolve and change to suit the requirements of each individual client. When in 1746 the Duke of Bedford decided to rebuild Woburn Abbey, he chose the Palladian style for the design, as this was now the most fashionable of the era. He selected architect Henry Flitcroft, a protege of Burlington. Flitcroft's designs, while Palladian in nature, would not be recognised by Palladio himself. The central block is small, only three bays, the temple-like portico is merely suggested, and it is in fact closed. Two great flanking wings containing a vast suite of state rooms replace the walls or colonnades which should have connected to the farm buildings; the farm buildings terminating the structure are elevated in height to match the central block, and given Palladian windows, to ensure they are seen as of Palladian design. This development of the style was to be repeated in countless houses, and town halls in Britain over one hundred years. Falling from favour during the Victorian era, it was revived by Edward Blore for his refacing of Buckingham Palace in 1913. Often the terminating blocks would have blind porticos and pilasters themselves, competing for attention with, or complementing the central block. This was all very far removed from the designs of Palladio two hundred years earlier.


          English Palladian houses were now no longer the small but exquisite weekend retreats from which their Italian counterparts were conceived. They were no longer villas but "power houses" in Sir John Summerson's term, the symbolic centres of power of the Whig "squirearchy" that ruled Britain. As the Palladian style swept Britain, all thoughts of mathematical proportion were swept away. Rather than square houses with supporting wings, these buildings had the length of the facade as their major consideration; long houses often only one room deep were deliberately deceitful in giving a false impression of size.


          


          Irish Palladianism


          
            [image: Irish Palladianism: Russborough, Ireland in 1826. Designed by the German Richard Cassels circa 1750, it is closer in design to Palladio's concepts than similar Palladian style houses in England, such as Woburn Abbey.]

            
              Irish Palladianism: Russborough, Ireland in 1826. Designed by the German Richard Cassels circa 1750, it is closer in design to Palladio's concepts than similar Palladian style houses in England, such as Woburn Abbey.
            

          


          During the Palladian revival period in Ireland, even quite modest mansions were cast in a neo-Palladian mould. Palladian architecture in Ireland subtly differs from that in England. While adhering as in other countries to the basic ideals of Palladio, it is often truer to them - perhaps because it was often designed by architects who had come directly from mainland Europe, and therefore were not influenced by the evolution that Palladianism was undergoing in Britain, or perhaps because Ireland was more provincial and its fashions changed at a slower pace than elsewhere. Whatever the reason, Palladianism still had to be adapted for the wetter, colder weather.


          One of the most pioneering Irish architects was Sir Edward Lovett Pearce (16991733), who became one of the leading advocates of Palladianism in Ireland. A cousin of Sir John Vanbrugh, he was originally one of his pupils, but rejecting the baroque, he spent three years studying architecture in France and Italy, before returning home to Ireland. His most important Palladian work is the former Irish Houses of Parliament in Dublin. He was a prolific architect who also designed the south facade of Drumcondra House in 1727 and Cashel Palace in 1728.


          One of the most notable examples of Palladianism in Ireland is the magnificent Castletown House, near Dublin. Designed by the Italian architect Alessandro Galilei (16911737), it is perhaps the only Palladian house in Ireland to have been built with Palladio's mathematical ratios, and one of the two Irish mansions which claim to have inspired the design of the White House in Washington.


          Other fine examples include Russborough, designed by Richard Cassels, an architect of German origin, who also designed the Palladian Rotunda Hospital in Dublin, and Florence Court, County Fermanagh. Irish Palladian Country houses often have robust Rococo plasterwork, frequently executed by the Lafranchini brothers, an Irish speciality, which is far more flamboyant than the interiors of their contemporaries in England. So much of Dublin was built in the 18th century that it set a Georgian stamp on the city, to the disgust of Irish nationalists; until recently Dublin was one of the few cities where fine late 18th-century housing could be seen in ruinous condition. Elsewhere in Ireland after 1922, the lead was removed from the roofs of unoccupied Palladian houses for its value as scrap. Many roofless Palladian houses can still be found in the depopulated Irish countryside.


          


          North American Palladianism


          
            [image: American Palladianism: The Rotunda at the University of Virginia, designed in the Palladian manner by Thomas Jefferson.]

            
              American Palladianism: The Rotunda at the University of Virginia, designed in the Palladian manner by Thomas Jefferson.
            

          


          Palladio's influence in North America is evident almost from the beginning of architect designed building there. In 1749 Peter Harrison adopted the design of his Redwood Library in Newport, Rhode Island from Palladio's Architecture in Four Books, while his Brick Market, also in Newport, of a decade later is also Palladian in conception.


          The amateur architect Thomas Jefferson (17431826) once referred to Palladio's "I Quattro Libri dell'Architettura" as his bible. Jefferson acquired an intense appreciation of Palladio's architectural concepts, and his designs for the Jefferson Monticello estate, the James Barbour Barboursville estate, and the University of Virginia were based on drawings from Palladio's book. Realising the powerful political significance pertaining to ancient Roman buildings, Jefferson designed many of his civic buildings in the Palladian style. Monticello (remodelled between 1796 and 1808) is quite clearly based on Palladio's Villa Capra, however, with modifications, in a style which is described in America today as Colonial Georgian. Jefferson's Pantheon, or Rotunda, at the University of Virginia is undeniably Palladian in concept and style.


          In Virginia and Carolina, the Palladian manner is epitomised in numerous Tidewater plantation houses, such as Stratford Hall or Westover Plantation, or Drayton Hall near Charleston. These examples are all classic American colonial examples of a Palladian taste that was transmitted through engravings, for the benefit of masonsand patrons, toowho had no first-hand experience of European building practice. A feature of American Palladianism was the re-emergence of the great portico, which again, as in Italy, fulfilled the need of protection from the sun; the portico in various forms and size became a dominant feature of American colonial architecture. In the north European countries the Portico had become a mere symbol, often closed, or merely hinted at in the design by pilasters, and sometimes in very late examples of English Palladianism adapted to become a porte-cochere; in America, the Palladian portico regained its full glory.


          
            [image: The White House, designed by James Hoban]

            
              The White House, designed by James Hoban
            

          


          Thomas Jefferson must have gained particular pleasure as the second occupant of the White House in Washington, which was doubtless inspired by Irish Palladianism. Both Castlecool and Richard Cassel's Leinster House in Dublin claim to have inspired the architect James Hoban, who designed the executive mansion, built between 1792 and 1800. Hoban, born in Callan, County Kilkenny, in 1762, studied architecture in Dublin, where Leinster House (built circa 1747) was one of the finest buildings at the time. The Palladianism of the White House is interesting as it is almost an early form of neoclassicism, especially the South facade, which closely resembles James Wyatt's design for Castle Coole of 1790, also in Ireland. Ironically, the North facade lacks one of the floors from Leinster House, while the Southern facade is given one floor more than Castle Coole, and has an external staircase more in the Palladian manner. Castle Coole is, in the words of the architectural commentator Gervase Jackson-Stops, "A culmination of the Palladian traditions, yet strictly neoclassical in its chaste ornament and noble austerity." The same can be said of many houses in the American Palladian style.


          One of the adaptations made to Palladianism in America was that the piano nobile now tended to be placed on the ground floor, rather than above a service floor, as was the tradition in Europe. This service floor, if it existed at all, was now a discreet semi-basement. This negated the need for an ornate external staircase leading to the main entrance as in the more original Palladian designs. This would also be a feature of the neoclassical style that followed Palladianism.


          
            [image: The architect Giacomo Quarenghi, active between 1780s and 1810s, transformed the city of Saint Petersburg, Russia into the outdoor museum of Palladian revival.]

            
              The architect Giacomo Quarenghi, active between 1780s and 1810s, transformed the city of Saint Petersburg, Russia into the outdoor museum of Palladian revival.
            

          


          The only two houses in the United Statesfrom the English colonial period (16071776)that can be definitively attributed to designs from the Four Books of Architecture are architect William Buckland's The Hammond-Harwood House (1774) in Annapolis, Maryland, and Thomas Jefferson's first Monticello. The design source for the Hammond-Harwood House is the Villa Pisani at Montagnana (Book II, Chapter XIV), and for the first Monticello (1770) the design source is the Villa Cornaro at Piombino Dese (Book II, Chapter XIV). Thomas Jefferson later covered this facade with later additions so that the Hammond-Harwood House remains the only pure and pristine example of direct modeling in America today.


          


          Decline of Palladianism


          By the 1770s, in England, such architects as Robert Adam and Sir William Chambers were in huge popular demand, but they were now drawing on a great variety of classical sources, including ancient Greece, so much so that their forms of architecture were eventually defined as neoclassical rather than Palladian. In Europe, the Palladian revival ended by the end of the 18th century. In North America, Palladianism lingered a little longer; Thomas Jefferson's floor plans and elevations owe a great deal to Palladio's Quattro Libri. The term "Palladian" today is often misused, and tends to describe a building with any classical pretensions.


          


          Post-Modern revival


          
            [image: Palladian arch forming the entrance to the Museum of Television and Radio building, New York City]

            
              Palladian arch forming the entrance to the Museum of Television and Radio building, New York City
            

          


          Palladian motifs, particularly the window, made a comeback during the Post-Modern era. The architect Philip Johnson frequently used it as a doorway, as in his designs for the University of Houston School of Architecture building (1985), 500 Boylston Street (1989), Boston, Massachusetts and the Museum of Television and Radio building (1991), New York City. When asked about it, Johnson replied, "I think Palladian windows have a rather prettier shape. I wasn't trying to make any more important point than that." I.M. Pei was to use the design for the main entrance of his 1985 Bank of China Tower in Hong Kong.
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              	General
            


            
              	Name, Symbol, Number

              	palladium, Pd, 46
            


            
              	Chemical series

              	transition metals
            


            
              	Group, Period, Block

              	10, 5, d
            


            
              	Appearance

              	silvery white metallic

              [image: ]
            


            
              	Standard atomic weight

              	106.42 (1) gmol1
            


            
              	Electron configuration

              	[Kr] 4d10
            


            
              	Electrons per shell

              	2, 8, 18, 18, 0
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	12.023 gcm3
            


            
              	Liquid density at m.p.

              	10.38 gcm3
            


            
              	Melting point

              	1828.05 K

              (1554.9 C, 2830.82 F)
            


            
              	Boiling point

              	3236 K

              (2963 C, 5365 F)
            


            
              	Heat of fusion

              	16.74  kJmol1
            


            
              	Heat of vaporization

              	362  kJmol1
            


            
              	Specific heat capacity

              	(25C) 25.98 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	1721

                    	1897

                    	2117

                    	2395

                    	2753

                    	3234
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	cubic face centered
            


            
              	Oxidation states

              	2, 4

              (mildly basic oxide)
            


            
              	Electronegativity

              	2.20 (Pauling scale)
            


            
              	Ionization energies

              	1st: 804.4 kJ/mol
            


            
              	2nd: 1870 kJ/mol
            


            
              	3rd: 3177 kJ/mol
            


            
              	Atomic radius

              	140  pm
            


            
              	Atomic radius (calc.)

              	169 pm
            


            
              	Covalent radius

              	131 pm
            


            
              	Van der Waals radius

              	163 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	no data
            


            
              	Electrical resistivity

              	(20C) 105.4 nm
            


            
              	Thermal conductivity

              	(300K) 71.8 Wm1K1
            


            
              	Thermal expansion

              	(25C) 11.8 mm1K1
            


            
              	Speed of sound (thin rod)

              	(20 C) 3070 m/s
            


            
              	Young's modulus

              	121 GPa
            


            
              	Shear modulus

              	44 GPa
            


            
              	Bulk modulus

              	180 GPa
            


            
              	Poisson ratio

              	0.39
            


            
              	Mohs hardness

              	4.75
            


            
              	Vickers hardness

              	461 MPa
            


            
              	Brinell hardness

              	37.3 MPa
            


            
              	CAS registry number

              	7440-05-3
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of palladium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	100Pd

                    	syn

                    	3.63 d

                    	

                    	-

                    	107Rh
                  


                  
                    	

                    	0.084, 0.074,

                    0.126

                    	-
                  


                  
                    	102Pd

                    	1.02%

                    	102Pd is stable with 56 neutrons
                  


                  
                    	103Pd

                    	syn

                    	16.991 d

                    	

                    	-

                    	103Rh
                  


                  
                    	104Pd

                    	11.14%

                    	104Pd is stable with 58 neutrons
                  


                  
                    	105Pd

                    	22.33%

                    	105Pd is stable with 59 neutrons
                  


                  
                    	106Pd

                    	27.33%

                    	106Pd is stable with 60 neutrons
                  


                  
                    	107Pd

                    	syn

                    	6.5106 y

                    	-

                    	0.033

                    	107Ag
                  


                  
                    	108Pd

                    	26.46%

                    	108Pd is stable with 62 neutrons
                  


                  
                    	110Pd

                    	11.72%

                    	110Pd is stable with 64 neutrons
                  

                

              
            


            
              	References
            

          


          Palladium (pronounced \pe-l-dē-em\) is a rare and lustrous silvery-white metal that was discovered in 1803 by William Hyde Wollaston, who named it palladium after the asteroid Pallas, which in turn, was named for the Greek Goddess of Wisdom. The symbol for palladium is Pd, and its atomic number is 46. Palladium, along with platinum, rhodium, ruthenium, iridium and osmium form a group of elements referred to as the platinum group metals (PGMs). PGMs share similar chemical properties, but palladium is unique in that it has the lowest melting point and is the least dense of these precious metals. Incredibly, when palladium is at room temperature and atmospheric pressure, it can absorb up to 900 times its own volume of hydrogen, which make palladium an efficient and safe storage medium for hydrogen and hydrogen isotopes. Palladium is also tarnish resistant, electrically stable and resistant to chemical erosion as well as intense heat.


          The unique properties of palladium and other PGMs necessitate their widespread use as one in four of the goods manufactured today either contain PGMs or had PGMs play a key role during the manufacturing process. Over half of the supply of palladium and its sister metal platinum goes into catalytic converters, which convert up to 90% of harmful gases from auto exhausts ( hydrocarbons, carbon monoxide and nitrogen oxide) into less harmful substances (nitrogen, carbon dioxide and water vapor). Palladiums precious metal qualities and appearance generate significant consumption in the luxury jewelry market. Palladium is found in many electronics including computers, mobile phones, multi-layer ceramic capacitors, component plating, low voltage electrical contacts, and SED/OLED/LCD televisions. Palladium is also used in dentistry, medicine, hydrogen purification, chemical applications, groundwater treatment, and it is playing a key role in the technology used for fuel cells, which combine hydrogen and oxygen to produce electricity, heat and water with virtually no pollution.


          Ore deposits of palladium and other PGMs are rare, and the most extensive deposits have been found in the norite belt of the Bushveld Igneous Complex in the Transvaal in South Africa, the Stillwater Complex in Montana, USA, the Sudbury District of Ontario Canada and the Norilsk Complex in Russia. Besides mining, palladium is also recovered through recycling; the bulk of which comes from scrapped catalytic converters. The numerous applications and limited supply sources of palladium result in palladium drawing considerable investment interest.


          


          History


          Palladium was discovered by William Hyde Wollaston in 1803. This element was named by Wollaston in 1804 after the asteroid Pallas, which was discovered two years earlier.


          Wollaston found palladium in crude platinum ore from South America by dissolving the ore in aqua regia, neutralizing the solution with sodium hydroxide, and precipitating platinum as ammonium chloroplatinate with ammonium chloride. He added mercuric cyanide to form the compound palladium cyanide, which was heated to extract palladium metal.


          Palladium chloride was at one time prescribed as a tuberculosis treatment at the rate of 0.065g per day (approximately one milligram per kilogram of body weight). This treatment did have many negative side-effects, and was later replaced by more effective drugs.


          Palladium's affinity for hydrogen led it to play an essential role in the Fleischmann-Pons experiment in 1989, also known as cold fusion.


          In the run up to 2000, Russian supply of palladium to global market was repeatedly delayed and disrupted because the export quota was not granted on time, due to political reasons. The ensuing market panic buying drove the palladium price to an all time high of $1100 per ounce, reached in January, 2001. During the time period, Ford Motor Company, in fear of auto vehicle production disruption due to a possible palladium shortage, stockpiled large amounts of the metal, purchased near the price high. As prices subsequently fell in early 2001, Ford lost nearly $1 billion U.S. dollars.


          World demand for palladium increased from 100 tons in 1990 to nearly 300 tons in 2000. The global production from mines was 222 metric tons in 2006 according to USGS data. Most palladium is used for catalytic converters in the automobile industry.


          


          Occurrence


          
            [image: Palladium output in 2005]
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          In 2005, Russia was the top producer of palladium with at least 50% world share followed by South Africa, USA and Canada, reports the British Geological Survey.


          Palladium is found as a free metal and alloyed with platinum and gold with platinum group metals in placer deposits of the Ural Mountains, Australia, Ethiopia, South and North America. It is commercially produced from nickel-copper deposits found in South Africa, Ontario, and Siberia; the huge volume of ore processed makes this extraction profitable despite the low proportion of palladium in these ores. The world's largest single producer of palladium is MMC Norilsk Nickel produced from the NorilskTalnakh nickel deposits. The Merensky Reef of the Bushveld Igneous Complex of South Africa contains significant palladium in addition to other platinum group elements. The Stillwater igneous complex of Montana also contains mineable palladium.


          Palladium is also produced in nuclear fission reactors and can be extracted from spent nuclear fuel, see Synthesis of noble metals, though the quantity produced is insignificant.


          Palladium is found in the rare minerals cooperite and polarite.


          


          Characteristics
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          Palladium is a soft silver-white metal that resembles platinum. It is the least dense and has the lowest melting point of the platinum group metals. It is soft and ductile when annealed and greatly increases its strength and hardness when it is cold-worked. Palladium is chemically attacked by sulfuric, nitric, and hydrochloric acid in which it dissolves slowly. This metal also does not react with oxygen at normal temperatures (and thus does not tarnish in air). Palladium heated to 800C will produce a layer of palladium(II) oxide (PdO). It lightly tarnishes in moist atmosphere containing sulfur.


          This metal has the uncommon ability to absorb up to 900 times its own volume of hydrogen at room temperatures. It is thought that this possibly forms palladium hydride (PdH2) but it is not yet clear if this is a true chemical compound.


          When palladium has absorbed large amounts of hydrogen, it will expand slightly in size.


          Common oxidation states of palladium are 0,+1, +2 and +4. Although originally +3 was thought of as one of the fundamental oxidation states of palladium, there is no evidence for palladium occurring in the +3 oxidation state; this has been investigated via X-ray diffraction for a number of compounds, indicating a dimer of palladium(II) and palladium(IV) instead. Recently, compounds with an oxidation state of +6 were synthesised.


          


          Isotopes


          Naturally-occurring palladium is composed of six isotopes. The most stable radioisotopes are 107Pd with a half-life of 6.5 million years, 103Pd with a half-life of 17 days, and 100Pd with a half-life of 3.63 days. Eighteen other radioisotopes have been characterized with atomic weights ranging from 92.936 u (93Pd) to 119.924 u (120Pd). Most of these have half-lives that are less than a half-hour, except 101Pd (half-life: 8.47 hours), 109Pd (half-life: 13.7 hours), and 112Pd (half-life: 21 hours).


          The primary decay mode before the most abundant stable isotope, 106Pd, is electron capture and the primary mode after is beta decay. The primary decay product before 106Pd is rhodium and the primary product after is silver.


          Radiogenic 107Ag is a decay product of 107Pd and was first discovered in the Santa Clara, California meteorite of 1978. The discoverers suggest that the coalescence and differentiation of iron-cored small planets may have occurred 10 million years after a nucleosynthetic event. 107Pd versus Ag correlations observed in bodies, which have clearly been melted since accretion of the solar system, must reflect the presence of short-lived nuclides in the early solar system.


          


          Applications


          Palladium is used in dentistry, watch making, in blood sugar test strips, in aircraft spark plugs and in the production of surgical instruments and electrical contacts. Palladium is also used to make professional transverse flutes.


          


          Electronics


          The biggest application of palladium in electronics is making the multilayer ceramic capacitor. Palladium (and palladium-silver alloys) are used as electrodes in multi-layer ceramic capacitors. Palladium (sometimes alloyed with nickel) is used in connector platings in consumer electronics.


          It is also used in plating of electronic components and in soldering materials. The electronic sector consumed 1.07 million troy ounces of palladium in 2006, according to a Johnson Matthey report.


          


          Technology


          Hydrogen easily diffuses through heated palladium; thus, it provides a means of purifying the gas. Membrane reactors with Pd membranes are therefore used for the production of hydrogen.


          It is as part of the palladium-hydrogen electrode in electrochemical studies. Palladium (II) chloride can absorb large amounts of carbon monoxide gas, and is used in carbon monoxide detectors.


          


          Catalysis


          When it is finely divided, such as in palladium on carbon, palladium forms a good catalyst and is used to speed up hydrogenation and dehydrogenation reactions, as well as in petroleum cracking. A large number of carbon-carbon bond forming reactions in organic chemistry (such as the Heck and Suzuki coupling) are facilitated by catalysis with palladium compounds. The largest use of palladium today is in catalytic converters.


          Pd is also a versatile metal for homogeneous catalysis. It is used in combination with a broad variety of ligands for highly selective chemical transformations.


          


          Hydrogen storage


          Palladium hydride is metallic palladium that contains a substantial quantity of hydrogen within its crystal lattice. At room temperature and atmospheric pressure, palladium can absorb up to 935 times its own volume of hydrogen in a reversible process. This property has been investigated because hydrogen storage is of such interest and a better understanding of what happens at the molecular level could give clues to designing improved metal hydrides. A palladium based store, however, would be prohibitively expensive due to the cost of the metal.


          


          Jewelry
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          Palladium itself has occasionally been used as a precious metal in jewelry, as replacement for platinum or white gold. This is due to its naturally white properties giving it no need for a rhodium plating. It is slightly whiter, much lighter and about 12% harder. Similar to gold, palladium can be beaten into a thin leaf form as thin as 100 nm (1/250,000 in). Like platinum, it will develop a hazy patina over time. Unlike platinum, however, palladium will discolor at soldering temperatures, become brittle with repeated heating and cooling, and react with strong acids.


          It can also be used as a substitute for nickel when making white gold. Palladium is one of three most-used metals that can be alloyed with gold to produce white gold. (Nickel and silver can also be used.) Palladium-gold is a much more expensive alloy than nickel-gold but is hypoallergenic and holds its white colour better.


          When platinum was declared a strategic government resource during World War II, many jewelry bands were made out of palladium. As recently as September 2001, palladium was more expensive than platinum and rarely used in jewelry also due to the technical obstacle of casting. However the casting problem has been resolved, and its use in jewelry has increased because of a large spike in the price of platinum and a drop in the price of palladium.


          Prior to 2004, the principal use of palladium in jewelry was as an alloy in the manufacture of white gold jewelry, but, beginning early in 2004 when gold and platinum prices began to rise steeply, Chinese jewelers began fabricating significant volumes of palladium jewelry. Johnson Matthey estimated that, in 2004 with the introduction of palladium jewelry in China, demand for palladium for jewelry fabrication was 920,000 ounces, or approximately 14% of the total palladium demand for 2004, an increase of almost 700,000 ounces from 2003. This growth continued during 2005, with estimated worldwide jewelry demand for palladium of about 1.4 million ounces, or almost 21% of net palladium supply, again with most of the demand centered in China.


          


          Photography


          With the platinotype printing process photographers make fine-art black-and-white prints using platinum or palladium salts. Often used with platinum, palladium provides an alternative to silver.


          


          Art


          Palladium leaf is one of several alternatives to silver leaf used in manuscript illumination. The use of silver leaf is problematic due to its predisposition to tarnish. Aluminum leaf is a very inexpensive alternative, however aluminium is much more difficult to work than gold or silver and results in less than optimal results when employing traditional metal leafing techniques, and so palladium leaf is considered the best substitute despite its considerable cost. Platinum leaf may be used to the same effect as palladium leaf with similar working properties, but it is not as readily available in leaf form commercially.
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          Palm oil is a form of edible vegetable oil obtained from the fruit of the oil palm tree. Previously the second-most widely produced edible oil, after soybean oil, 28 million tonnes were produced worldwide in 2004. It may have now surpassed soybean oil as the most widely produced vegetable oil in the world. It is also an important component of many soaps, washing powders and personal care products, is used to treat wounds, and has controversially found a new use as a feedstock for biofuel.


          The palm fruit is the source of both palm oil (extracted from palm fruit) and palm kernel oil (extracted from the fruit seeds). Palm oil itself is reddish because it contains a high amount of beta-carotene. It is used as cooking oil, to make margarine and is a component of many processed foods. Boiling it for a few minutes destroys the carotenoids and the oil becomes colourless. Palm oil is one of the few vegetable oils relatively high in saturated fats (like coconut oil) and thus semi-solid at room temperature.


          


          History


          Palm oil (from the African Oil Palm, Elaeis guineensis) was long recognized in West African countries, and among West African peoples it has long been in widespread use as a cooking oil. European merchants trading with West Africa occasionally purchased palm oil for use in Europe, but as the oil was bulky and cheap, palm oil remained rare outside West Africa. In the Asante Confederacy, state-owned slaves built large plantations of oil palm trees, while in the neighbouring Kingdom of Dahomey, King Ghezo passed a law in 1856 forbidding his subjects from cutting down oil palms.


          Palm oil became a highly sought-after commodity by British traders, for use as an industrial lubricant for the machines of Britain's Industrial Revolution, as well as forming the basis of soap products, such as Lever Brothers' " Sunlight Soap", and the American Palmolive brand. By c.1870, palm oil constituted the primary export of some West African countries such as Ghana and Nigeria, although this was overtaken by cocoa in the 1880s.


          Palm was introduced to Java by the Dutch in 1848 and Malaysia (then the British colony of Malaya) in 1910 by Scotsman William Sime and English banker Henry Darby. The first plantations were mostly established and operated by British plantation owners, such as Sime Darby. From the 1960s a major oil palm plantation scheme was introduced by the government with the main aim of eradicating poverty. Settlers were each allocated 10 acres of land (about 4 hectares) planted either with oil palm or rubber, and given 20 years to pay off the debt for the land. The large plantation companies remained listed in London until the Malaysian government engineered their "Malaysianisation" throughout the 1960s and 1970s.


          


          Chemistry and processing


          Palm oil and palm kernel oil are composed of fatty acids, esterified with glycerol just like any ordinary fat. Both are high in saturated fatty acids, about 50% and 80%, respectively. The oil palm gives its name to the 16 carbon saturated fatty acid palmitic acid found in palm oil; monounsaturated oleic acid is also a constituent of palm oil while palm kernel oil contains mainly lauric acid. Palm oil is the largest natural source of tocotrienol, part of the vitamin E family. Palm oil is also high in vitamin K and dietary magnesium.


          Napalm derives its name from naphthenic acid, palmitic acid and pyrotechnics or simply from a recipe using naphtha and palm oil.


          The approximate concentration of fatty acids (FAs) in palm oil is as follows:
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          Fatty acids are saturated and unsaturated aliphatic carboxylic acids with carbon chain length in the range of C6 up to C24. An example of a fatty acid is palmitic acid


          CH3  (CH2)14  COOH


          Splitting of oils and fats by hydrolysis, or under basic conditions saponification, yields fatty acids; with glycerin(glycerol) as a by-product. The split-off fatty acids are a mixture of fatty acids ranging from C6 to C18 depending on the type of Oil / Fat..


          Palm oil products are made using milling and refining processes; first using fractionation, with crystallization and separation processes to obtain a solid stearin, and liquid olein. By melting and degumming, impurities can be removed and then the oil filtered and bleached. Next, physical refining removes odours and colouration, to produce refined bleached deodorized palm oil, or RBDPO, and free pure fatty acids, used as an important raw material in the manufacture of soaps, washing powder and other hygiene and personal care products. RBDPO is the basic oil product which can be sold on the world's commodity markets, although many companies fractionate it out further into palm olein, for cooking oil, or other products.


          Palm is also used in biodiesel production, as either a simply-processed palm oil mixed with petrodiesel, or processed through transesterification to create a palm oil methyl ester blend which meets the international EN 14214 specification, with glycerin as a by-product. The actual process used varies between countries and the requirements of any export markets. Second-generation biofuel production processes are also being trialled in relatively small quantities.


          


          Environmental, social and cultural impact


          Palm oil production is a basic source of income for many of the world's rural poor in South East Asia, Central and West Africa, and Central America. An estimated 1.5 million small farmers grow the crop in Indonesia, whereas about 0.5 million people are directly employed in the sector in Malaysia, plus those connected with spin offs. Not only does the palm represent a pillar of these nation's economies but it is a catalyst for rural development and political stability. Many social initiatives use profits from palm oil to finance poverty alleviation strategies. Examples include the direct financing of Magbenteh hospital in Makeni, Sierra Leone, through profits made from palm oil grown by small local farmers, the Presbyterian Disaster Assistance's Food Security Program, which draws on a women-run cooperative to grow palm oil, the profits of which are reinvested in food security, or the UN Food and Agriculture Organisation's hybrid oil palm project in Western Kenya, which improves incomes and diets of local populations, to name just a few.


          In the two countries responsible for over 80% of world oil palm production, Indonesia and Malaysia, smallholders account for 35-40% of the total area of planted oil palm and as much as 33% of the output. Elsewhere, as in West African countries that produce mainly for domestic and regional markets, smallholders produce up to 90% of the annual harvest.


          As of 2006, the cumulative land area of palm oil plantations is approximately 11 million hectares. In 2005 the Malaysian Palm Oil Association, responsible for about half of the world's crop, estimated that they manage about half a billion perennial carbon-sequestering palm trees. Demand for palm oil has been rising and is expected to climb further.


          This rising demand is resulting in tropical forest being cleared to establish new palm plantations. According to UNEP, at the current rate of intrusion into Indonesian national parks, it is likely that many protected rain forests will be severely degraded by 2012 through illegal hunting and trade, logging, and forest fires, including those associated with the rapid spread of palm oil plantations. There is growing concern that this will be harmful to the environment in several ways:


          
            	Significant greenhouse gas emissions. Deforestation, mainly in tropical areas, account for up to one-third of total anthropogenic CO2 emissions.


            	Habitat destruction of certain endangered species (e.g. the orangutans in Borneo, the Sumatran tiger, and Asian rhinoceros.)

          


          
            	Potential extinction of some such species

          


          
            	Many places that are of interest for growing palm are biodiversity hotspots , increasing the impact of this development on the environment. In addition to environmental impact, the logging, land-clearing and planting of oil palm continues to occur on native ( Dayak) land, despite their frequent objections. This has caused the degradation of their food, water, forest product sources as well as destroying their cash crop farms such as fruit and rubber trees in Sarawak, Sabah and Kalimantan, Borneo.

          


          Damage to peatland, partly due to palm oil production, is claimed to contribute to environmental degradation, including four percent of global greenhouse gas emissions and eight percent of all global emissions caused annually by burning fossil fuels, due to the large areas of rainforest that are cleared to make way for palm oil plantations. The pollution is exacerbated because many rainforests in Indonesia and Malaysia lie atop peat bogs that store great quantities of carbon that are released when the forests are cut down and the bogs drained to make way for the palm oil plantations.


          NGOs have accused the growth of new palm oil plantations as also being responsible for peat forest destruction in Indonesia and for accelerating global warming. Greenpeace concluded that many food and cosmetics companies, including ADM, Unilever, Cargill, Proctor & Gamble, Nestle, Kraft and Burger King, are driving the demand for new palm oil supplies, partly for products that contain non-hydrogenated solid vegetable fats, as consumers now demand fewer hydrogenated oils in food products that were previously high in trans fat content. Friends of the Earth have concluded that the increase in demand comes from biofuel, with producers now looking to use palm as a source.


          Environmental groups such as Greenpeace claim that the deforestation caused by making way for oil palm plantations is far more damaging for the climate than the benefits gained by switching to biofuel.. The world's centres for oil palm production are Indonesia and Malaysia where rapid deforestation and the drying out of associated peatlands are, Greenpeace claim, releasing huge amounts of carbon dioxide into the atmosphere and thereby speeding climate change..Greenpeace identified Indonesian peatlands, unique tropical forests whose dense soil can be burned to release carbon emissions, that are being destroyed to make way for palm oil plantations. They represent massive carbon sinks, and they claim their destruction already accounts for four percent of annual global emissions. Greenpeace recorded peatland destruction in the Indonesian province of Riau on the island of Sumatra, home to 25 percent of Indonesia's palm oil plantations. There are plans to expand the area under concession by more than 28500km (11,000 square miles), which would deforest half of the province. They claim this would have devastating consequences for Riau's peatlands, which have already been degraded by industrial development and store a massive 14.6 billion tonnes of carbon, roughly one year's greenhouse gas emissions.


          Research conducted by Greenpeace through its Forest Defenders Camp in Riau documents how a major Indonesian palm oil producer is engaging in the large-scale, illegal destruction of peatland in flagrant violation of an Indonesian presidential order, as well as national forestry regulations. Palm oil from peatland is fed into the supply chain for global brands. They accuse major multinational companies of turning a blind eye to peatland destruction to supply cheap vegetable oil. FoE and Greenpeace both calculate that forests and peatlands that are replaced as palm oil plantations release more carbon dioxide than is saved by burning biofuels in place of diesel.


          In Africa, the situation is very different compared to Indonesia or Malaysia. In its Human Development Report 2007-2008, the United Nations Development Program says production of palm oil in West-Africa is largely sustainable, mainly because it is undertaken on a smallholder level. The United Nations Food and Agriculture program is encouraging small farmers across Africa to grow palm oil, because the crop offers opportunities to improve livelihoods and incomes for the poor..


          Environmentalists and conservationists have been called upon to become palm oil farmers themselves, so they can use the profits to invest in their cause. It has been suggested that this a more productive strategy than the current confrontational approach that threatens the livelihoods of millions of smallholders.


          Many of the major companies in the vegetable oil economy participate in the Roundtable on Sustainable Palm Oil, which is trying to address this problem. In 2008 Unilever, a member of the group, committed to use only palm oil which is certified as sustainable, by ensuring that the large companies and smallholders that supply it convert to sustainable production by 2015.


          Meanwhile, much of the recent investment in new palm plantations for biofuel has been part-funded through carbon credit projects through the Clean Development Mechanism; however the reputational risk associated with unsustainable palm plantations in Indonesia has now made many funds wary of investing there.


          


          Biofuels and bioproducts


          Palm oil, like other vegetable oils, can be used to create biodiesel for internal combustion engines. Biodiesel has been promoted as a form of biomass that can be used as a renewable energy source to reduce net emissions of carbon dioxide into the atmosphere. Therefore, biodiesel is seen as a way to decrease the impact of the greenhouse effect and as a way of diversifying energy supplies to assist national energy security plans. Scientists have found that biodiesel made from palm oil grown on sustainable non-forest land and from established plantations can effectively reduce greenhouse gas emissions.


          However, NGOs such as Greenpeace have concluded that the current "first generation" biodiesel extracted from new palm oil plantations may not be a genuine counter to global warming. If forests are cleared for palm plantations, and the wood is not used for bioenergy but burned, it may take decades before biodiesel from palm oil reduces as much carbon dioxide as the pristine forests originally sequestered in the form of carbon. However, if the wood is used for the production of bioenergy, the palm plantations as well as the biodiesel from palm oil starts to sequester and reduce greenhouse gas emissions from the first year onwards.


          Although palm oil has a comparatively high yield, the problems that organisations such as Greenpeace have linked to palm cultivation on newly-cleared plantations have encouraged research into alternative vegetable fuel oil sources with less potential for environmental damage, such as jatropha. Although palm requires less manual labor to harvest a given amount of oil than jatropha, the latter grows well in more marginal areas and requires less water.


          Other scientists and companies are going beyond merely using the oil from oil palm trees, and are proposing to convert the entire biomass harvested from a palm plantation into renewable electricity, cellulosic ethanol, biogas, biohydrogen and bioplastic. Thus, by using both the biomass from the plantation as well as the processing residues from palm oil production (fibers, kernel shells, palm oil mill effluent), bioenergy from palm plantations can have an effect on reducing greenhouse gas emissions. Examples of these production techniques have been registered as projects under the Kyoto Protocol's Clean Development Mechanism.


          By using all the biomass residues from palm oil processing for renewable energy, fuels and biodegradable products, both the energy balance and the greenhouse gas emissions balance for biodiesel from palm oil is improved. For each tonne of crude palm oil (CPO) produced from fresh fruit bunches, the following residues, which can all be used for the manufacture of biofuels, bioenergy and bioproducts, become available: around 6 tonnes of waste palm fronds, 1 tonne of palm trunks, 5 tonnes of empty fruit bunches (EFB), 1 tonne of press fibre (from the mesocarp of the fruit), half a tonne of palm kernel endocarp, 250kg of palm kernel press cake, and 100 tonnes of palm oil mill effluent (POME). In short, a palm plantation has the potential to yield a very large amount of biomass that can be used for the production of renewable products.


          However, regardless of these new innovations, first generation biodiesel production from palm oil is still in demand globally and will continue to increase. Palm oil is also a primary substitute for rapeseed oil in Europe, which too is experiencing high levels of demand for biodiesel purposes. Palm oil producers are investing heavily in the refineries needed for biodiesel. In Malaysia companies have been merging, buying others out and forming alliances in order to obtain the economies of scale needed to handle the high costs caused by increased feedstock prices. New refineries are being built across Asia and Europe


          


          Regional production
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          Malaysia


          In 2004, Malaysia produced 14 million tons of palm oil from more than 38,000 square kilometres of land, making it the largest exporter of palm oil in the world. The majority of its crops goes towards its traditional markets for personal hygiene and food use. The Malaysian Sime Darby conglomerate is its largest plantation operator, with 524,626 hectares of oil palms, mainly across Peninsular Malaysia, Sarawak and Sabah in Malaysia. It also operates plantations in Sumatera, Kalimantan and Sulawesi in Indonesia, as well as production plants and refineries.


          The IEA predicts that biofuels use in Asian countries will remain modest. But as a major producer of palm oil, the Malaysian government is encouraging the production of biofuel feedstock and the building of biodiesel plants that use palm oil. Domestically, Malaysia is preparing to change from diesel to bio-fuels by 2008, including drafting legislation that will make the switch mandatory. From 2007, all diesel sold in Malaysia must contain 5% palm oil. Malaysia is emerging as one of the leading biofuel producers with 91 plants approved and a handful now in operation, all based on palm oil. Most are aimed at supplying regional demand, though exports to Europe are also planned, with China currently the main importer of Malaysian products for biodiesel.


          On 16 December 2007, Malaysia opened its first biodiesel plant in the state of Pahang, which has an annual capacity of 100,000 tonnes and also produces by-products in the form of 4,000 tonnes of palm fatty acid distillate and 12,000 tonnes of pharmaceutical grade glycerine. Neste Oil of Finland plans to produce 800,000 tonnes of biodiesel per year from Malaysian palm oil in a new Singapore refinery from 2010, which will make it the largest biofuel plant in the world, and 170,000 tpa from its first second-generation plant in Finland from 2007-8, which can refine fuel from a variety of sources. Neste and the Finnish government are using this paraffinic fuel in some public buses in the Helsinki area as a small scale pilot.


          


          Indonesia


          Growers in Indonesia are also increasing production of palm oil to meet the global demand spurred by biofuels, with the government looking for it to become the world's top producer of palm oil.


          In additional to servicing its traditional markets, it is looking to produce biodiesel. There are new mills and refineries being built by major local companies, such as PT. Asianagro (150,000 tpa biodiesel refinery), PT. Bakrie Group (a biodiesel factory and new plantations), Surya Dumai Group (biodiesel refinery) and global companies such as Cargill (sometimes operating through CTP Holdings of Singapore, building new refineries and mills in Malaysia and Indonesia, expanding its Rotterdam refinery to handle 300,000 tpa of palm oil, acquiring plantations in Sumatra, Kalimantan, Indonesian Peninsula and Papua New Guinea) and Robert Kuok's Wilmar International Limited (with plantations and 25 refineries across Indonesia, to supply feedstock to new biodiesel refineries in Singapore, Riau, Indonesia, and Rotterdam).


          However, fresh land clearances, especially in Borneo, are contentious for their environmental impact. NGOs and many international bodies are now warning that, despite thousands of square kilometres of land standing unplanted in Indonesia, tropical hardwood forest are being cleared for palm oil plantations. Furthermore, as the remaining unprotected lowland forest dwindles, developers are looking to plant peat swamp land, using drainage that unlocks the carbon held in their trees and begins an oxidation process of the peat which can release 5,000 to 10,000 years worth of stored carbon. Drained peat is also at very high risk of forest fire, and there is a clear record of fire being used to clear vegetation for palm oil development in Indonesia. Drought and man-made clearances have led to massive uncontrolled forest fires over recent years, covering parts of Southeast Asia in haze and leading to an international crisis with Malaysia. These fires have been variously blamed on a government with little ability to enforce its own laws while impoverished small farmers and large plantation owners illegally burn and clear forests and peat lands in order to reap the developmental benefits of environmentally-valuable land


          


          Colombia


          In the 1960s about 18,000 hecatares were planted with palm. Colombia has now become the largest palm oil producer in the Americas, and 35% of its product is exported as biofuel. In 2006 the Colombian plantation owners' association, Fedepalma, reported that oil palm cultivation was expanding to a million hectares. This expansion is being part-funded by the United States Agency for International Development in order to resettle disarmed paramilitary members on cultivatable land, and by the Colombian government which proposes to expand land use for exportable cash crops to 7m hectares by 2020, including oil palms. However, while Fedepalma states that its members are following sustainable guidelines, there have been claims that some of these new plantations have been appropriated on land owned by Afro-Colombians driven away through poverty and civil war, while armed guards intimidate the remaining people to depopulate the land, while coca production and trafficking follows in their wake


          


          Other producers


          
            	Australia

          


          On 23 November 2006 Australia's first palm oil based biodiesel plant opened in Darwin, using Lurgi AG's biofuel refinery technology. The plant has a capacity to produce 122,500 t of biodiesel, and 12,250 t of glycerine annually. The same company is also building a 600,000/60,000 tpa biodiesel/glycerine facility with cogeneration in Singapore, scheduled to come into full production in mid-2008


          
            	Benin

          


          Palm is native to the wetlands of Western Africa and south Benin already hosts many palm plantations. Its government's 'Agricultural Revival Programme' has identified many thousands of hectares of land as suitable for new oil palm plantations to be grown as an export crop. In spite of the economic benefits, NGOs such as Nature Tropicale claim this policy is flawed as biofuels will be competing with domestic food production in some existing prime agricultural sites. Other areas comprise peat land, whose drainage would have a deleterious environmental impact. They are also concerned that genetically-modified plants will be introduced for the first time into the region, jeopardizing the current premium paid for their non-GM crops.


          
            	Kenya

          


          Kenya's domestic production of edible oils covers about a third of its annual demand, estimated at around 380,000 metric tonnes. The rest is imported at a cost of around US$140 million a year, making edible oil the country's second most important import after petroleum. Since 1993 a new hybrid variety of cold-tolerant, high-yielding oil palm has been promoted by the Food and Agriculture Organization of the United Nations in western Kenya. As well as alleviating the country's deficit of edible oils while providing an important cash crop, it is claimed to have environmental benefits in the region, as it does not compete against food crops or native vegetation and it provides stabilisation for the soil.


          


          Health


          Palm oil is a very common cooking ingredient in the regions where it is produced.


          Its heavy use in the commercial food industry elsewhere can be explained by its comparatively low price, being one of the cheaper vegetable or cooking oils on the market, and by new markets in the USA, stimulated by a search for alternatives to trans fats after the Food and Drug Administration required food labels to list the amount of trans fat per serving. Identifying the exact source of an oil can be complicated by labelling, as palm oil is often described on food labels simply as "vegetable oil".


          Red palm oil is known to be healthier than refined (discolored) palm oil. This is a result of several mitigating substances found in the red palm oil. These compounds are:


          
            	betacarotenes (present in higher amounts than in regular palm oil)

          


          
            	co-enzyme Q10 ( ubiquinone)


            	squalene


            	Vitamin A


            	Vitamin E

          


          Palm oil is applied to wounds, just like iodine tincture, to aid the healing process. This is not just done for its oily qualities; like coconut oil, unrefined palm oil is supposed to have additional antimicrobial effects, but research does not clearly confirm this.


          


          Blood cholesterol controversy


          The palm oil industry emphasizes that palm oil contains large quantities of oleic acid, the healthful fatty acid also found in olive and canola oil, and claims that palmitic acid also affects cholesterol levels much like oleic acid. Many health authorities counter that palm oil promotes heart disease, citing research and metastudies that go back to 1970.


          For many years now, it has been established that the primary cholesterol-elevating fatty acids are the saturated fatty acids with 12 ( lauric acid), 14 ( myristic acid) and 16 ( palmitic acid) carbon atoms with a concomitant increase in the risk of coronary heart disease. Monounsaturated fatty acids such as oleic acid is as effective in reducing serum total and low-density lipoprotein (LDL) cholesterol levels as polyunsaturated fatty acids such as alpha-linoleic acid. The World Health Organization in its report states there is convincing evidence that palmitic oil consumption contributes to an increased risk of developing cardiovascular diseases. Research in the US and Europe support the WHO report.


          In a response to the WHO report, the Malaysian Palm Oil Promotion Council has argued that there is insufficient scientific evidence to produce general guidelines for worldwide consumption of palm oil and cited research a study in China comparing palm, soybean, peanut oils and lard (all of which contain saturated fat) showing that palm oil increased the levels of good cholesterol and reduced the levels of bad cholesterol in the blood, and that palm is a better solid fat to use in products where trans fats would otherwise be chosen.


          An older study by Hornstra in 1990 also supported the claims of the Malaysian Palm Oil Promotion Council.


          A study by the Departments of Agricultural, Food and Nutritional Science and Medicine, University of Alberta showed palmitic acid to have no hypercholesterolaemic effect if intake of linoleic acid was greater than 4.5% of energy, but that if the diet contained trans fatty acids, LDL cholesterol increases and HDL cholesterol decreases.


          The studies supporting the Malaysian Palm Oil Promotion Council only addressed the issue of the effect of palm oil on blood cholesterol levels and not its total effect regarding cardiovascular diseases.
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          Palmyra Atoll is an incorporated atoll administered by the United States government. The atoll is 4.6 square miles (12km), and it is located in the Northern Pacific Ocean at . Geographically, Palmyra is one of the Northern Line Islands (southeast of Kingman Reef and north of Kiribati Line Islands), located almost due south of the Hawaiian Islands, roughly halfway between Hawaii and American Samoa. Its 9 miles (14.5km) of coastline has one anchorage known as West Lagoon. It consists of an extensive reef, two shallow lagoons, and some 50 sand and reef-rock islets and bars covered with vegetationmostly coconut trees, Scaevola, and tall Pisonia trees.


          The islets of the atoll are all connected, except Sand Island in the West and Barren Island in the East. The largest island is Cooper Island in the North, followed by Kaula Island in the South. The northern arch of islets is formed by Strawn Island, Cooper Island, Aviation Island, Quail Island, Whippoorwill Island, followed in the East by Eastern Island, Papala Island, and Pelican Island, and in the South by Bird Island, Holei Island, Engineer Island, Tananger Island, Marine Island, Kaula Island, Paradise Island and Home Island (clockwise). Average annual rainfall is approximately 175 inches (4,445mm) per year. Daytime temperatures average 85F (29C) year round.


          


          Political status
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          Palmyra is an incorporated territory of the United States, meaning that it is subject to all provisions contained in the United States Constitution and is permanently under U.S. sovereignty. However, it is also an unorganized territory as there is no Congressional act specifying how it should be governed; the only relevant law simply gives the President the discretion to administer the island as best seen fit (see Section 48 of the Hawaii Omnibus Act, Pub. L. 86624, July 12, 1960, 74 Stat. 411, attached as a note to former sections 491 to 636 of Title 48, United States Code ).


          The issue of Palmyra's governance is generally a moot point, as there is no indigenous population remaining nor any reason to think that there will be one in the future. It remains therefore currently the only unorganized incorporated U.S. territory. It is privately owned by The Nature Conservancy and managed as a nature reserve, but administered from Washington, D.C. by the Office of Insular Affairs, United States Department of the Interior. The surrounding waters, out to the 12-mile (22.2km) limit, were transferred to the United States Fish and Wildlife Service, and designated as the Palmyra Atoll National Wildlife Refuge in 2001. Defense is the responsibility of the United States.


          For statistical purposes, Palmyra is grouped as one of the United States Minor Outlying Islands.
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          There is no current economic activity on the island. Many of the roads and causeways on the atoll were built during World War II. All are now unserviceable and overgrown. There is a roughly 2,200 yard (2,000m) long, unpaved and unimproved airstrip on Cooper Island (Palmyra Airport, ICAO code PLPA). Various abandoned World War II-era structures are found on the island.


          The atoll has been manned by a group of scientists, Nature Conservancy staff and volunteers, and Fish & Wildlife representatives (totalling between four and 20 in all) for the last several years. A series of improvements in 2004 consisted of new two-person bungalows and showers for the island's inhabitants. Water is collected from the roof of a concrete building not far from the main living area of the scientists. Communal buildings of the settlement on the north side of Cooper Island (the only one on the atoll) consist of a common cooking/dining building adjacent to the Atoll's only dock and a kayak and scuba equipment storage building next to the launch ramp.


          Palmyra Atoll's location in the Pacific Ocean, where the southern and northern currents meet, means that its beaches are littered with trash and debris. Plastic mooring buoys are particularly plentiful on the beaches of Palmyra, as well as plastic bottles for soft drinks, detergents, etc.


          Large parts of the Atoll are closed to any sort of public access due to the threat of uncleared World War II unexploded ordnance.


          


          History
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          Palmyra was first sighted in 1798 by an American sea captain, Edmund Fanning of Stonington, Connecticut, while his ship the Betsy was in transit to Asia, but it was only lateron November 7, 1802that the first western people landed on the uninhabited atoll. On that date, Captain Sawle of the U.S. ship Palmyra was wrecked on the atoll.


          Many believe the atoll's discovery by Fanning to have included a paranormal occurrence, which lends to the island's mysticism. Fanning's ship was under the command of the first mate at night while Fanning slept. Fanning awoke three times in the middle of the night, each time awaking out of bed. The third time, Fanning took it as a premonition and ordered the first mate to heave to. In the morning the ship resumed its travel, but only went a mile before reaching the reef of Palmyra. Had the ship continued its course at night, the entire crew might have perished.


          In 1859, Palmyra was claimed by Dr. Gerrit P. Judd of the brig Josephine for the American Guano Company and the United States, in accordance with the Guano Islands Act of 1856; however, the company never started mining for guano, because there was none to be mined. Palmyra is located close to the Intertropical Convergence Zone; there is too much rain for guano to accumulate. In the meanwhile, on February 26, 1862, Kamehameha IV ( 18341863), Fourth King of Hawaii (18541863), issued a commission to Captain Zenas Bent and Johnson B. Wilkinson, both Hawaiian citizens, to sail to Palmyra and to take possession of the atoll in the king's name and on April 15, 1862 it was formally annexed to the Kingdom of Hawaii.


          Captain Bent sold his rights to Palmyra to Mr. Wilkinson on December 24, 1862 and from 1862 to 1885, Kalama Wilkinson owned the island which was divided in 1885 between three heirs, two of which immediately transferred their rights to a certain Wilcox (?) who, in turn, transferred them to the Pacific Navigation Company. The latter entity made an attempt to colonize the atoll by sending a married couple to live there between September 1885 and August 1886.


          In 1898 Palmyra was annexed to the U.S. in conjunction with the overall U.S. annexation of Hawaii; on June 14, 1900 it became part of the then U.S. Territory of Hawaii. In the period preceding the formal annexation of the atoll by the U.S., the U.K. had shown interest for the atoll to become part of the "Guano Empire" of John T. Arundel & Co; and in 1889 the British had even formally annexed it. In order to end all further British attempts or contestations, a second, separate act of annexation of Palmyra by the U.S. was made in 1911.


          Afterwards, by a series of agreements signed between 1888 and 1911, the Pacific Navigation Company transferred its interests to Henry Ernest Cooper Sr. (18571929). The third heir of Kalama Wilkinson transferred his rights to a Mr. Ringer, whose children in turn also transferred their rights to Henry Ernest Cooper Sr. (s.a.) in 1912 and who then became the sole owner of the atoll.


          On February 21, 1912 it was formally claimed by the U.S. government, still as part of Hawaii Territory.


          In 1922 Cooper sold the whole atoll except some minor islets (the 5 "home islands") to Leslie and Ellen Fullard-Leo on August 19 for $15,000.00. The latter party established the Palmyra Copra Company to exploit the coconuts growing on the atoll. Their heirs continued as proprietors afterwards, except for a period of Navy administration during World War II.


          In 1934, Johnston Atoll, Kingman Reef, and Palmyra were placed under the Department of the Navy. When the U.S. Navy took over to use the atoll as a naval air station on 15 August 1941, the atoll was owned privately by American citizens, including Hawaiians. It only had permanently resident government representatives, styled Island Commanders, from November 1939 to 1947.


          After the war, the Fullard-Leos fought for the return of Palmyra all the way to the U.S. Supreme Court and won in 1947. When Hawaii achieved statehood in 1959, Palmyra, which had been officially part of the City & County of Honolulu, was explicitly separated from the new state as an Incorporated Territory of the U.S., administered by U.S. Department of Interior.


          In 1962, the U.S. Department of Defense used the atoll for an instrumentation site during high altitude atomic weapon tests over Johnston Island. There was a utility staff of about ten men who managed the camps and were present during the entire period. But there was an average of about 40 people who were there to run the instrumentation and to service the technical staff. These people represented many of the large universities and laboratories around the world.


          Minor problems occurred with the protection of wildlife from servicemen and camp staff. The coconut crabs and "Goonie" birds were about the only animals of any type around the Atoll, thus there was no reported discipline issued to any individual. The main problem was the "Goonie" birds. Feasting in the evening, they could be drenched by the rain and become unable to return to their roosting grounds. Being attracted by the camp lights, they stopped over and usually regurgitated their meal all over the camps. On the other hand, The Hawaiians who were assigned to the staff were great fishermen and frequently caught many fish, lobster and octopus for the enjoyment of the occupants of the Atoll.


          In July 1990, Peter Savio of Honolulu took a lease on the atoll until the year 2065 and formed the Palmyra Development Company.


          When Savio took over the atoll he appointed Roger Lextrait caretaker of the island, and Roger lived there full time for 8 years.


          In December 2000, most of the atoll was purchased by The Nature Conservancy, for the purposes of coral reef conservation and research. The Cooper family still owns two of the five Home Islands.


          In November 2005, a worldwide team of scientists joined with The Nature Conservancy to launch a new research station on the Palmyra Atoll in order to study Global warming, disappearing coral reefs, invasive species and other global environmental threats.


          Recently, a scientific study was published regarding fossil coral washed up on Palmyra Atoll. The fossil coral was examined for evidence of the behaviour of the El Nio effect on the tropical Pacific over the past 1,000 years.


          


          The Sea Wind murders


          In 1974 Palmyra was the site of the notable double murder of Malcolm "Mac" Graham III and Eleanor LaVerne "Muff" Graham, covered extensively in the true crime novel And the Sea Will Tell by Vincent Bugliosi and Bruce B. Henderson. Duane ("Buck") Walker (now known as Wesley G. Walker) was found guilty of Muff's murder and served 22 years, paroled in September of 2007.


          South African sailor Sharon Jordan beach combed on the island in 1981, and first found extensive newspaper clippings about the murders, and awoke from a dream certain that she would discover the bodies. Several days later, a human skull and other bones fell out of a World War II vintage metal box that had washed up on the beach after a storm. The bones were determined to be that of murder victim Muff Graham. The most likely scenario was that the victims were first shot or stabbed. The dismembered body that was found had been burned with an acetylene torch and placed in a metal container that had been removed from one of the many scrap military rescue boats and then dumped into the lagoon. Mac Graham's remains have yet to be found, but were likely put in a similar container which may be discovered there one day, according to The Curse of Palmyra Island By Curt Rowlett http://www.strangemag.com/palmyra.html .
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              	Capital

              (and largest city)

              	Panama City

            


            
              	Official languages

              	Spanish
            


            
              	Demonym

              	Panamanian
            


            
              	Government

              	Constitutional Democracy
            


            
              	-

              	President

              	Martin Torrijos
            


            
              	-

              	First Vice President

              	Samuel Lewis
            


            
              	-

              	Second Vice President

              	Rubn Arosemena
            


            
              	Independence
            


            
              	-

              	from Spain

              	28 November 1821
            


            
              	-

              	from Colombia

              	3 November 1903
            


            
              	Area
            


            
              	-

              	Total

              	75,517km( 118th)

              29,157 sqmi
            


            
              	-

              	Water(%)

              	2.9
            


            
              	Population
            


            
              	-

              	Dec 2006estimate

              	3,320,000( 133rd)
            


            
              	-

              	May 2000census

              	2,839,177
            


            
              	-

              	Density

              	43/km( 156th)

              111/sqmi
            


            
              	GDP( PPP)

              	2006estimate
            


            
              	-

              	Total

              	$31.411 billion( 103rd)
            


            
              	-

              	Per capita

              	$9,000( 83rd)
            


            
              	Gini(2002)

              	48.5
            


            
              	HDI(2007)

              	▲ 0.812(high)( 62nd)
            


            
              	Currency

              	Balboa, U.S. dollar

              ( PAB, USD)
            


            
              	Time zone

              	( UTC-5)
            


            
              	-

              	Summer( DST)

              	( UTC-5)
            


            
              	Internet TLD

              	.pa
            


            
              	Calling code

              	+507
            

          


          Panama, officially the Republic of Panama (Spanish: Repblica de Panam; Spanish pronunciation: [reˈpulika e panaˈma]), is the southernmost country of Central America. Situated on an isthmus, some categorize it as a transcontinental nation connecting the north and south part of America. It borders Costa Rica to the north-west, Colombia to the south-east, the Caribbean Sea to the north and the Pacific Ocean to the south. It is an international business centre and is also a transit country. Although Panama is also the 3rd largest economy in Central America, after Guatemala and Costa Rica, it has the largest expenditure on resource consumption, making the country the largest consumer in Central America.


          


          History


          


          Pre-Columbian period


          Pre-Columbian heritage of native populations whose presence stretched back over 11,000 years. The earliest traces of these indigenous peoples include fluted projectile points. This changed into significant populations that are best known through the spectacular burials of the Conte site (dating to c. AD 500-900) and the polychrome pottery of the Cocl style. The monumental monolithic sculptures at the Barriles ( Chiriqui) site were another important clue of the ancient isthmian cultures. Prior to the arrival of Europeans, Panama was widely settled by Chibchan, Chocoan, and Cueva peoples, among whom the largest group were the Cueva. There is no accurate knowledge of size of the indigenous population of the isthmus at the time of the European conquest. Estimates range as high as two million people, but more recent studies place that number closer to 200,000. Archaeological finds as well as testimonials by early European explorers describe diverse native isthmian groups exhibiting cultural variety and suggesting people already conditioned by regular regional routes of commerce.


          


          Independence


          On 3 November 1903, Panama broke off from Colombia. The US gunboat Nashville prevented the Colombian military from sailing to Panama. An assault through the dense Panamanian jungle was impossible. The President of the Municipal Council, Demetrio H. Brid, the highest authority at the time, became its de facto president, appointing a Provisional Government on 4 November to run the affairs of the new republic. The United States, as the first country to recognize the new Republic of Panama, sent troops to protect its economic interests. The 1904 Constituent Assembly elected Dr. Manuel Amador Guerrero, a prominent member of the Conservative political party, as the first constitutional President of the Republic of Panama.
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          In November 1903, Phillipe Bunau-Varillaa French citizen who was not authorized to sign any treaties on behalf of Panama without the review of the Panamaniansunilaterally signed the Hay-Bunau Varilla Treaty which granted rights to the United States to build and administer indefinitely the Panama Canal, which was opened in 1914. This treaty became a contentious diplomatic issue between the two countries, reaching a boiling point on Martyr's Day ( 9 January 1964). The issues were resolved with the signing of the Torrijos-Carter Treaties in 1977 returning the former Canal Zone territories to Panama.


          


          Military dictators


          The original intent of the founding fathers was to bring peace and harmony between the two major political parties (Conservatives and Liberals). The Panamanian government went through periods of political instability and corruption, however, and at various times in its history, the mandate of an elected president terminated prematurely. In 1968, a coup toppled the government of the recently elected President Arnulfo Arias Madrid.


          While never holding the position of President himself, General Omar Torrijos eventually became the de facto leader of Panama. As a military dictator, he was the leading power in the governing military junta and later became an autocratic strong man. Torrijos maintained his position of power until his death in an airplane accident in 1981.


          After Torrijos's death, several military strong men followed him as Panama's leader. Commander Florencio Flores Aguilar followed Torrijos. Colonel Rubn Daro Paredes followed Aguilar. Eventually, by 1983, power was concentrated in the hands of General Manuel Antonio Noriega.


          Manuel Noriega came up through the ranks after serving in the Chiriqu province and in the city of Puerto Armuelles for a time. He was a former head of Panama's secret police and was an ex-informant of the CIA. But Noriega's implication in drug trafficking by the United States resulted in difficult relations by the end of the 1980s.


          


          United States invasion of Panama
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          On 20 December 1989, twenty-seven thousand U.S. personnel invaded Panama in order to remove Manuel Noriega. A few hours before the invasion, in a ceremony that took place inside a U.S. military base in the former Panama Canal Zone, Guillermo Endara was sworn in as the new President of Panama. The invasion occurred ten years before the Panama Canal administration was to be turned over to Panamanian authorities, according to the timetable set up by the Torrijos-Carter Treaties. During the fighting, between one thousand and four thousand Panamanians, mostly military, were killed.


          Noriega surrendered to the American military shortly after, and was taken to Florida to be formally extradited and charged by U.S. federal authorities on drug and racketeering charges. He became eligible for parole on September 9, 2007, but remained in custody while his lawyers fought an extradition request from France. Critics have pointed out that many of Noriega's former allies remain in power in Panama.


          


          Post-Invasion


          Under the Torrijos-Carter Treaties, the United States turned over all canal-related lands to Panama on 31 December 1999. Panama also gained control of canal-related buildings and infrastructure as well as full administration of the canal.


          The people of Panama have already approved the widening of the canal which, after completion, will allow for post-Panamax vessels to travel through it, increasing the number of ships that currently use the canal.


          


          Politics


          Panama's politics takes place in a framework of a presidential representative democratic republic, whereby the President of Panama is both head of state and head of government, and of a multi-party system. Executive power is exercised by the government. Legislative power is vested in both the government and the National Assembly. The judiciary is independent of the executive and the legislature. All National elections are universal and mandatory to all citizens 18 years and older.


          


          Provinces and regions


          
            [image: The nine provinces and three provincial-level comarcas of Panama]

            
              The nine provinces and three provincial-level comarcas of Panama
            

          


          


          Geography


          Panama is located in Central America, bordering both the Caribbean Sea and the Pacific Ocean, between Colombia and Costa Rica. Its location on the Isthmus of Panama is strategic. By 1999, Panama controlled the Panama Canal that links the North Atlantic Ocean via the Caribbean Sea with the North Pacific Ocean.


          The dominant feature of the country's landform is the central spine of mountains and hills that forms the continental divide. The divide does not form part of the great mountain chains of North America, and only near the Colombian border are there highlands related to the Andean system of South America. The spine that forms the divide is the highly eroded arch of an uplift from the sea bottom, in which peaks were formed by volcanic intrusions.
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          The mountain range of the divide is called the Cordillera de Talamanca near the Costa Rican border. Farther east it becomes the Serrana de Tabasar, and the portion of it closer to the lower saddle of the isthmus, where the canal is located, is often called the Sierra de Veraguas. As a whole, the range between Costa Rica and the canal is generally referred to by Panamanian geographers as the Cordillera Central.


          The highest point in the country is the Volcn Bar (formerly known as the Volcn de Chiriqu), which rises to 3475 meters (11401 ft.). A nearly impenetrable jungle forms the Darien Gap between Panama and Colombia. It creates a break in the Pan-American Highway, which otherwise forms a complete road from Alaska to Patagonia.


          


          Economy
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          According to the CIA World Factbook, Panama has an unemployment rate of 7.2% and according to the United Nations, the poverty rate is of 24.2% as of 2006, comparable to that of wealthier nations such as Argentina. However, the First World infrastructure and high standards of living shows Panama's strong and thriving economic growth.


          Panama's economy is mainly service-based, heavily weighted toward banking, commerce, tourism, trading and private industries because of its key geographic location. The handover of the canal and military installations by the United States has given rise to new construction projects. The Martn Torrijos administration has undertaken controversial structural reforms, such as a fiscal reform and a very difficult Social Security Reform. Furthermore, a referendum regarding the building of a third set of locks for the Panama Canal was approved overwhelmingly (though with low voter turnout) on 22 October 2006. The official estimate of the building of the third set of locks is US$5.25 billion.


          The Panamanian currency is the balboa, fixed at parity with the United States dollar. In practice, however, the country is dollarized; Panama mints its own coinage but uses US dollars for all its paper currency. Panama was the first of the three countries in Latin America to have dollarized their economies, later followed by Ecuador and El Salvador.


          


          Globalization
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          The high levels of Panamanian trade are in large part from the Coln Free Trade Zone, the largest free trade zone in the Western Hemisphere. Last year the zone accounted for 92% of Panama's exports and 64% of its imports, according to an analysis of figures from the Colon zone management and estimates of Panama's trade by the United Nations Economic Commission for Latin America and the Caribbean (ECLAC). Panama's economy is also very much supported by the trade and exportation of coffee.


          


          Inflation


          According to the Economic Commission for Latin American and the Caribbean ( ECLAC, or CEPAL by its more-commonly used Spanish acronym), Panama's inflation as measured by weight CPI was 2.0 percent in 2006. Panama has traditionally experienced low inflation.


          


          Real estate


          Panama City is currently experiencing a real estate boom. Tourists and retirees are arriving in greater quantities and consequently helping the local real estate market.


          Apart from the existing demand, future developments will also be helped by such factors as the planned expansion of the Panama Canal.


          


          Bilateral Investment Treaty with the U.S.


          The Bilateral Investment Treaty (BIT) between the governments of the United States and Panama was signed on October 27, 1982. The treaty protects U.S. investment and assists Panama in its efforts to develop its economy by creating conditions more favorable for U.S. private investment and thereby strengthening the development of its private sector. The BIT with Panama was the first such treaty signed by the U.S. in the Western Hemisphere.


          The importance of Panama to the U.S. stems from the Panama Canal which was built by the U.S. during the period of 1904-1914. Previously, if ships wanted to pass through the Americas, they would have to go all the way around the most southern tip of South America, the Tierra del Fuego, and through the Drake Passage. The Panama Canal connects the Atlantic and Pacific Oceans directly at the narrowest point in Panama. When previously a ship going from New York to San Francisco would have to travel for 20,900 kilometers (13,000 miles), now that travel time would be reduced to 8370 km (5200 mi).


          The canal is of economic importance since it provides millions of dollars from toll revenue as well as a right to include and exclude any other nation or company from using it. The United States had complete monopoly over the Panama Canal for 85 years. However, the Torrijos-Carter Treaties signed in 1977 began the process of returning the canal to the Panamanian government in 1999 as long as they agreed to the neutrality of the canal, as well as allowing the U.S. to return at any time.


          


          Proposed Free Trade Agreement with the United States


          A Trade Promotion Agreement between the United States and Panama was signed by both governments in 2007, but neither country has yet approved or implemented the Agreement. While the U.S. Congress was initially favorably disposed to the Panama pact, the election of the anti-American Pedro Gonzlez, and his possible link with to the assassination of US soldier Zak Hernndez, to the presidency of the Panamanian legislature on September 1, 2007 has halted progress of the pact in that body.


          


          Demographics
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          According to the CIA World Factbook, Panama has a population of 3,242,173. The majority of the population, 70%, is mestizo. The rest is 14% Amerindian and mixed West Indian, 10% white and 6% Amerindian. The Amerindian population includes seven indigenous peoples, the Ember, Wounaan, Guaym, Bugl, Kuna, Naso and Bribri. More than half the population lives in the Panama City Coln metropolitan corridor.


          The culture, customs, and language of the Panamanians are predominantly Caribbean and Spanish. Spanish is the official and dominant language. About eight percent of the population speak a creole, mostly in Panama City and in the islands off the northeast coast. English is spoken widely on the Caribbean coast and by many in business and professional fields.


          The overwhelming majority of Panamanians is Roman Catholic, accounting for almost 75% of the population. Although the Constitution recognizes Catholicism as the religion of the great majority, Panama has no official religion. Minority religions in Panama include Islam (0.3), the Bah' Faith (0.1%), Buddhism (at least 0.5%), Greek Orthodox (0.1%), Judaism (0.4%), and Hinduism (0.3%). The Jewish community in Panama, with over 10,000 members, is by far the biggest in the region (including Central America and the Caribbean). Jewish immigration began in the late 19th century, and at present there are synagogues in Panama City, as well as two Jewish schools. Within Latin America, Panama has one of the largest Jewish communities in proportion to its population, surpassed only by Uruguay, Argentina, Brazil, and Mexico. Panama is also the first country in Latin America to have a Jewish president, Eric Arturo Delvalle. Panama's communities of Muslims, East Asians, and South Asians, are also among the largest.


          
            [image: Col�n City, Panama]

            
              Coln City, Panama
            

          


          Panama City hosts a Bah' House of Worship, one of only eight in the world. Completed in 1972, it is perched on a high hill facing the canal, and is constructed of local mud laid in a pattern reminiscent of Native American fabric designs.


          Panama, because of its historical reliance on commerce, is above all a melting pot. This is shown, for instance, by its considerable population of Chinese origin. Many Chinese immigrated to Panama from southern China to help build the Panama Railroad in the 19th century; their descendants number around 50,000. Starting in the 1970s, a further 80,000 have immigrated from other parts of mainland China as well.


          The country is also the smallest in Spanish-speaking Latin America in terms of population (est. 3,232,000), with Uruguay as the second smallest (est. 3,463,000). However, since Panama has a higher birth rate, it is likely that in the coming years its population will surpass Uruguay's.


          


          International rankings


          
            
              	Index (Year)

              	Author / Editor / Source

              	Year of

              publication

              	Countries

              sampled

              	World

              Ranking (1)

              	Ranking

              L.A.(2)
            


            
              	Environmental Performance (2008)

              	Yale University

              	
                
                  2008
                

              

              	149

              	32

              	
                
                  5
                

              
            


            
              	Democracy (2006)

              	The Economist

              	
                
                  2007
                

              

              	167

              	44

              	
                
                  5
                

              
            


            
              	Global Peace (2008)

              	The Economist

              	
                
                  2008
                

              

              	140

              	48

              	
                
                  4
                

              
            


            
              	Economic Freedom (2008)

              	The Wall Street Journal

              	
                
                  2008
                

              

              	157

              	46

              	
                
                  3
                

              
            


            
              	Quality-of-life (2005)

              	The Economist

              	
                
                  2007
                

              

              	111

              	47

              	
                
                  7
                

              
            


            
              	Travel and Tourism Competitiveness (2008)

              	World Economic Forum

              	
                
                  2008
                

              

              	130

              	50

              	
                
                  3
                

              
            


            
              	Press Freedom (2007)

              	Reporters Without Borders

              	
                
                  2007
                

              

              	169

              	54

              	
                
                  5
                

              
            


            
              	Global Competitiviness (2007)

              	World Economic Forum

              	
                
                  2007-08
                

              

              	131

              	59

              	
                
                  3
                

              
            


            
              	Human Development (2005)

              	United Nations (UNDP)

              	
                
                  2007-08
                

              

              	177

              	62

              	
                
                  7
                

              
            


            
              	Corruption Perception (2006)

              	Transparency International

              	
                
                  2007
                

              

              	163

              	84

              	
                
                  10
                

              
            


            
              	Income inequality (1989-2007)(3)

              	United Nations (UNDP)

              	
                
                  2007-2008
                

              

              	126

              	115

              	
                
                  14
                

              
            

          


          
            	(1) Worldwide ranking among countries evaluated.


            	(2) Ranking among the 20 Latin American countries.


            	(3) Because the Gini coefficient used for the ranking corresponds to different years depending of the country, and the underlying household surveys differ in method and in the type of data collected, the distribution data are not strictly comparable across countries. The ranking therefore is only a proxy for reference purposes, and though the source is the same, the sample is smaller than for the HDI
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          The Panama Canal is a man-made canal in Panama which joins the Pacific and Atlantic oceans. One of the largest and most difficult engineering projects ever undertaken, it had an enormous impact on shipping between the two oceans, replacing the long and treacherous route via the Drake Passage and Cape Horn at the southernmost tip of South America. A ship sailing from New York to San Francisco via the canal travels 9,500km (6,000miles), well under half the 22,500km (14,000mi) route around Cape Horn. Although the concept of a canal near Panama dates back to the early 16th century, the first attempt to construct a canal began in 1880 under French leadership. After this attempt failed and saw 21,900 workers die, the project of building a canal was attempted and completed by the United States in the early 1900s, with the canal opening in 1914. The building of the 77km (48mi) canal was plagued by problems, including disease (particularly malaria and yellow fever) and landslides. By the time the canal was completed, a total of 27,500 workers are estimated to have died in the French and American efforts.


          Since opening, the canal has been enormously successful, and continues to be a key conduit for international naval trade. The canal can accommodate vessels from small private yachts up to large commercial vessels. The maximum size of vessel that can use the canal is known as Panamax; an increasing number of modern ships exceed this limit, and are known as post-Panamax vessels. A typical passage through the canal by a cargo ship takes around nine hours. 14,011 vessels passed through in 2005, with a total capacity of 278.8 million tons, making an average of almost 40 vessels per day.


          



          


          History


          The earliest mention of a canal across the Isthmus of Panama dates back to 1532, when Charles V, Holy Roman Emperor and King of Spain, suggested that a canal in Panama would ease the voyage for ships traveling to and from Spain and Peru. During his expedition of 17881793 Alessandro Malaspina demonstrated the feasibility of a canal and outlined plans for its construction.


          Given the strategic situation of Panama and its narrow isthmus dividing two great oceans, other forms of trade links were attempted over the years. The ill-fated Darien scheme was an attempt launched by the Kingdom of Scotland in 1698 to set up an overland trade route, but was defeated by the generally inhospitable conditions, and abandoned two years later in 1700. Finally, the Panama Railway was built across the isthmus, opening in 1855. This overland link greatly facilitated trade and this vital piece of infrastructure was a key factor in the selection of the later canal route.
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          An all-water route between the oceans was still seen as the ideal solution, and the idea of a canal was enhanced by the success of the Suez Canal. The French, under Ferdinand de Lesseps, began construction on a sea-level canal (i.e., without locks) through what was then Colombia's province of Panama, on January 1, 1880. The French began work in a rush with insufficient prior study of the geology and hydrology of the region. Disease, particularly malaria and yellow fever, sickened and killed vast numbers of employees, ranging from laborers to top directors of the French company. Public health measures were ineffective because the role of the mosquito as a disease vector was then unknown. These conditions made it impossible to maintain an experienced work force as fearful technical employees quickly returned to France. Even the hospitals contributed to the problem, unwittingly providing breeding places for mosquitoes inside the unscreened wards. Actual conditions were hushed-up in France to avoid recruitment problems. In 1893, after a great deal of work, the French scheme was abandoned due to disease and the sheer difficulty of building a sea-level canal, as well as lack of French field experience, such as downpours causing steel equipment to rust. The high toll from disease was one of the major factors in the failure; as many as 22,000 workers are estimated to have died during the main period of French construction (18811889).


          According to Stephen Kinzer's 2006 book Overthrow, in 1898 the chief of the French Canal Syndicate (a group that owned large swathes of land across Panama), Philippe Bunau Varilla, hired William Nelson Cromwell (of the US law firm Sullivan & Cromwell) to lobby the US Congress to build a canal across Panama, and not across Nicaragua.


          In 1902, after having run into a 10-cent Nicaraguan postal stamp produced in the US by the American Bank Note Company erroneously depicting a fuming Momotombo volcano (which was nearly dormant and stands more than 160 km (100 miles) from the proposed Nicaraguan canal path) and taking advantage of a particularly volcanic year in the Caribbean, Cromwell planted a story in the New York Sun reporting that the Momotombo volcano had erupted and caused a series of seismic shocks. He thereafter sent leaflets with the above stamps pasted on them to all U.S. Senators as witness to the volcanic activity in Nicaragua. On June 19, 1902, three days after senators received the stamps, they voted for the Panama route for the canal. For his lobbying efforts, Cromwell received the sum of $800,000.


          In November 1903, Phillipe Bunau-Varillaa French citizen who was not authorized to sign any treaties on behalf of Panama without the review of the Panamaniansunilaterally signed the Hay-Bunau Varilla Treaty which granted rights to the United States to build and administer indefinitely the Panama Canal, which was opened in 1914. This treaty became a contentious diplomatic issue between the two countries, reaching a boiling point on Martyr's Day (9 January 1964). The issues were resolved with the signing of the Torrijos-Carter Treaties in 1977 returning the former Canal Zone territories to Panama. The United States, under President Theodore Roosevelt (with John Frank Stevens as Chief Engineer from 19051907), bought out the French equipment and excavations, and began work on May 4, 1904, after helping Panama achieve independence from Colombia by deploying troops and naval forces to stop Columbia from stoping the rebellion against Columbian governance, created by the United States of America. The United States paid Colombia $25,000,000 in 1921, seven years after completion of the canal, for redress of President Roosevelt's role in the creation of Panama, and Colombia recognized Panama under the terms of the Thomson-Urrutia Treaty.


          Chief Engineer (19051907), John Frank Stevens', primary achievement in Panama was in building the infrastructure necessary to complete the canal. He rebuilt the Panama Railway and devised a system for disposing of soil from the excavations by rail. He also built proper housing for canal workers and oversaw extensive sanitation and mosquito-control programmes that eliminated yellow fever and other diseases from the Isthmus. Stevens argued the case against a sea level canal like the French had tried to build. He successfully convinced Theodore Roosevelt of the necessity of a canal built with dams and locks.


          A significant investment was made in eliminating disease from the area, particularly yellow fever and malaria, the causes of which had recently been discovered by Dr. Walter Reed in Cuba with U.S. Army motivation during the Spanish-American War (see Health measures during the construction of the Panama Canal). With the diseases under control, and after significant work on preparing the infrastructure, construction of an elevated canal with locks began in earnest. The Americans also gradually replaced the old French equipment with machinery designed for a larger scale of work (such as the giant hydraulic crushers supplied by the Joshua Hendy Iron Works), quickening the pace of construction, President Roosevelt had the former French machinery minted into medals for all workers who spent at least two years on the construction to commemorate their contribution to the building of the canal. These medals featured Roosevelt's likeness on the front, the name of the recipient on one side, and the worker's years of service, as well as a picture of the Culebra Cut on the back.


          In 1907 Roosevelt appointed George Washington Goethals as Chief Engineer of the Panama Canal. The building of the canal was completed in 1914, two years ahead of the target date of June 1, 1916. The canal was formally opened on August 15, 1914 with the passage of the cargo ship Ancon. Coincidentally, this was also the same month that fighting in World War I (the Great War) began in Europe. The advances in hygiene resulted in a relatively low death toll during the American construction; still, 5,609 workers died during this period (19041914). This brought the total death toll for the construction of the canal to around 27,500.


          By the 1930s it was seen that water supply would be an issue for the canal; this prompted the building of the Madden Dam across the Chagres River above Gatun Lake. The dam, completed in 1935, created Alajuela Lake, which acts as additional water storage for the canal. In 1939, construction began on a further major improvement: a new set of locks for the canal, large enough to carry the larger warships which the U.S. had under construction, or planned for future construction. The work proceeded for several years, and significant excavation was carried out on the new approach channels, but the project was canceled after World War II.


          After the war, United States' control of the canal and the Canal Zone surrounding it became contentious as relations between Panama and the U.S. became increasingly tense. Many Panamanians felt that the canal zone rightfully belonged to Panama; student protests were met by the fencing in of the zone and an increased military presence. Negotiations toward a new settlement began in 1974, and resulted in the Torrijos-Carter Treaties. Signed by President of the United States Jimmy Carter and Omar Torrijos of Panama on September 7, 1977, this set in motion the process of handing the canal over to Panamanian control for free as long as Panama signed a treaty guaranteeing the permanent neutrality of the canal (Neutrality Treaty) and allowed the U.S. to come back anytime. Though controversial within the U.S., the treaty led to full Panamanian control effective at noon on December 31, 1999, and control of the canal was handed over to the Panama Canal Authority (ACP).


          Before this handover, the government of Panama held an international bid to negotiate a 25-year contract for operation of the canal's container shipping ports (chiefly two facilities at the Atlantic and Pacific outlets), which was won by the firm Hutchison Whampoa, a Hong Kong-based shipping concern whose owner, Li Ka Shing, is the wealthiest man in China.
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          Layout
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          The canal consists of artificial lakes, several improved and artificial channels, and three sets of locks. An additional artificial lake, Alajuela Lake (known during the American era as Madden Lake), acts as a reservoir for the canal. The layout of the canal as seen by a ship passing from the Pacific end to the Atlantic is as follows:


          
            	From the buoyed entrance channel in the Gulf of Panama (Pacific side), ships travel 13.2km (8.2mi) up the channel to the Miraflores locks, passing under the Bridge of the Americas


            	The two-stage Miraflores lock system, including the approach wall, is 1.7kilometres (1.1mi) long, with a total lift of 16.5meters (54ft) at mid-tide


            	The artificial Miraflores Lake is the next stage, 1.7kilometers (1.0mi) long, and 16.5metres (54ft) above sea level


            	The single-stage Pedro Miguel lock, which is 1.4kilometres (0.8mi) long, is the last part of the ascent with a lift of 9.5meters (31ft) up to the main level of the canal


            	The Gaillard (Culebra) Cut slices 12.6kilometres (7.8mi) through the continental divide at an altitude of 26metres (85ft), and passes under the Centennial Bridge


            	The Chagres River (el Ro Chagres), a natural waterway enhanced by the damming of Lake Gatn, runs west about 8.5kilometres (5.3mi), merging into Lake Gatun


            	Gatun Lake, an artificial lake formed by the building of the Gatun Dam, carries vessels 24.2kilometers (15.0mi) across the isthmus


            	The Gatn locks, a three-stage flight of locks 1.9kilometres (1.2mi) long, drop ships back down to sea level


            	A 3.2kilometer (2.0mi) channel forms the approach to the locks from the Atlantic side


            	Limn Bay (Baha Limn), a huge natural harbour, provides an anchorage for some ships awaiting passage, and runs 8.7kilometres (5.4mi) to the outer breakwater

          


          Thus, total length of the canal is 47.9 miles (77.1 kilometres).


          


          Canal lock size
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          Initially the locks at Gatun had been designed as 28.5 metres wide. In 1908 the United States Navy requested that the locks should be increased to have a width of at least 36 metres which would allow for the passage of US naval ships. Eventually a compromise was made and the locks were to be constructed to a width of 33 meters. Each lock is 300 metres long with the walls ranging in thickness from 15 metres at the base to 3 metres at the top. The central wall between the parallel locks at Gatun has a thickness of 18 metres and stands in excess of 24 metres in height. The lock gates are made from steel and measures an average of 2 metres thick, 19.5 metres in length and stand 20 metres in height.


          


          Features


          
            
              	Point

              	Coordinates

              (links to map & photo sources)

              	Notes
            


            
              	Atlantic Entrance

              	
            


            
              	Gatn Locks

              	

              	
            


            
              	Trinidad Turn

              	

              	
            


            
              	Boho Turn

              	

              	
            


            
              	Orchid Turn

              	

              	
            


            
              	Frijoles Turn

              	

              	
            


            
              	Barbacoa Turn

              	

              	
            


            
              	Mamei Turn

              	

              	
            


            
              	Gamboa Reach

              	

              	
            


            
              	Bas Obispo Reach

              	

              	
            


            
              	Las Cascadas Reach

              	

              	
            


            
              	Empire Reach

              	

              	
            


            
              	Culebra Reach

              	

              	
            


            
              	Cucaracha Reach

              	

              	
            


            
              	Paraiso Reach

              	

              	
            


            
              	Pedro Miguel Locks

              	

              	
            


            
              	Miraflores Lake

              	

              	
            


            
              	Miraflores Locks

              	

              	
            


            
              	Balboa Reach

              	

              	
            


            
              	Pacific Entrance

              	

              	
            

          


          


          Tolls
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          Tolls for the canal are decided by the Panama Canal Authority and are based on vessel type, size, and the type of cargo carried.


          For container ships, the toll is assessed per the ship's capacity expressed in twenty-foot equivalent units or TEUs. One TEU is the size of a container measuring 20feet (6m) by 8feet (2m) by 8.5feet (6m by 2.4m by 2.6m). Effective May 1, 2007, this toll is US$54 per TEU. A Panamax container ship may carry up to 4,400TEU. A reduced toll is charged for container ships carrying no cargo or passengers.


          Most other types of vessel pay a toll per PC/UMS net ton, in which one "ton" is actually a volume of 100 cubic feet (2.8 m). (The calculation of tonnage for commercial vessels is quite complex.) As of 2007, this toll is US$3.26 per ton for the first 10,000 tons, US$3.19 per ton for the next 10,000 tons, and US$3.14 per ton thereafter. As with container ships, a reduced toll is charged for freight ships "in ballast".


          Small vessels are assessed tolls based on their length. As of 2007, these are:


          
            
              	Length of vessel

              	Toll
            


            
              	Up to 15.240metres (50ft)

              	US$500
            


            
              	More than 15.240metres (50ft) up to 24.384metres (80ft)

              	US$750
            


            
              	More than 24.384metres (80ft) up to 30.480metres (100ft)

              	US$1,000
            


            
              	More than 30.480metres (100ft)

              	US$1,500
            

          


          The most expensive regular toll for canal passage to date was charged on February 24, 2008 to the Norwegian Jade cruise liner, which paid just over US$313,000. The least expensive toll was 36 cents to American adventurer Richard Halliburton who swam the canal in 1928. The average toll is around US$54,000. The highest fee for priority passage charged through the Transit Slot Auction System was US$220,300, paid on August 24, 2006 by the Panamax tanker Erikoussa, bypassing a 90-ship queue waiting for the end of maintenance works on the Gatun locks, thus avoiding a 7-day delay. The normal fee would have been just US$13,430.


          


          Current issues


          Ninety years since its opening, the canal continues to enjoy great success. Even though world shipping  and the size of ships themselves  has changed markedly since the canal was designed, it continues to be a vital link in world trade, carrying more cargo than ever before, with less overhead costs. Nevertheless, the canal certainly faces a number of potential problems.


          


          Efficiency and maintenance
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          There were fears that efficiency and maintenance would suffer following the U.S. withdrawal; however, this does not appear to be the case, and the canal's efficiency appears to be improving under Panamanian control. Canal Waters Time (CWT), the average time it takes a vessel to navigate the canal, including waiting time, is a key measure of efficiency; according to the ACP, CWT is decreasing.


          The Panama Canal Authority claims that the waterway's rate of accidents is at a record low.


          Increasing volumes of imports from Asia which previously landed on the U.S. west coast ports are now passing through the canal to the American east coast. The total number of vessel transits in fiscal year 1999 was 14,336; this fell to a low of 13,154 in 2003, due at least in part to global economic factors, but has risen to 14,194 in 2006 (the canals fiscal year runs from October to September). However, this has been coupled with a steady rise in average ship size and in the numbers of Panamax vessels passing, so that the total tonnage carried has risen steadily from 227.9 million PC/UMS tons in fiscal year 1999 to 296.0 million tons in 2006. Given the negative impact of vessel size on the rate of transits (for example, the inability of large vessels to cross in the Gaillard Cut), this represents significant overall growth in canal capacity, despite the reduction in total transits. The canal set a traffic record on March 13, 2006, when 1,070,023 PC/UMS tons transited the waterway, beating the previous record of 1,005,551 PC/UMS tons set on March 16, 2004.
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          The canal administration has invested nearly US$1 billion in widening and modernising the canal, with the aim of increasing capacity by 20%. The canal authority cites a number of major improvements, including the widening and straightening of the Gaillard Cut to reduce restrictions on crossing vessels, the deepening of the navigational channel in Gatun Lake to reduce draft restrictions and improve water supply, and the deepening of the Atlantic and Pacific entrances of the canal. This is supported by new vessels, such as a new drill barge and suction dredger, and an increase of the tug boat fleet by 20%. In addition, improvements have been made to the operating machinery of the canal, including an increased and improved tug locomotive fleet, the replacement of more than 16 kilometres of locomotive track, and new lock machinery controls. Improvements have been made to the traffic management system to allow more efficient control over ships in the canal.


          The withdrawal of the U.S. has allowed Panama to sell excess electricity produced by the canal's dams, which was previously prohibited by the U.S. government. Only 25% of the hydroelectric power produced in the canal system is required to run the canal.


          


          Capacity


          The canal is presently handling more vessel traffic than had ever been envisioned by its builders. In 1934 it was estimated that the maximum capacity of the canal would be around 80 million tons per year; as noted above, canal traffic in 2005 consisted of 278.8 million tons of shipping.


          Despite the gains which have been made in efficiency, the canal is soon expected to approach its maximum capacity. An additional complication is that the proportion of large (close to Panamax-sized) ships transiting the canal is increasing steadily; this may result in a further reduction in the number of transits, even if cargo tonnage rises. In any case, if the canal is to continue to serve the needs of world shipping, action will be required to increase its capacity.
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          Competition


          Despite having enjoyed a privileged position for many years, the canal is increasingly facing competition from other quarters. Although remote, speculation continues over a possible new canal through Colombia, Nicaragua or the Isthmus of Tehuantepec in Mexico, that will be capable of accommodating post-Panamax vessels, and two private proposals for a railway linking ports on the two coasts.


          Critics have also voiced their concerns over the planned increase in canal tolls, suggesting that the Suez Canal may become a viable alternative for cargo en route from Asia to the U.S. east coast. Nevertheless, demand for the Panama Canal continues to rise.


          The increasing rate of melting of ice in the Arctic Ocean has led to speculation that the Northwest Passage may become viable for commercial shipping at some point in the future. This route would save 9,300kilometres (5,800mi) on the route from Asia to Europe compared with the Panama Canal, possibly leading to a diversion of some traffic to that route. However, such a route would still hold significant problems due to ice, as well as unresolved territorial issues.


          


          Water issues


          A significant problem is the decreasing average amount of water in Gatn Lake, caused largely by deforestation. 202,000 m (52 million U.S. gallons) of fresh water from the lake are drained into the sea by the locks every time a ship transits the canal; and although there is sufficient annual rainfall to replenish the water used by the canal in a year, the seasonal nature of this rainfall means that the water must be stored from one rainy season to the next. Although Gatn Lake can store some of this water, the rainforest has traditionally played a major role by absorbing this rain, and then releasing it at a steady rate into the lake. With the reduction in vegetation, rain flows quickly down the deforested slopes into the lake, from where the excess is spilled out into the ocean. This results in a shortfall of water during the dry season, when there is comparatively little water flowing to the lake to replenish it. Deforestation also causes silt to be more easily eroded from the area around Gatn Lake and collect at its bottom, reducing its capacity.


          


          The future


          With demand rising, the canal is positioned to be a significant feature of world shipping for the foreseeable future. However, changes in shipping patterns  particularly the increasing numbers of post-Panamax ships  will necessitate changes to the canal if it is to retain a significant market share. It is anticipated that by 2011, 37% of the world's container ships will be too large for the present canal, and hence a failure to expand would result in a significant loss of market share. The maximum sustainable capacity of the present canal, given some relatively minor improvement work is estimated at between 330 and 340 million PC/UMS tons per year; it is anticipated that this capacity will be reached between 2009 and 2012. Close to 50% of transiting vessels are already using the full width of the locks.


          An enlargement scheme similar to the 1939 Third Lock Scheme, to allow for a greater number of transits and the ability to handle larger ships, has been under consideration for some time. This enlargement scheme had been approved by the government of Panama. This proposal to expand the Canal was approved on a national referendum by approximately 80% on October 22, 2006.


          


          Third set of locks project
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          The current plan is for two new flights of locks: one to the east of the existing Gatn locks, and one south west of Miraflores locks, each supported by approach channels. Each flight will ascend from ocean level direct to the Gatn Lake level; the existing two-stage ascent at Miraflores / Pedro Miguel will not be replicated. The new lock chambers will feature sliding gates, doubled for safety, and will be 427metres (1,400ft) long, 55metres (180ft) wide, and 18.3metres (60ft) deep; this will allow for the transit of vessels with a beam of up to 49metres (160ft), an overall length of up to 366metres (1,200ft) and a draft of up to 15metres (50ft), equivalent to a container ship carrying around 12,000 20-foot (6.1m) long containers (TEU).


          The new locks will be supported by new approach channels, including a 6.2kilometre (3.8mi) channel at Miraflores from the locks to the Gaillard Cut, skirting around Miraflores Lake. Each of these channels will be 218metres (715ft) wide, which will require post-Panamax vessels to navigate the channels in one direction at a time. The Gaillard Cut and the channel through Gatn Lake will be widened to no less than 280metres (918ft) on the straight portions and no less than 366metres (1,200ft) on the bends. The maximum level of Gatn Lake will be raised from reference height 26.7metres (87.5ft) to 27.1metres (89ft).
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          Each flight of locks will be accompanied by nine water reutilisation basins (three per lock chamber), each basin being approximately 70metres (230ft) wide, 430metres (1410ft) long and 5.50metres (18ft) deep. These gravity-fed basins will allow 60% of the water used in each transit to be reused; the new locks will consequently use 7% less water per transit than each of the existing lock lanes. The deepening of Gatn Lake, and the raising of its maximum water level, will also provide significant extra water storage capacity. These measures are intended to allow the expanded canal to operate without the construction of new reservoirs.


          The estimated cost of the project is US$5.25 billion. The project is designed to allow for an anticipated growth in traffic from 280 million PC/UMS tons in 2005 to nearly 510 million PC/UMS tons in 2025; the expanded canal will have a maximum sustainable capacity of approximately 600 million PC/UMS tons per year. Tolls will continue to be calculated based on vessel tonnage, and will not depend on the locks used.


          The new locks are expected to open for traffic in 2015. The present locks, which will be 100 years old by that time, will then have greater access for maintenance, and are projected to continue operating indefinitely. An article in the February 2007 issue of Popular Mechanics magazine describes the plans for the canal, focusing on the engineering aspects of the expansion project.


          On September 3, 2007, work commenced on the expansion of the canal, with thousands of Panamanians at Paraiso, Panama City, witnessing a huge explosion bite into a hill. However the event was marred by the death of a worker, killed when his truck hit an electricity pylon. The first phase of the project will be dry excavations of the 218 meter (715 ft) wide trench connecting the Culebra Cut with the Pacific coast, removing 47 million cubic meters of earth and rock. The tendering process for the $3 billion project to build a new set of locks will begin later this year.
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              	Summary
            


            
              	Date

              	21 December 1988
            


            
              	Type

              	Terrorist bombing
            


            
              	Site

              	Lockerbie, Scotland
            


            
              	Passengers

              	243
            


            
              	Crew

              	16
            


            
              	Fatalities

              	270 (259 in aircraft, and including 11 on ground)
            


            
              	Survivors

              	0
            


            
              	Aircraft type

              	Boeing 747-121
            


            
              	Aircraft name

              	Clipper Maid of the Seas
            


            
              	Operator

              	Pan American World Airways
            


            
              	Tail number

              	N739PA
            


            
              	Flight origin

              	London Heathrow Airport
            


            
              	Destination

              	John F. Kennedy International Airport
            

          


          Pan Am Flight 103 was Pan American World Airways' third daily scheduled transatlantic flight from London's Heathrow International Airport to New York's John F. Kennedy International Airport. On Wednesday 21 December 1988, the aircraft flying this routea Boeing 747-121 named Clipper Maid of the Seaswas destroyed by a bomb. The remains landed in and around the town of Lockerbie in southern Scotland.


          In the subsequent investigation of the crash, forensic experts determined that about 1lb (450g) of plastic explosive had been detonated in the airplane's forward cargo hold, triggering a sequence of events that led to the rapid destruction of the aircraft. Winds of 100 knots (190km/h) scattered victims and debris along a 130km (80mile) corridor over an area of 2189km (845 square miles).


          The death toll was 270 people from 21 countries, including 11 people in Lockerbie.


          


          Criminal inquiry


          Known as the Lockerbie bombing and the Lockerbie air disaster in the UK, it became the subject of Britain's largest criminal inquiry, led by its smallest police force, Dumfries and Galloway Constabulary. Since 189 of the victims were American, the bombing stood as the deadliest terrorist attack against the United States until the September 11, 2001 attacks.


          


          After a three-year joint investigation by the Dumfries and Galloway Constabulary and the U.S. Federal Bureau of Investigation, during which 15,000 witness statements were taken, indictments for murder were issued on November 13, 1991, against Abdel Basset Ali al-Megrahi, a Libyan intelligence officer and the head of security for Libyan Arab Airlines (LAA), and Lamin Khalifah Fhimah, the LAA station manager in Luqa Airport, Malta. United Nations sanctions against Libya and protracted negotiations with the Libyan leader Colonel Muammar al-Gaddafi secured the handover of the accused on April 5, 1999 to Scottish police at Camp Zeist, Netherlands, chosen as a neutral venue.


          On January 31, 2001, Megrahi was convicted of murder by a panel of three Scottish judges, and sentenced to 27 years in prison. Fhimah was acquitted. Megrahi's appeal against his conviction was refused on March 14, 2002, and his application to the European Court of Human Rights was declared inadmissible in July 2003. On September 23, 2003, Megrahi applied to the Scottish Criminal Cases Review Commission (SCCRC) for his conviction to be reviewed, and for his case to be referred back to the High Court for a fresh appeal. On June 28, 2007, the SCCRC announced its decision to refer the case to the Court of Criminal Appeal after it found he "may have suffered a miscarriage of justice".


          Megrahi is serving his sentence in Greenock Prison, where he continues to profess his innocence.


          


          Flight plan


          Pan Am Flight 103 was a Boeing 747-100 named Clipper Maid of the Seas. The jumbo jet was the fifteenth 747 ever built and was delivered in February 1970, one month after the very first 747 had entered service with Pan Am.


          On Wednesday December 21, 1988, Clipper Maid of the Seas touched down at London's Heathrow Airport at noon from San Francisco. The aircraft was parked at stand K-16, Terminal 3, was guarded for two hours by Pan Am's security company, Alert Security, but otherwise was not watched.


          The first leg of Pan Am Flight 103's journey began as the Boeing 727 feeder flight, PA103A, from Frankfurt International Airport, West Germany to London Heathrow. Forty-seven of the 89 passengers on PA103A transferred at Heathrow to the Boeing 747 flight PA103 which was scheduled to fly to New York JFK. A Boeing 727 would have been used on the final leg from JFK to Detroit.


          There were 243 passengers and 16 crew members on board, led by the pilot Captain James Bruce "Jim" MacQuarrie, First Officer Raymond Ronald "Ray" Wagner, and Flight Engineer Jerry Don Avritt. Mary Murphy served as the head purser. The flight was scheduled to depart at 18:00, and pushed back from the gate at 18:04, but because of a rush-hour delay, it took off from runway 27L at 18:25, flying northwest out of Heathrow, a so-called Daventry departure. Once clear of Heathrow, the crew steered due north toward Scotland. At 18:56, as the aircraft approached the border, it reached its cruising altitude of 31,000ft (9400m), and MacQuarrie throttled the engines back to cruising power.


          At 19:00, PA103 was picked up by the Scottish Area Control Centre at Prestwick, Scotland, where it needed clearance to begin its flight across the Atlantic Ocean. Alan Topp, an air traffic controller, made contact with the clipper as it entered Scottish airspace.


          Captain MacQuarrie replied: "Good evening Scottish, Clipper one zero three. We are at level three one zero." Then First Officer Wagner spoke: "Clipper 103 requesting oceanic clearance." Those were the last words heard from the aircraft.


          


          Explosion


          
            
              [image: Pan Am Flight 103 (United Kingdom)]


              
                [image: Lockerbie]


                
                  Lockerbie
                

              


              
                [image: Solway Firth]


                
                  Solway Firth
                

              


              
                [image: London]


                
                  London
                

              

            


            
              Pan Am 103 crash site
            

          


          At 19:01, Topp watched Flight 103 approach the corner of the Solway Firth, and at 19:02, it crossed its northern coast. On his scope, the aircraft showed transponder code or "squawk"0357 and flight level310. When the airliner's transponder stopped replying, it was flying at 31,000ft (9400m) on a heading of 316 degrees magnetic, and at a speed of 313knots (580km/h) calibrated airspeed, at 19:02:46.9. Subsequent analysis of the radar returns by RSRE concluded that the aircraft was tracking 321 (grid) and travelling at a ground speed of 434knots (804km/h).


          At that moment, SSR contact with the aircraft was lost. Topp tried to make contact with Captain MacQuarrie, and asked a nearby KLM flight to do the same, but there was no reply. Where there should have been one radar return on his screen, there were four, and as the seconds passed, the returns began to fan out. Comparison of the cockpit voice recorder with the radar returns showed that 8 seconds after the explosion, wreckage had a 1-nautical mile (2km) spread.


          A minute later, the wing section containing 200,000lb (91,000kg) of fuel hit the ground at Sherwood Crescent, Lockerbie. The British Geological Survey at nearby Eskdalemuir registered a seismic event measuring 1.6 on the Richter scale as all trace of two families, several houses, and the 196ft (60m) wing of the aircraft disappeared. British Airways pilot Captain Robin Chamberlain, flying the GlasgowLondon shuttle near Carlisle, called Scottish to report that he could see a huge fire on the ground. The destruction of PA103 continued on Topp's screen, by now full of returns moving eastwards with the wind.


          


          Aircraft breakup
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          The explosion punched a 20-inch (0.51m) wide hole, almost directly under the P in Pan Am, on the left side of the fuselage. The disintegration of the aircraft was rapid. Investigators from the Air Accidents Investigation Branch (AAIB) of the British Department of Transport concluded that the nose of the aircraft separated from the main section within three seconds of the explosion.


          The cockpit voice recorder, a recording device in the tail section of the aircraft, was found in a field by police searchers within 24 hours of the bombing. There was no evidence of a distress call: a 180- millisecond hissing noise could be heard as the explosion destroyed the aircraft's communications centre.


          After being lowered into the cockpit in Lockerbie before it was moved, and while the bodies of the flight crew were still inside it, investigators from the U.S. Federal Aviation Administration (FAA) concluded that no emergency procedures had been started. The pressure control and fuel switches were both set for cruise, and the crew had not used their oxygen masks, which would have descended within five seconds of a rapid depressurisation of the aircraft.


          The nerve centre of a 747, from which all the navigation and communication systems are controlled, is below the cockpit, separated from the forward cargo hold by a bulkhead wall. Investigators concluded that the force of the explosion broke through this wall and shook the flight-control cables, causing the front section of the fuselage to begin to roll, pitch, and yaw.


          These violent movements snapped the reinforcing belt that secured the front section to the row of windows on the left side and it began to break away. At the same time, shock waves from the blast ricocheted back from the fuselage skin in the direction of the bomb, meeting pulses still coming from the initial explosion. This produced Mach stem shock waves, calculated to be 25% faster than, and double the power of, the waves from the explosion itself. These shock waves rebounded from one side of the aircraft to the other, running down the length of the fuselage through the air-conditioning ducts and splitting the fuselage open. A section of the 747's roof several feet above the point of detonation peeled away. The Mach stem waves pulsing through the ductwork bounced off overhead luggage racks and other hard surfaces, jolting the passengers.


          The power of the explosion was increased by the difference in air pressure between the inside of the aircraft, where it was kept at breathable levels, and outside, where it was about a quarter of that at sea level. The nose of the aircraft, containing the flight crew and the first class section, broke away, striking the No. 3 Pratt & Whitney engine as it snapped off.


          Investigators believe that within three seconds of the explosion, the cockpit, fuselage, and No. 3 engine were falling separately. The fuselage continued moving forward and down until it reached 19,000ft (6000m), at which point its dive became almost vertical.


          As it descended, the fuselage broke into smaller pieces, with the section attached to the wings landing first in Sherwood Crescent, where the aviation fuel inside the wings ignited, causing a fireball that destroyed several houses, and which was so intense that nothing remained of the left wing of the aircraft. Investigators were able to determine that both wings had landed in the crater after counting the number of large steel flap drive jackscrews that were found there.


          


          Victims


          


          Passengers and crew


          All 243 passengers and 16 crew members were killed. A Scottish Fatal Accident Inquiry, which opened on October 1, 1990, heard that, when the cockpit broke off, tornado-force winds tore through the fuselage, tearing clothes off passengers and turning insecurely fixed items like food and drink trolleys into lethal objects. Because of the sudden change in air pressure, the gases inside the passengers' bodies would have expanded to four times their normal volume, causing their lungs to swell and then collapse. People and objects not fixed down would have been blown out of the aircraft into the 46C (50F) outside air, their 31,000-ft (9400 m) fall lasting about two minutes. Some passengers remained attached to the fuselage by their seat belts, landing in Lockerbie strapped to their seats.


          Although the passengers would have lost consciousness through lack of oxygen, forensic examiners believe some of them might have regained consciousness as they fell toward oxygen-rich lower altitudes. Forensic pathologist Dr. William G. Eckert, director of the Milton Helpern International Centre of Forensic Sciences at Wichita State University, who examined the autopsy evidence, told Scottish police he believed the flight crew, some of the flight attendants, and 147 other passengers survived the bomb blast and depressurization of the aircraft, and may have been alive on impact. None of these passengers showed signs of injury from the explosion itself, or from the decompression and disintegration of the aircraft. The inquest heard that a mother was found holding her baby, two friends were holding hands, and a number of passengers were found clutching crucifixes.


          Dr Eckert told Scottish police that distinctive marks on Captain MacQuarrie's thumb suggested he had been hanging onto the yoke of the plane as it descended, and may have been alive when the plane crashed. The captain, first officer, flight engineer, a flight attendant, and a number of first-class passengers were found still strapped to their seats inside the nose section when it crashed in a field by a tiny church in the village of Tundergarth. The inquest heard that the flight attendant was alive when found by a farmer's wife, but died before her rescuer could summon help. A male passenger was also found alive, and medical authorities believe he might have survived had he been found earlier.


          


          Nationalities


          
            
              	Nationality

              	Passengers

              	Crew

              	Total
            


            
              	[image: Flag of Argentina]Argentina

              	3

              	0

              	3
            


            
              	[image: Flag of Belgium]Belgium

              	1

              	0

              	1
            


            
              	[image: Flag of Bolivia]Bolivia

              	1

              	0

              	1
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              	3

              	0

              	3
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              	2

              	1

              	3
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              	3

              	1

              	4
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              	4

              	0

              	4
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              	3

              	0

              	3
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              	3

              	0

              	3
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              	1

              	0

              	1
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              	2

              	0

              	2
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              	1

              	0

              	1
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              	1

              	0

              	1
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              	1

              	0

              	1
            


            
              	[image: Flag of Spain]Spain

              	0

              	1

              	1
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              	1

              	0

              	1
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              	2

              	1

              	3
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              	1

              	0

              	1
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              	1

              	0

              	1
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              	40

              	1

              	41
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              	169

              	11

              	180
            


            
              	Total

              	243

              	16

              	259
            

          


          


          Students and families


          Thirty-five students from Syracuse University, four from Colgate University, and two from the State University of New York at Oswego were on board, flying home from overseas study in London. Ten of the victims were residents of Long Islandincluding father and son, John and Sean Mulroyand were returning home for seasonal celebrations with families and friends, as reported by Newsday of December 27, 1988. Five members of the Dixit-Rattan family, including 3-year-old Suruchi Rattan, were flying to Detroit from New Delhi. They were supposed to be on PA67, which had left Frankfurt earlier in the day, but one of the children had fallen ill with breathing difficulties, and the pilot had taken the plane back to the gate to allow the family to disembark. The boy soon recovered, and the family was transferred to PA103 instead. Suruchi was wearing a bright red kurta and salwara knee-length tunic and matching trousersfor her journey. She became associated with a note left with flowers outside Lockerbie town hall:


          
            "To the little girl in the red dress who lies here who made my flight from Frankfurt such fun. You didn't deserve this. God Bless, Chas."

          


          Paul Avron Jeffreys, former bass player with the UK group Cockney Rebel, was on the flight with his new wife Rachel, en route to their honeymoon celebration. Jonathan White, aged 33, the son of actor David White (Larry Tate on Bewitched) was also killed on Pan Am Flight 103.


          


          American intelligence officers


          There were at least four U.S. intelligence officers on the passenger list, with rumours, never confirmed, of a fifth. The presence of these men on the flight later gave rise to a number of conspiracy theories, in which one or more of them were said to have been the bombers' targets. Matthew Gannon, the CIA's deputy station chief in Beirut, Lebanon, was sitting in Clipper Class seat 14J. Major Chuck "Tiny" McKee, a senior army officer on secondment to the Defense Intelligence Agency (DIA) in Beirut, sat behind Gannon in the centre aisle in seat 15F. Two Diplomatic Security Service Special Agents, believed to be acting as bodyguards to Gannon and McKee, were sitting in economy: Ronald Lariviere, a security officer from the U.S. Embassy in Beirut, was in 20H, and Daniel O'Connor, a security officer from the U.S. Embassy in Nicosia, Cyprus, sat five rows behind Lariviere in 25H, both men seated over the right wing.


          The four men had flown together out of Cyprus that morning. Major McKee is believed to have been in Beirut trying to locate the American hostages held at that time by Hezbollah. After the bombing, sources close to the investigation told journalists that a map had been found in Lockerbie showing the suspected locations of the hostages, as marked by McKee, though this discovery was not confirmed in court.


          Also on board, in seat 53K at the back of the plane, was 21-year-old Khalid Nazir Jaafar, who had moved from Lebanon to Detroit with his family, where his father ran a successful auto-repair business. Because of his Lebanese background, and because he was returning from having visited relatives there, Jaafar's name later figured prominently in the investigation into the bombing, as well as in a number of conspiracy theories that developed.


          


          Lockerbie residents


          On the ground, 11 Lockerbie residents were killed when the wing section hit 13 Sherwood Crescent at more than 500mph (800km/h) and exploded, creating a crater 47 metres (155ft) long and with a volume of 560m (730yd), vaporising several houses and their foundations, and damaging 21 others so badly they had to be demolished. Four members of one family, Jack and Rosalind Somerville and their children Paul and Lynsey, died when their house at 15 Sherwood Crescent exploded. A fireball rose above the houses and moved toward the nearby Glasgow Carlisle A74 main road, scorching cars in the southbound lanes, leading motorists and local residents to believe that there had been a meltdown at the nearby Chapelcross nuclear power station. The only house left standing intact in the area belonged to Father Patrick Keegans, Lockerbie's Roman Catholic priest.


          For many days, Lockerbie residents lived with the sight of bodies in their gardens and in the streets, as forensic workers photographed and tagged the location of each body to help determine the exact position and force of the on-board explosion, by coordinating information about each passenger's assigned seat, type of injury, and where they had landed. Local resident Bunty Galloway told authors Geraldine Sheridan and Thomas Kenning (1993):


          
            "A boy was lying at the bottom of the steps on to the road. A young laddie with brown socks and blue trousers on. Later that evening my son-in-law asked for a blanket to cover him. I didn't know he was dead. I gave him a lamb's wool travelling rug thinking I'd keep him warm. Two more girls were lying dead across the road, one of them bent over garden railings. It was just as though they were sleeping. The boy lay at the bottom of my stairs for days. Every time I came back to my house for clothes he was still there. 'My boy is still there,' I used to tell the waiting policeman. Eventually on Saturday I couldn't take it no more. 'You got to get my boy lifted,' I told the policeman. That night he was moved."

          


          Despite being advised by their governments not to travel to Lockerbie, many of the passengers' relatives, most of them from the U.S., arrived there within days to identify their loved ones. Volunteers from Lockerbie set up and manned canteens, which stayed open 24 hours a day, where relatives, soldiers, police officers and social workers could find free sandwiches, hot meals, coffee, and someone to talk to. The people of the town washed, dried, and ironed every piece of clothing that was found, once the police had determined they were of no forensic value, so that as many items as possible could be returned to the relatives. The BBC's Scottish correspondent, Andrew Cassel, reported on the tenth anniversary of the bombing that the townspeople had "opened their homes and hearts" to the relatives, bearing their own losses "stoically and with enormous dignity", and that the bonds forged then continue to this day. 


          Helsinki warning
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          On December 5, 1988 the Federal Aviation Administration (FAA) issued a security bulletin saying that on that day a man with an Arabic accent had telephoned the U.S. Embassy in Helsinki, Finland, and had told them that a Pan Am flight from Frankfurt to the United States would be blown up within the next two weeks by someone associated with the Abu Nidal Organization. He said a Finnish woman would carry the bomb on board as an unwitting courier.


          The anonymous warning was taken seriously by the U.S. government. The State Department cabled the bulletin to dozens of embassies. The FAA sent it to all U.S. carriers, including Pan Am, which had charged each of the passengers a five-dollar security surcharge, promising a "program that will screen passengers, employees, airport facilities, baggage and aircraft with unrelenting thoroughness" (The Independent, March 29, 1990); the security team in Frankfurt found the warning hidden under a pile of papers on a desk the day after the bombing. One of the Frankfurt security screeners, whose job it was to spot explosive devices under X-ray, told ABC News that she had first learned what Semtex (a plastic explosive) was during ABC's interview with her 11 months after the bombing (Prime Time Live, November 1989).


          On December 13, the warning was posted on bulletin boards in the U.S. Embassy in Moscow, and eventually distributed to the entire American community there, including journalists and businessmen. As a result, a number of people allegedly booked on carriers other than Pan Am, leaving empty seats on PA103 that were later sold cheaply in "bucket shops". PA103 investigators subsequently said the telephone warning had been a hoax and a chilling coincidence.
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          Flight reservations


          After the bombing, a number of stories emerged of people with reservations on PA103 who missed the flight. Some of them include:


          
            	American musical quartet The Four Tops were returning to the States for Christmas, but were late getting out of a recording session. Angry at being too late to catch the flight, they were arguing about it when they heard it had exploded ( ABC News Prime Time Live, November 30, 1989);


            	Sex Pistols band member John Lydon and his wife, Nora, also had a narrow escape. "Nora and I should have been dead," he told the Scottish Sunday Mirror. "We only missed the flight because Nora hadn't packed in time. The minute we realized what happened, we just looked at each other and almost collapsed."


            	Anne Applebaum was booked on the flight. However, a week before take-off, she postponed her journey by a day in order to visit Oxford


            	Kim Cattrall was supposed to be on this flight, but changed it in order to buy a Christmas present for her mother, she later flew back to New York on TWA.


            	Jaswant Basuta, an American of Indian descent, got drunk in the passenger lounge after checking in, and sprinted to the gate to find the aircraft's doors had just been closed. He pleaded for the doors to be re-opened, but Pan Am duty manager Christopher Price refused. Just over an hour later, two police officers arrived in the passenger lounge to tell Basuta the flight was down and that he was a suspect, because his suitcase had been on the plane but he had not  a breach by the airline of Federal Aviation Administration (FAA) rules, which insist that the checked baggage of any passenger who failed to board be removed from the aircraft's hold. While he was being questioned, his wife, Surinder, who believed he was on the flight, made a promise to the image of a Sikh Guru on the clock in the kitchen at home that she would hire priests to perform a special 48-hour prayer session if her husband survived. On a Friday morning two months later, she and her husband Jaswant went to a Sikh temple in New York, and with the priests she had invited prayed from 10:00 a.m. on Friday until 10:00 a.m. on Sunday. "On one side of the door was death," Surinder told authors Matthew Cox and Tom Foster, "on the other, life. It's like someone pulled him back".


            	Lynne Rutter, a muralist from San Francisco, narrowly missed the flight having spent the previous night partying in London at a friend's wedding. She took a flight on another airline that left only 45 minutes later, and like the rest of the passengers on that flight, was not informed of the disaster until she had cleared customs in San Francisco.


            	Geoffrey Cline, a government contractor whose conference finished a few days earlier than expected and switched to an earlier flight

          


          Others known or rumoured to have cancelled reservations on PA103 include:


          
            	Pik Botha (former South African foreign minister), who was travelling to UN headquarters to sign the New York Accords which granted independence to Namibia; ( Bernt Carlsson, the UN Commissioner for Namibia, who was travelling to the same ceremony, died on board the flight);


            	John McCarthy, then U.S. Ambassador to Lebanon;


            	Chris Revell, the son of Oliver "Buck" Revell, then executive assistant director of the CIA; and,


            	Steven Greene, assistant administrator in the Office of Intelligence of the U.S. Drug Enforcement Administration.

          


          


          Claims of responsibility


          According to a CIA analysis dated December 22, 1988, several groups were quick to claim responsibility in telephone calls in the United States and Europe:


          
            
              	A male caller claimed that a group called the Guardians of the Islamic Revolution had destroyed the plane in retaliation for the U.S. shootdown of an Iranian passenger airliner the previous July.


              	A caller claiming to represent the Islamic Jihad organization told ABC News in New York that the group had planted the bomb to commemorate Christmas.


              	The Ulster Defense League allegedly issued a telephonic claim.


              	Another anonymous caller claimed the plane had been downed by Mossad, the Israeli Intelligence service.

            

          


          After finishing this list, the author stated, "We consider the claims from the Guardians of the Islamic Revolution as the most credible one received so far". The analysis concluded, "We cannot assign responsibility for this tragedy to any terrorist group at this time. We anticipate that, as often happens, many groups will seek to claim credit".


          


          Investigation


          The initial investigation into the crash site by Dumfries and Galloway police involved military and civilian helicopter surveys, satellite imaging, and a fingertip search of the area by police and soldiers. More than 10,000 pieces of debris were retrieved, tagged and entered into a computer tracking system.


          The fuselage of the aircraft was reconstructed by air accident investigators, revealing a 20-inch (510mm) hole consistent with an explosion in the forward cargo hold. Examination of the baggage containers revealed that the container nearest the hole had blackening, pitting, and severe damage indicating a "high-energy event" had taken place inside it. A series of test explosions were carried out to confirm the precise location and quantity of explosive used.


          


          Fragments of a Samsonite suitcase believed to have contained the bomb were recovered, together with parts and pieces of circuit board identified as part of a Toshiba Bombeat radio cassette player, similar to that used to conceal a Semtex bomb seized by West German police from the Palestinian militant group Popular Front for the Liberation of Palestine - General Command two months earlier. Items of baby clothing, which were subsequently proven to have been made in Malta, were also thought to have come from the same suitcase.


          The clothes were traced to a Maltese merchant, Tony Gauci, who became a key prosecution witness, testifying that he sold the clothes to a man of Libyan appearance, whom he later identified as Abdelbaset Ali Mohmed Al Megrahi. Tony Gauci's testimony was discredited in 2007, however, by an official report providing information not available during the original trial, that Gauci had seen a picture of al-Megrahi in a magazine which connected al-Megrahi to the bombing, a fact which could have distorted his judgement.


          A circuit board fragment, allegedly found embedded in a piece of charred material, was identified as part of an electronic timer similar to that found on a Libyan intelligence agent who had been arrested 10 months previously, carrying materials for a Semtex bomb. The timer allegedly was traced through its Swiss manufacturer, Mebo, to the Libyan military, and Mebo employee Ulrich Lumpert identified the fragment at al-Megrahi's trial. On July 18, 2007, however, Lumpert admitted he had lied at the trial. In a sworn affidavit before a Zurich notary, Lumpert stated that he had stolen a prototype MST-13 timer PC-board from Mebo and gave it without permission on June 22, 1989, to "an official person investigating the Lockerbie case". Dr Hans Kchler, UN observer at the Lockerbie trial, who was sent a copy of Lumpert's affidavit, said: "The Scottish authorities are now obliged to investigate this situation. Not only has Mr Lumpert admitted to stealing a sample of the timer, but to the fact he gave it to an official and then lied in court".


          Investigators also discovered that an unaccompanied bag had been routed onto PA 103, via the interline baggage system, from Luqa airport on Air Malta flight KM180 to Frankfurt, and then by feeder flight PA 103A to Heathrow. This unaccompanied bag was shown at the trial to have been the suitcase that contained the bomb.


          


          Trial and appeals


          On May 3, 2000, the trial of the two Libyans, Abdelbaset Ali Mohmed Al Megrahi and Lamin Khalifah Fhimah, accused of the 1988 PA103 bombing, began. Megrahi was convicted of murder on January 31, 2001, and was sentenced to life imprisonment. His co-accused, Fhimah, was found not guilty. Megrahi's appeal against conviction was rejected on March 14, 2002.


          On September 23, 2003 Megrahi's lawyers applied to the Scottish Criminal Cases Review Commission (SCCRC) to have his case referred back to the Court of Criminal Appeal for a fresh appeal against conviction. The application to the SCCRC followed the publication of two reports in February 2001 and March 2002 by Hans Kchler, who had been an international observer at Camp Zeist, Netherlands appointed by the Secretary-General of the United Nations. Kchler described the decisions of the trial and appeal courts as a "spectacular miscarriage of justice". Kchler also issued a series of statements in 2003, 2005, and 2007 calling for an independent international inquiry into the case and accusing the West of "double standards in criminal justice" in relation to the Lockerbie trial on the one hand and the HIV trial in Libya on the other.


          On June 28, 2007 the SCCRC announced its decision to refer Megrahi's case to the High Court for a second appeal against conviction. The SCCRC's decision was based on facts set out in an 800-page report that determined that "a miscarriage of justice may have occurred". Kchler criticised the SCCRC for exonerating police, prosecutors and forensic staff from blame in respect of Megrahi's alleged wrongful conviction. He told The Herald of June 29, 2007:


          
            	"No officials to be blamed, simply a Maltese shopkeeper."

          


          The second appeal will be heard by five judges in 2008 at the Court of Criminal Appeal. A procedural hearing at the Appeal Court in Edinburgh took place on October 11, 2007 when prosecution and defence lawyers discussed a number of legal issues with a panel of three judges. One of the issues concerned a number of documents that were shown before the trial to the prosecution, but were not disclosed to the defence. The documents are understood to relate to the Mebo MST-13 timer that allegedly detonated the PA103 bomb. Megrahi's lawyers are also asking for documents relating to an alleged payment of $2 million made to Maltese merchant, Tony Gauci, for his testimony at the trial, which led to the conviction of Megrahi.


          


          Alleged motive
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              Gulf of SidraLibya's "territorial waters"
            

          


          Libya has never formally admitted carrying out the 1988 Lockerbie bombing. In a letter to the United Nations it "accepted responsibility for the actions of its officials".


          The motive that is generally attributed to Libya can be traced back to a series of military confrontations with the US Navy that took place in the 1980s in the Gulf of Sidra, the whole of which Libya claimed as its territorial waters. First, there was the Gulf of Sidra incident (1981) when two Libyan fighter aircraft were shot down. Then, two Libyan radio ships were sunk in the Gulf of Sidra. Later, on March 23, 1986 a Libyan Navy patrol boat was sunk in the Gulf of Sidra, followed by the sinking of another Libyan vessel on March 25, 1986. The Libyan leader, Muammar al-Gaddafi, was accused of retaliating to these sinkings by ordering the bombing of West Berlin nightclub, La Belle, that was frequented by U.S. soldiers and which killed three and injured 230.


          The CIA's alleged interception of an incriminatory message from Libya to its embassy in East Berlin provided U.S. president Ronald Reagan with the justification for USAF warplanes to launch Operation El Dorado Canyon on April 15, 1986 from British basesthe first U.S. military strikes from Britain since World War IIagainst Tripoli and Benghazi, Libya. Among dozens of Libyan military and civilian casualties, the air strikes killed Hanna Gaddafi, a baby girl Gaddafi said he adopted. To avenge his daughter's death, Gaddafi is said to have sponsored the September 1986 hijacking of Pan Am Flight 73 in Karachi, Pakistan.


          


          Compensation from Libya


          On May 29, 2002, Libya offered up to US$2.7 billion to settle claims by the families of the 270 killed in the Lockerbie bombing, representing US$10 million per family. The Libyan offer was that:


          
            	40% of the money would be released when United Nations sanctions, suspended in 1999, were cancelled;


            	another 40% when U.S. trade sanctions were lifted; and


            	the final 20% when the U.S. State Department removed Libya from its list of states sponsoring terrorism.

          


          Jim Kreindler of New York law firm, Kreindler & Kreindler, which orchestrated the settlement, said:


          
            "These are uncharted waters. It is the first time that any of the states designated as sponsors of terrorism have offered compensation to families of terror victims."

          


          The U.S. State Department maintained that it was not directly involved. "Some families want cash, others say it is blood money," said a State Department official.


          Compensation for the families of the PA103 victims was among the steps set by the UN for lifting its sanctions against Libya. Other requirements included a formal denunciation of terrorismwhich Libya said it had already madeand "accepting responsibility for the actions of its officials".


          Over 18 months later, on December 5, 2003, Jim Kreindler revealed that his Park Avenue law firm would receive an initial contingency fee of around US$1 million from each of the 128 American families Kreindler represents. The firm's fees could exceed US$300 million eventually. But Kreindler argued:


          
            "Over the past seven years we have had a dedicated team working tirelessly on this and we deserve the contingency fee we have worked so hard for, and I think we have provided the relatives with value for money."

          


          Another top legal firm in the U.S., Speiser Krause, which represented 60 relatives, of whom half were UK families, was understood to have concluded contingency deals securing them fees of between 28 and 35% of individual settlements. Frank Granito of Speiser Krause commented:


          
            "Sure the rewards in the U.S. are more substantial than anywhere else in the world but nobody has questioned the fee whilst the work has been going on, it is only now as we approach a resolution when the criticism comes your way."

          


          On August 15, 2003, Libya's UN ambassador, Ahmed Own, submitted a letter to the UN Security Council formally accepting "responsibility for the actions of its officials" in relation to the Lockerbie bombing. The Libyan government then proceeded to pay compensation to each family of US$8 million (from which legal fees of about US$2.5 million were deducted) and, as a result, the UN cancelled the sanctions that had been suspended four years earlier, and U.S. trade sanctions were lifted. A further US$2 million would have gone to each family had the U.S. State Department removed Libya from its list of states regarded as supporting international terrorism, but as this did not happen by the deadline set by Libya, the Libyan Central Bank withdrew the remaining US$540 million in April 2005 from the escrow account in Switzerland through which the earlier US$2.16 billion compensation for the victims' families had been paid. The United States announced resumption of full diplomatic relations with Libya after deciding to remove it from its list of countries that support terrorism on May 15, 2006.


          Libya's acceptance of responsibility may have amounted to a business deal aimed at having the sanctions overturned, rather than an admission of guilt. On February 24, 2004, Libyan Prime Minister Shukri Ghanem stated in a BBC Radio 4 interview that his country had paid the compensation as the "price for peace" and to secure the lifting of sanctions. Asked if Libya did not accept guilt, he said, "I agree with that." He also said there was no evidence to link Libya with the April 1984 shooting of police officer Yvonne Fletcher outside the Libyan Embassy in London. Gaddafi later retracted Ghanem's comments, under pressure from Washington and London.


          A civil action against Libya continues on behalf of Pan Am, which went bankrupt partly as a result of the attack. The airline is seeking $4.5 billion for the loss of the aircraft and the effect on the airline's business.


          In the wake of the SCCRC's June 2007 decision, there have been suggestions that, if Megrahi's second appeal is successful and his conviction is overturned, Libya could seek to recover the $2.16 billion compensation paid to the relatives. Interviewed by French newspaper Le Figaro on December 7, 2007, Saif al-Gaddafi said that the seven Libyans convicted for the Pan Am Flight 103 and the UTA Flight 772 bombings "are innocent". When asked if Libya would therefore seek reimbursement of the compensation paid to the families of the victims ($2.33 billion in total), Saif al-Gaddafi replied: "I don't know".


          Following discussions in London in May 2008, US and Libyan officials agreed to start negotiations to resolve all outstanding bilateral compensation claims including those relating to UTA Flight 772, the 1986 Berlin discotheque bombing and Pan Am Flight 103.


          


          Epilogue from the President's Commission


          On September 29, 1989, President Bush appointed Ann McLaughlin Korologos, former Secretary of Labor, as chair of the President's Commission on Aviation Security and Terrorism (PCAST) to review and report on aviation security policy in the light of the sabotage of flight PA103. Mrs Korologos and the PCAST team (Senator Alfonse D'Amato, Senator Frank Lautenberg, Representative John Paul Hammerschmidt, Representative James Oberstar, General Thomas Richards, deputy commander of U.S. forces in West Germany, and Edward Hidalgo, former Secretary of the U.S. Navy) submitted their report, with its 64 recommendations, on May 15, 1990. The PCAST chairman also handed a sealed envelope to the President which was widely believed to apportion blame for the PA103 bombing. Extensively covered in The Guardian the next day, the PCAST report concluded:


          
            	"National will and the moral courage to exercise it are the ultimate means of defeating terrorism. The Commission recommends a more vigorous policy that not only pursues and punishes terrorists, but also makes state sponsors of terrorism pay a price for their actions."

          


          Before submitting their report, the PCAST members met a group of British PA103 relatives at the U.S. embassy in London on February 12, 1990. Twelve years later, on July 11, 2002, Scottish M.P. Tam Dalyell reminded the House of Commons of a controversial statement made at that 1990 embassy meeting by a PCAST member to one of the British relatives, Martin Cadman:


          
            "Your government and ours know exactly what happened. But they're never going to tell."

          


          The statement first came to public attention in the 1994 documentary film The Maltese Double Cross  Lockerbie and was published in both The Guardian of July 29, 1995, and a special report from Private Eye magazine entitled Lockerbie, the flight from justice May/June 2001. Dalyell asserted in Parliament that the statement had never been refuted.


          


          Memorials
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          There are a number of private and public memorials to the PA103 victims. Dark Elegy is the work of sculptor Susan Lowenstein of Long Island, whose son Alexander, then 21, was a passenger on the flight. The work consists of 43 nude statues of the wives and mothers who lost a husband or a child. Inside each sculpture there is a personal memento of the victim.


          U.S. President Bill Clinton dedicated a Memorial Cairn to the victims at Arlington National Cemetery on November 3, 1995, and there are similar memorials at Syracuse University; Dryfesdale Cemetery, near Lockerbie; and in Sherwood Crescent, Lockerbie.


          Syracuse University holds a memorial week every year called "Remembrance Week" to commemorate its 35 lost students. Every December 21, a service is held in the university's chapel at 2:03 p.m. (19:03 UTC), marking the moment the aircraft exploded. The university also awards university tuition fees to two students from Lockerbie Academy each year, in the form of its Lockerbie scholarship. In addition, the university annually awards 35 scholarships to seniors to honour each of the 35 students killed. The Remembrance Scholarships are among the highest honours a Syracuse undergraduate can receive. SUNY Oswego also gives out scholarships in memorial of Colleen Brunner to a student who is studying abroad. A local sorority at SUNY Oswego also gives out an award every spring to a Junior who best represents the way Colleen was because she is a sister of Alpha Sigma Chi. Hamburg High School, her alma mater, also gives out a scholarship to a deserving senior.


          The main UK memorial is at Dryfesdale Cemetery about a mile west of Lockerbie. There is a semicircular stone wall in the garden of remembrance with the names and nationalities of all the victims along with individual funeral stones and memorials. Inside the chapel at Dryfesdale there is a book of remembrance. There are memorials in Lockerbie and Moffat Roman Catholic churches, where plaques list the names of all 270 victims. In Lockerbie Town Hall Council Chambers, there is a stained-glass window depicting flags of the 21 different countries whose citizens lost their lives in the disaster. There is also a book of remembrance at Lockerbie public library and another at Tundergarth Church.


          
            Retrieved from " http://en.wikipedia.org/wiki/Pan_Am_Flight_103"
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Liliopsida

                  


                  
                    	Order:

                    	Pandanales

                  


                  
                    	Family:

                    	Pandanaceae

                  


                  
                    	Genus:

                    	Pandanus

                    Parkinson
                  

                

              
            


            
              	Species
            


            
              	
                See text

              
            

          


          Pandanus is a genus of monocots with about 600 known species. Plants vary in size from small shrubs less than 1 m tall, up to medium-sized trees 20 m tall, typically with a broad canopy and moderate growth rate. The trunk is stout, wide-branching, and ringed with many leaf scars. They commonly have many thick prop roots near the base, which provide support as the tree grows top-heavy with leaves, fruit, and branches. The leaves are strap-shaped, varying between species from 30 cm up to 2 m or more long, and from 1.5 cm up to 10 cm broad.


          They are dioecious, with male and female flowers produced on different plants. The flowers of the male tree are 2-3 cm long and fragrant, surrounded by narrow, white bracts. The female tree produces flowers with round fruits that are also bract-surrounded. The fruits are globose, 10 to 20 cm in diameter, and have many prism-like sections, resembling the fruit of the pineapple. Typically, the fruit changes from green to bright orange or red as it matures. The fruit of some species are edible. Pandanus fruit are eaten by animals including bats, rats, crabs, elephants and monitor lizards, but the vast majority of species are dispersed primarily by water.


          
            	Selected species

          


          
            
              	
                
                  	Pandanus affinis


                  	Pandanus aldabraensis


                  	Pandanus amaryllifolius


                  	Pandanus atrocarpus


                  	Pandanus austrosinensis


                  	Pandanus balfourii


                  	Pandanus baptistii


                  	Pandanus boninensis


                  	Pandanus butayei


                  	Pandanus carmichaelii


                  	Pandanus clandestinus


                  	Pandanus conoideus


                  	Pandanus copelandii


                  	Pandanus corallinus


                  	Pandanus decastigma


                  	Pandanus decipiens


                  	Pandanus decumbens


                  	Pandanus dubius


                  	Pandanus fascicularis


                  	Pandanus furcatus


                  	Pandanus graminifolius


                  	Pandanus gressitii


                  	Pandanus halleorum


                  	Pandanus humilis


                  	Pandanus hornei


                  	Pandanus joskei

                

              

              	
                
                  	Pandanus kajui


                  	Pandanus labyrinthicus


                  	Pandanus lacuum


                  	Pandanus leram


                  	Pandanus linguiformis


                  	Pandanus luzonensis


                  	Pandanus microcarpus


                  	Pandanus multispicatus


                  	Pandanus nepalensis


                  	Pandanus odoratus


                  	Pandanus palustris


                  	Pandanus papenooensis


                  	Pandanus parvicentralis


                  	Pandanus parvus


                  	Pandanus petersii


                  	Pandanus polycephalus


                  	Pandanus punicularis


                  	Pandanus pygmaeus


                  	Pandanus pyramidalis


                  	Pandanus sanderi


                  	Pandanus sechellarum


                  	Pandanus spiralis


                  	Pandanus taveuniensis


                  	Pandanus tectorius


                  	Pandanus temehaniensis


                  	Pandanus teuszii


                  	Pandanus thomensis


                  	Pandanus utilis


                  	Pandanus vandermeeschii


                  	Pandanus veitchii


                  	Pandanus verecundus


                  	Pandanus whitmeeanus

                

              
            

          


          P. odoratissimus is used for P. fascicularis or P. tectorius.


          


          Cultivation and uses


          Pandan ( P. amaryllifolius) leaves are used in Southeast Asian cooking to add a distinct aroma to rice and curry dishes such as nasi lemak, kaya ('jam') preserves, and desserts such as pandan cake. Pandan leaf can be used as a complement to chocolate in many dishes, such as ice cream. They are known as daun pandan in Indonesian and Malay; and 斑蘭 (bān ln) in Mandarin. Fresh leaves are typically torn into strips, tied in a knot to facilitate removal, placed in the cooking liquid, then removed at the end of cooking. Dried leaves and bottled extract may be bought in some places.


          "Kewra" is extract distilled from the Pandanus flower, used to flavour drinks and desserts in Indian cuisine.


          Throughout Oceania almost every part of the plant is used, with various species different from those used in Southeast Asian cooking. Pandanus trees provide


          
            	materials for housing,


            	clothing and textiles including the manufacture of Dilly Bags (carrying bags), fine mats or ie toga,


            	food,


            	medication,


            	decorations,


            	fishing,


            	religious uses

          


          Pandan is said to be a restorative, deodorant, indolent and phylactic, promoting a feeling of wellbeing and acting as a counter to tropical lassitude. It may be chewed as a breath sweetener or used as a preservative on foods. It is also said to have flavonoids which are believed to have a variety of healthful properties, including antiviral, anti-allergen, antiplatelet, anti-inflammatory, and antioxidant.


          Cockroaches tend to dislike the smell of pandan leaves. In Asia, a car infested with cockroaches can generally be rid of the cockroaches by leaving a handful of fresh pandan leaves overnight in the vehicle.


          
            	Vernacular names

          


          
            	Chamorro: kgak (P. tectorius), phong (P. dubius), kafo', paingut, ak'on


            	Chinese (Cantonese): Baan laahn, Chan heung laahn, Chat yihp laahn, Heung lahm tauh


            	Chinese (Mandarin): 班兰 (班蘭) [bān ln], Chen xiang lan, Qi ye lan, Xiang lin tou


            	Czech: Pandn


            	Danish: Skruepalme


            	Dhivehi (Maldivian): Kashi'keyo


            	Dutch: Schroefpalm, Pandan


            	English: Pandanus, Screwpine, Umbrella tree, Screw tree


            	Estonian: Lhnav pandan


            	Finnish: Kairapalmu


            	French: Pandanus


            	German: Schraubenbaum, Schraubenpalme


            	Hawaiian: Hala


            	Hebrew: הפאנדאנוס, Ha-pandanus (refers to entire genus)


            	Hindi: Ambemohor pat, Rampe


            	Hungarian: Pandanusz levl, Panpung levl, Csavarplma levl


            	Indonesian: Pandan


            	Italian: Pandano


            	Japanese: Nioi-takonoki, Nioi-adan


            	Kapampangan: Pandan (Pandanus amaryllifolius), Pandan Lalaqui (Pandanus utilis )


            	Khmer: Taey


            	Korean: Pandanusu (판다누스)


            	Laotian: Tey Ban, Tey hom


            	Lithuanian: Amarilinis pandanas


            	Malay: Pandan Wangi


            	Malayalam: Kaitha


            	Marshallese: Pob


            	Persian: کادی (Kād)


            	Philippines: Pandan


            	Polish: Pandan, Pochutnik


            	Portuguese: Pndano (Brazil), Pndano (Portugal)


            	Sāmoan: Fala


            	Singhalese: Rampe


            	Spanish: Pandan, Pandano


            	Tagalog: Pandan, Pandan mabango, Bicolano language, Kalagimi (P. simplex), Alasas (P. radicans)


            	Tahitian: Fara, Hinano


            	Thai: ใบเตย, เตยหอม, เตย, Panae-wo-nging, Bai Toey, Toey-hom, Toey


            	Tongan: Fā (plus many more names for different varieties, leaves, flowers, etc.)


            	Vietnamese: Cy cơm nếp, Dứa thơm, L dứa, Cay com nep

          


          
            	Source
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          Paprika is a spice made from the grinding of dried sweet red or green bell peppers ( Capsicum annuum). In many European countries, the name paprika also refers to bell peppers themselves. The seasoning is used in many cuisines to add colour and flavour to dishes.


          


          History


          Red paprika originated in Southern Mexico, Central America, and the Antilles Islands, where Native Americans used it for healing and seasoning. Christopher Columbus returned from the New World with unknown spices with a never-before-seen present: a paprika plant. At first, the plants were used to decorate baroque gardens of nobility in Europe. The plant also arrived in Turkey via trade routes.


          From there it came to Hungary through the Balkans. In the second half of the 16th century, Margit Szchy, a noble lady already had a plant in her garden called the Turkish pepper (at that time also called Indian pepper or heathen pepper). The name paprika came from the 18th Century as a diminutive form for the south-slavic name of pepper (papar), then after the Hungarian usage, the word became international and universal. The first note mentioning red pepper in Szeged dates back to 1748, the word paprika stood in an account book.


          In Hungary, paprika was first used as a cure for intermittent fever, it later became a typical spice of Hungarian cooking.


          According to the Oxford English Dictionary, the English word comes from the Hungarian "paprika," which means 'pepper' (the red spice or the vegetable). This derives from the Serbian and Croatian "paprena" that means "the one that is hot" and it is derived from Serbian and Croatian noun papar, "pepper", which in turn was borrowed from the Latin "piper", for "pepper."


          


          Usage
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          Paprika is used as an ingredient in a broad variety of dishes throughout the world. Paprika (pimentn in Spain, colorau in Portugal, chiltoma in Nicaragua, but these "paprikas" are not made exclusively from bell peppers, other varieties are used, and there are several hot and sweet "paprikas") is principally used to season and colour rices, stews, and soups, such as goulash. In Spain, Germany, Hungary, Slovakia, Bosnia and Herzegovina, Croatia, Serbia, Romania, Bulgaria, Turkey and Portugal, paprika is also used in the preparation of sausages as an ingredient that is mixed with meats and other spices. Paprika may be smoked for additional flavour.


          


          


          Production


          In Poland, cans with Paprykarz szczeciński are made by many seafood producers, of steamed sea fish, rice, paprika, and onion.


          In India, a similar powdered spice comes from a fruit locally called 'deghi mirchi', which is grown widely and takes on a slightly different flavour, depending on local soil and climatic conditions. The hottest paprikas are not the bright red ones, but rather the palest red and light brown coloured ones.


          Types of Hungarian paprika (Hungarian name in parentheses):


          
            	Special Quality (Klnleges): The mildest and brightest red of all Hungarian paprikas, with excellent aroma.


            	Delicate (des csemege): Ranging from light to dark red, a mild paprika with a rich flavour.


            	Exquisite Delicate (Csemegepaprika): Similar to Delicate, but more pungent.


            	Pungent Exquisite Delicate (Cspős Csemege, Pikns): An even more pungent Delicate.


            	Rose (Rzsa): Pale Red in colour with strong aroma and mild pungency.


            	Noble Sweet (desnemes): The most commonly exported paprika; bright red and slightly pungent.


            	Half-Sweet (Fldes): A blend of mild and pungent paprikas; medium pungency.


            	Hot (Erős): Light brown in colour, this is the hottest of all the paprikas.

          


          Hungarian paprika is mainly made in the cities of Kalocsa and Szeged, both areas in the southern part of Hungary.


          In Hungarian and some other languages, such as Dutch, German, Polish, Japanese and Korean, the word "paprika" is used for the fruits, the bell pepper or hot pepper too, of which the spices are made.


          


          Health benefits


          Paprika is unusually high in vitamin C. Hungary's 1937 Nobel prize-winning Albert Szent-Gyrgyi first discovered in 1932. The capsicum peppers used for paprika contain six to nine times as much vitamin C as tomatoes by weight.


          High heat leaches the vitamins from peppers, thus commercially-dried peppers are not as nutritious as those dried naturally in the sun.
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                  Independent State of Papua New Guinea
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                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	Motto: Unity in diversity
            


            
              	Anthem: O Arise, All You Sons

            


            
              	
                
                  [image: Location of Papua New Guinea]
                


                

              
            


            
              	Capital

              (and largest city)

              	Port Moresby

            


            
              	Official languages

              	English, Tok Pisin, Hiri Motu
            


            
              	Demonym

              	Papua New Guinean
            


            
              	Government

              	Constitutional monarchy
            


            
              	-

              	Queen

              	Elizabeth II
            


            
              	-

              	Governor-General

              	Sir Paulias Matane
            


            
              	-

              	Prime Minister

              	Sir Michael Somare
            


            
              	Independence

              	From Australia
            


            
              	-

              	Self-governing

              	December 1, 1973
            


            
              	-

              	Independence

              	September 16, 1975
            


            
              	Area
            


            
              	-

              	Total

              	462,840km( 54th)

              178,703 sqmi
            


            
              	-

              	Water(%)

              	2
            


            
              	Population
            


            
              	-

              	2007estimate

              	6,300,000 ( 104th)
            


            
              	-

              	Density

              	13/km( 201st)

              34/sqmi
            


            
              	GDP( PPP)

              	2005estimate
            


            
              	-

              	Total

              	$14.363 billion( 126th)
            


            
              	-

              	Per capita

              	$2,418( 131st)
            


            
              	Gini(1996)

              	50.9(high)
            


            
              	HDI(2007)

              	▲ 0.530(medium)( 145th)
            


            
              	Currency

              	Papua New Guinean kina ( PGK)
            


            
              	Time zone

              	AEST ( UTC+10)
            


            
              	-

              	Summer( DST)

              	not observed (as of 2005)( UTC+10)
            


            
              	Internet TLD

              	.pg
            


            
              	Calling code

              	+675
            

          


          Papua New Guinea (pronounced /ˈppuːə njuː ˈgɪni/, /ˈppjuːə/), in Tok Pisin: Papua Niugini, officially the Independent State of Papua New Guinea, is a country in Oceania, occupying the eastern half of the island of New Guinea and numerous offshore islands (the western portion of the island is a part of Indonesian provinces of Papua and West Papua). It is located in the southwestern Pacific Ocean, in a region defined since the early 19th century as Melanesia. Its capital, and one of its few major cities, is Port Moresby. It is one of the most diverse countries on Earth, with over 850 indigenous languages and at least as many traditional societies, out of a population of just under 6 million. It is also one of the most rural, with only 18 per cent of its people living in urban centres. The country is also one of the world's least explored, culturally and geographically, and many undiscovered species of plants and animals are thought to exist in the interior of Papua New Guinea.


          The majority of the population live in traditional societies and practise subsistence-based agriculture. These societies and clans have some explicit acknowledgement within the nation's constitutional framework. The PNG Constitution (Preamble 5(4)) expresses the wish for traditional villages and communities to remain as viable units of Papua New Guinean society, and for active steps to be taken in their preservation. The PNG legislature has enacted various laws in which a type of tenure called " customary land title" is recognised, meaning that the traditional lands of the indigenous peoples have some legal basis to inalienable tenure. This customary land notionally covers most of the usable land in the country (some 97% of total land area); alienated land is either held privately under State Lease or is government land. Freehold Title (also known as fee simple) can only be held by Papua New Guinea citizens.


          The country's geography is similarly diverse and, in places, extremely rugged. A spine of mountains runs the length of the island of New Guinea, forming a populous highlands region. Dense rainforests can be found in the lowland and coastal areas. This terrain has made it difficult for the country to develop transportation infrastructure. In some areas, planes are the only mode of transport. After being ruled by three external powers since 1884, Papua New Guinea gained its independence from Australia in 1975.


          


          History


          Human remains have been found which have been dated to about 50,000 years ago. These ancient inhabitants probably had their origins in Southeast Asia. Agriculture was independently developed in the New Guinea highlands around 9,000 years ago, making it one of the few areas of original plant domestication in the world. A major migration of Austronesian speaking peoples came to coastal regions roughly 2,500 years ago, and this is correlated with the introduction of pottery, pigs, and certain fishing techniques. More recently, some 300 years ago, the sweet potato entered New Guinea having been introduced to the Moluccas from South America by the then-locally dominant colonial power, Portugal. The far higher crop yields from sweet potato gardens radically transformed traditional agriculture; sweet potato largely supplanted the previous staple, taro, and gave rise to a significant increase in population in the highlands.


          Little was known in the West about the island until the nineteenth century, although traders from Southeast Asia had been visiting New Guinea as long as 5,000 years ago collecting bird of paradise plumes, and European explorers had encountered it as early as the sixteenth century. The country's dual name results from its complex administrative history prior to Independence. The word papua is derived from a Malay word describing the frizzy Melanesian hair, and "New Guinea" (Nueva Guinea) was the name coined by the Spanish explorer Yigo Ortiz de Retez, who in 1545 noted the resemblance of the people to those he had earlier seen along the Guinea coast of Africa.


          The northern half of the country came into German hands in 1884 as German New Guinea. During World War I, it was occupied by Australia, which had begun administering British New Guinea, the southern part, as the re-named Papua in 1904 once Britain was assured by the federation of the Australian colonies that Queensland, with its equivocal history of race relations, would not have a direct hand in the administration of the territory. After World War I, Australia was given a mandate to administer the former German New Guinea by the League of Nations. Papua, by contrast, was deemed to be an External Territory of the Australian Commonwealth, though as a matter of law it remained a British possession, an issue which had significance for the country's post-Independence legal system after 1975. This difference in legal status meant that Papua and New Guinea had entirely separate administrations, both controlled by Australia.


          The two territories were combined into the Territory of Papua and New Guinea after World War II, which later was simply referred to as "Papua New Guinea". The Administration of Papua was now also open to United Nations oversight. However, certain statutes continued (and continue) to have application only in one of the two territories, a matter considerably complicated today by the adjustment of the former boundary among contiguous provinces with respect to road access and language groups, so that such statutes apply on one side only of a boundary which no longer exists.


          Peaceful independence from Australia, the de facto metropolitan power occurred on September 16, 1975, and close ties remain (Australia remains the largest bilateral aid donor to Papua New Guinea).


          A secessionist revolt in 1975-76 on the island of Bougainville resulted in an eleventh-hour modification of the draft Constitution of Papua New Guinea to allow for Bougainville and the other eighteen districts of pre-Independence Papua New Guinea to have quasi-federal status as provinces. The revolt recurred and claimed 20,000 lives from 1988 until it was resolved in 1997. Autonomous Bougainville recently elected Joseph Kabui as president.
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          Law


          The unicameral Parliament enacts legislation in the same manner as in other jurisdictions having "cabinet," "responsible government," or "parliamentary democracy": it is introduced by the executive government to the legislature, debated and, if passed, becomes law when it receives royal assent by the Governor-General. Most legislation is actually regulation implemented by the bureaucracy under enabling legislation previously passed by Parliament.


          All ordinary statutes enacted by Parliament must be consistent with the Constitution and the courts have jurisdiction to rule on the constitutionality of statutes, both in disputes before them and on a reference where there is no dispute but only an abstract question of law. Unusual among developing countries, the judicial branch of government in Papua New Guinea has remained remarkably independent and successive executive governments have continued to respect its authority.


          The "underlying law"  that is, the common law of Papua New Guinea  consists of English common law as it stood on September 16, 1975 (the date of Independence), and thereafter the decisions of PNGs own courts. The courts are directed by the Constitution and, latterly, the Underlying Law Act, to take note of the "custom" of traditional communities, with a view to determining which customs are common to the whole country and may be declared also to be part of the underlying law. In practice, this has proved extremely difficult and has been largely neglected. Statutes are largely adopted from overseas jurisdictions, primarily Australia and England. Advocacy in the courts follows the adversarial pattern of other common law countries.


          


          Politics


          Papua New Guinea is a member of the Commonwealth of Nations and Queen Elizabeth II is the head of state. It had been expected by the constitutional convention, which prepared the draft constitution, and by Australia, the outgoing metropolitan power, that Papua New Guinea would choose not to retain its link with the British monarchy. The founders, however, considered that imperial honours had a cachet that the newly independent state would not be able to confer with a purely indigenous honours system  the Monarchy was thus maintained. The Queen is represented in Papua New Guinea by the Governor-General, currently Sir Paulias Matane. Papua New Guinea and the Solomon Islands are unusual among Commonwealth realms in that their Governors-General are effectively selected by the legislature rather than by the executive, as in some parliamentary democracies within or formerly within the Commonwealth whose non-executive ceremonial president is similarly chosen and as would have been the case had the link with the monarchy been severed at independence such that the governor-general was an autochthonous head of state.


          Actual executive power lies with the Prime Minister, who heads the cabinet. The unicameral National Parliament has 109 seats, of which 20 are occupied by the governors of the 19 provinces and the NCD. Candidates for members of parliament are voted upon when the prime minister calls a national election, a maximum of five years after the previous national election. In the early years of independence, the instability of the party system led to frequent votes of no-confidence in Parliament with resulting falls of the government of the day and the need for national elections, in accordance with the conventions of parliamentary democracy. In recent years, successive governments have passed legislation preventing such votes sooner than 18 months after a national election. This has arguably resulted in greater stability though, perhaps, at a cost of reducing the accountability of the executive branch of government.


          Elections in PNG attract large numbers of candidates. After independence in 1975, members were elected by the first past the post system, with winners frequently gaining less than 15% of the vote. Electoral reforms in 2001 introduced the Limited Preferential Vote system (LPV), a version of the Alternative Vote. The 2007 general election was the first to be conducted using LPV.


          


          Regions, provinces and districts


          Papua New Guinea is divided into four regions, which are not the primary administrative divisions, but are quite significant in many aspects of government, commercial, sporting and other activities.


          The nation has 20 province-level divisions: eighteen provinces, the autonomous province of North Solomons (Bougainville) and the National Capital District. Each province is divided into one or more districts, which in turn are divided into one or more Local Level Government areas.


          Provinces are the primary administrative divisions of the country. Provincial governments are branches of the national government  Papua New Guinea is not a federation of provinces. The province-level divisions are as follows:


          
            
              	
                
                  	Central


                  	Chimbu ( Simbu)


                  	Eastern Highlands


                  	East New Britain


                  	East Sepik


                  	Enga


                  	Gulf


                  	Madang


                  	Manus


                  	Milne Bay

                

              

              	
                
                  	Morobe


                  	New Ireland


                  	Northern ( Oro Province)


                  	Bougainville (North Solomons)


                  	Southern Highlands


                  	Western Province (Fly)


                  	Western Highlands


                  	West New Britain


                  	West Sepik (Sandaun)


                  	National Capital District

                

              

              	
                
                  [image: Provinces of Papua New Guinea]
                

              
            

          


          


          Geography
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          At 462,840km (178,704sqmi), Papua New Guinea is the world's fifty-fourth largest country (after Cameroon). It is comparable in size to Sweden, and somewhat larger than the US state of California.


          Papua New Guinea is mostly mountainous (highest peak: Mount Wilhelm at 4,509m; 14,793ft) and mostly covered with tropical rainforest, as well as very large wetland areas surrounding the Sepik and Fly rivers. Papua New Guinea is surrounded by coral reefs which are under close watch to preserve them.


          The country is situated on the Pacific Ring of Fire, at the point of collision of several tectonic plates. There are a number of active volcanoes and eruptions are frequent. Earthquakes are relatively common, sometimes accompanied by tsunamis.


          The mainland of the country is the eastern half of New Guinea island, where the largest towns are also located, including the capital Port Moresby and Lae; other major islands within Papua New Guinea include New Ireland, New Britain, Manus and Bougainville.


          Papua New Guinea is one of the few regions close to the equator that experience snowfall, which occurs in the most elevated parts of the mainland.


          


          Ecology


          Papua New Guinea is part of the Australasia ecozone, which also includes Australia, New Zealand, eastern Indonesia, and several Pacific island groups, including the Solomon Islands and Vanuatu.


          Geologically, the island of New Guinea is a northern extension of the Indo-Australian tectonic plate, forming part of a single landmass Australia-New Guinea (also called Sahul or Meganesia). It is connected to the Australian segment by a shallow continental shelf across the Torres Strait, which in former ages had lain exposed as a land bridge  particularly during ice ages when sea levels were lower than at present.
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          Consequently, many species of birds and mammals found on New Guinea have close genetic links with corresponding species found in Australia. One notable feature in common for the two landmasses is the existence of several species of marsupial mammals, including some kangaroos and possums, which are not found elsewhere.


          Many of the other islands within PNG territory, including New Britain, New Ireland, Bougainville, the Admiralty Islands, the Trobriand Islands, and the Louisiade Archipelago, were never linked to New Guinea by land bridges, and they lack many of the land mammals and flightless birds that are common to New Guinea and Australia.


          Australia and New Guinea are portions of the ancient supercontinent of Gondwana, which started to break into smaller continents in the Cretaceous era, 13065 million years ago. Australia finally broke free from Antarctica about 45 million years ago. All the Australasian lands are home to the Antarctic flora, descended from the flora of southern Gondwana, including the coniferous podocarps and Araucaria pines, and the broadleafed southern beech (Nothofagus). These plant families are still present in Papua New Guinea.


          As the Indo-Australian Plate (which includes landmasses of India, Australia, and the Indian Ocean floor in-between) drifts north, it collides with the Eurasian Plate, and the collision of the two plates pushed up the Himalayas, the Indonesian islands, and New Guinea's Central Range. The Central Range is much younger and higher than the mountains of Australia, so high that it is home to rare equatorial glaciers. New Guinea is part of the humid tropics, and many Indomalayan rainforest plants spread across the narrow straits from Asia, mixing together with the old Australian and Antarctic floras.


          
            [image: Densely forested mountains in the Ekuti range of Central Papua]

            
              Densely forested mountains in the Ekuti range of Central Papua
            

          


          PNG includes a number of terrestrial ecoregions:


          
            	Admiralty Islands lowland rain forests


            	Central Range montane rain forests


            	Huon Peninsula montane rain forests


            	Louisiade Archipelago rain forests


            	New Britain-New Ireland lowland rain forests


            	New Britain-New Ireland montane rain forests


            	New Guinea mangroves


            	Northern New Guinea lowland rain and freshwater swamp forests


            	Northern New Guinea montane rain forests


            	Solomon Islands rain forests (includes Bougainville and Buka)


            	Southeastern Papuan rain forests


            	Southern New Guinea freshwater swamp forests


            	Southern New Guinea lowland rain forests


            	Trobriand Islands rain forests


            	Trans Fly savanna and grasslands


            	Central Range sub-alpine grasslands

          


          


          Economy
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          Papua New Guinea is richly endowed with natural resources, but exploitation has been hampered by rugged terrain, the high cost of developing infrastructure, serious law and order problems and the system of land title, which makes identifying the owners of land for the purpose of negotiating appropriate agreements problematic. Agriculture provides a subsistence livelihood for 85% of the population. Mineral deposits, including oil, copper, and gold, account for 72% of export earnings. Former Prime Minister Sir Mekere Morauta tried to restore integrity to state institutions, stabilize the kina, restore stability to the national budget, privatize public enterprises where appropriate, and ensure ongoing peace on Bougainville following the 1997 agreement which ended Bougainville's secessionist unrest. The Morauta government had considerable success in attracting international support, specifically gaining the backing of the IMF and the World Bank in securing development assistance loans. Significant challenges face the current Prime Minister Sir Michael Somare, including gaining further investor confidence, continuing efforts to privatize government assets, and maintaining the support of members of Parliament. The third quarter (September, 2004) Reserve Bank Report by the Governor of Bank of PNG showed positive economic stance by the Government, with inflation at zero. However, in March 2006 the United Nations Committee for Development Policy called for Papua New Guinea's designation of developing country to be downgraded to least-developed country because of protracted economic and social stagnation.


          


          Land tenure


          Only some 3% of the land of Papua New Guinea is in private hands; it is privately held under 99 year State Lease, or it is held by the State. There is virtually no freehold title; the few existing freeholds are automatically converted to State Lease when they are transferred between vendor and purchaser. Unalienated land is owned under customary title by traditional landowners. The precise nature of the seisin varies from one culture to another. Many writers portray land as in the communal ownership of traditional clans; however, closer studies usually show that the smallest portions of land whose ownership cannot be further divided are held by the individual heads of extended families and their descendants, or their descendants alone if they have recently died. This is a matter of vital importance because a problem of economic development is identifying who the membership of customary landowning groups is, and thus who the owners are. Disputes between mining and forestry companies and landowner groups often devolve on the issue of whether the companies entered into contractual relations for the use of land with the true owners. Customary property  usually land  cannot be devised by will; it can only be inherited according to the custom of the deceased's people.


          


          Demographics
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          Papua New Guinea is one of, if not the most heterogeneous nations in the world. There are hundreds of ethnic groups indigenous to Papua New Guinea, the majority being from the group known as Papuans, whose ancestors arrived in the New Guinea region tens of thousands of years ago. The others are Austronesians, their ancestors having arrived in the region less than four thousand years ago. There are also numerous people from other parts of the world now resident, including Chinese, Europeans, Australians, Filipinos, Polynesians and Micronesians.


          Papua New Guinea has more languages than any other country, with over 820 indigenous languages, representing twelve percent of the world's total. Indigenous languages are classified into two large groups: Austronesian languages and non-Austronesian (or Papuan languages). There are three official languages for Papua New Guinea. English is an official language, and is the language of government and the education system, but it is not widely spoken. The primary lingua franca of the country is Tok Pisin, in which much of the debate in Parliament is conducted, many information campaigns and advertisements are presented, and until recently a national newspaper, Wantok, was published. The only area where Tok Pisin is not prevalent is the southern region of Papua, where people often use the third official language, Hiri Motu. Although it lies in the Papua region, Port Moresby has a highly diverse population which primarily uses Tok Pisin, and to a lesser extent English, with Motu spoken as the indigenous language in outlying villages. With an average of only 7,000 speakers per language, Papua New Guinea has a greater density of languages than any other nation on earth except Vanuatu.


          PNG has the highest incidence of HIV and AIDS in the Pacific region and is the fourth country in the Asia Pacific region to fit the criteria for a generalised HIV/AIDS epidemic. Lack of HIV/AIDS awareness is a major problem, especially in rural areas.


          


          Culture


          
            [image: Resident of Bago-bago, an island in the southeast of Papua New Guinea]

            
              Resident of Bago-bago, an island in the southeast of Papua New Guinea
            

          


          The culture of Papua New Guinea is multi-faceted and complex. It is estimated that more than a thousand different cultural groups exist in PNG. Because of this diversity, many different styles of cultural expression have emerged; each group has created its own expressive forms in art, dance, weaponry, costumes, singing, music, architecture and much more.


          Most of these different cultural groups have their own language. People typically live in villages that rely on subsistence farming. In some areas people hunt and collect wild plants (such as yam roots) to supplement their diets. Those who become skilled at hunting, farming and fishing earn a great deal of respect.


          On the Sepik river, there is a famous tradition of wood carving, often in the form of plants or animals, representing ancestor spirits.


          Sea shells are no longer the currency of Papua New Guinea, as they were in some regions  sea shells were abolished as currency in 1933. However, this heritage is still present in local customs; in some cultures, to get a bride, a groom must bring a certain number of golden-edged clam shells as a bride price. In other regions, bride price is paid in lengths of shell money, pigs, cassowaries or cash; elsewhere, bride price is unknown and it is brides who must pay dowry.


          People of the highlands engage in colourful local rituals that are called "sing sings". They paint themselves, and dress up with feathers, pearls and animal skins to represent birds, trees or mountain spirits. Sometimes an important event, such as a legendary battle, is enacted at such a musical festival. (See also Music of Papua New Guinea.)


          


          Education


          The University of Papua New Guinea based in the National Capital District offers various degrees to national and international students. Teaching language is English.


          


          Sport


          Sport is an important part of PNG culture. The national sport, although not official, is considered to be rugby league. In a nation where communities are far apart and many people live at a minimal subsistence level, rugby league has been described as a replacement for tribal warfare as a way of explaining the local enthusiasm for the game (a matter of life and death). Many Papua New Guineans have become instant celebrities by representing their country or playing in an overseas professional league. Even Australian rugby league players who have played in the annual (Australian) State of Origin clash, which is celebrated feverishly every year in PNG, are among the most well known identities throughout the nation. The Papua New Guinea national rugby league team usually play against the Australian national rugby league team each year in Port Moresby. It is such a popular fixture that thousands of people can't get into the ground once it's full, causing people to climb onto the stadium roof or up trees outside the ground in order to see the match. The limited capacity of the stadium for this fixture often sparks riots. Spectators clashed with riot police during this fixture in 2006.


          Australian Rules football has experienced considerable growth over the past decade, now being Papua New Guinea's second most popular sport. They also boast the second highest number of players in the world. The Papua New Guinea national Australian rules football team competed at both the 2002 and 2005 International Cups and were runners-up both times (to Ireland and New Zealand respectively). AFL-PNG is the governing body of the sport in Papua New Guinea. Mal Michael is a famous Papua New Guinean footballer in the AFL, and his popularity has helped increase awareness of the game in his homeland.


          Other major sports which have a part in the PNG sporting landscape are soccer, rugby union and, in eastern Papua, cricket. The national rugby union team have in the past attempted to qualify for the Rugby World Cup, but have yet to debut.


          


          Religion
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          The courts and government practice uphold the constitutional right to freedom of speech, thought, and belief, and no legislation to curb those rights has been adopted, though Sir Arnold Amet, the immediately previous Chief Justice of Papua New Guinea and an outspoken proponent of Pentecostal Christianity, frequently urged legislative and other curbs on the activities of Muslims in the country.


          The 2000 census showed 96 percent of citizens were members of a Christian church; however, many citizens combine their Christian faith with some pre-Christian traditional indigenous practices. The census percentages were as follows:


          
            	Roman Catholic Church (27.0%)


            	Evangelical Lutheran Church of Papua New Guinea (19.5%)


            	United Church (11.5%)


            	Seventh-day Adventist Church (10.0%)


            	Pentecostal (8.6%)


            	Evangelical Alliance (5.2%)


            	Anglican Church of Papua New Guinea (3.2%)


            	Baptist (2.5%)


            	Church of Christ (0.4%)


            	Jehovah's Witnesses (0.3%)


            	Salvation Army (0.2%)


            	Other Christian (8.0%)

          


          Minority religions include the Bah' Faith (15,000 or 0.3%), while Islam in Papua New Guinea accounts for approximately 1,000 to 2,000 or about 0.04%, (largely foreign residents of African and Southeast Asian origin, but with some Papua New Guinean converts in the towns). Non-traditional Christian churches and non-Christian religious groups are active throughout the country. The Papua New Guinea Council of Churches has stated that both Muslim and Confucian missionaries are active, and foreign missionary activity in general is high.


          Traditional religions were often animist and some also tended to have elements of ancestor worship though generalisation is suspect given the extreme heterogeneity of Melanesian societies. For a discussion of one (West Papuan) society's traditional religion by way of example, see the article on the Korowai of West Papua.


          


          Transport


          Transport in Papua New Guinea is heavily limited by the country's mountainous terrain. Port Moresby, is not linked by road to any of the other major towns and many remote villages can only be reached by light aircraft or on foot. As a result, air travel is the single most important form of transport. Papua New Guinea has 578 airstrips, with 557 of them being unpaved.
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              	Systematic (IUPAC) name
            


            
              	N-(4-hydroxyphenyl)acetamide
            


            
              	Identifiers
            


            
              	CAS number

              	
            


            
              	ATC code

              	N02
            


            
              	PubChem

              	
            


            
              	DrugBank

              	
            


            
              	Chemical data
            


            
              	Formula

              	C8H9NO2
            


            
              	Mol. mass

              	151.17 g/mol
            


            
              	SMILES

              	&
            


            
              	Physical data
            


            
              	Density

              	1.263g/cm
            


            
              	Melt. point

              	169C (336F)
            


            
              	Solubility in water

              	0.1-0.5 g/100 mL at 22 Cmg/mL (20C)
            


            
              	Pharmacokinetic data
            


            
              	Bioavailability

              	almost 100%
            


            
              	Metabolism

              	90 to 95% Hepatic
            


            
              	Half life

              	14 hours
            


            
              	Excretion

              	Renal
            


            
              	Therapeutic considerations
            


            
              	Licence data

              	
            


            
              	Pregnancy cat.

              	
                A(AU) B(US) safe

              
            


            
              	Legal status

              	
                Unscheduled(AU) GSL(UK) OTC(US)

              
            


            
              	Routes

              	Oral, rectal, intravenous
            

          


          Paracetamol ( INN) (IPA: /ˌprəˈsiːtəmɒl, -ˈsɛtə-/) or acetaminophen ( USAN), is the active metabolite of phenacetin, a so-called coal tar analgesic. Unlike phenacetin, paracetamol has not been shown to be carcinogenic in any way. It has analgesic and antipyretic properties, but, unlike aspirin, it is not a very effective anti-inflammatory agent. It is well tolerated, lacks many of the side-effects of aspirin, and is available over-the-counter, so it is commonly used for the relief of fever, headaches, and other minor aches and pains. Paracetamol is also useful in the management of more severe pain, where it allows lower dosages of additional non-steroidal anti-inflammatory drugs (NSAIDs) or opioid analgesics to be used, thereby minimizing overall side-effects. It is a major ingredient in numerous cold and flu medications, including Tylenol and Panadol, among others. It is considered safe for human use at recommended doses; however, acute overdose can cause fatal liver damage often heightened with use of alcohol, and the number of accidental self-poisonings and suicides has grown in recent years.


          The words acetaminophen and paracetamol come from the chemical names for the compound: para-acetylaminophenol and para-acetylaminophenol. (The brand name Tylenol also derives from this name: para-acetylaminophenol.) In some contexts, it is shortened to APAP, for N-acetyl-para-aminophenol.


          


          History


          In ancient and medieval times, known antipyretic agents were compounds contained in white willow bark (a family of chemicals known as salicins, which led to the development of aspirin), and compounds contained in cinchona bark. Cinchona bark was also used to create the anti-malaria drug quinine. Quinine itself also has antipyretic effects. Efforts to refine and isolate salicin and salicylic acid took place throughout the middle- and late-19th century, and was accomplished by Bayer chemist Felix Hoffmann (this was also done by French chemist Charles Frdric Gerhardt 40 years earlier, but he abandoned the work after deciding it was impractical).


          When the cinchona tree became scarce in the 1880s, people began to look for alternatives. Two alternative antipyretic agents were developed in the 1880s: acetanilide in 1886 and phenacetin in 1887. Harmon Northrop Morse first synthesized paracetamol via the reduction of p-nitrophenol with tin in glacial acetic acid in 1878; however, paracetamol was not used in medical treatment for another 15 years. In 1893, paracetamol was discovered in the urine of individuals that had taken phenacetin, and was concentrated into a white, crystalline compound with a bitter taste. In 1899, paracetamol was found to be a metabolite of acetanilide. This discovery was largely ignored at the time.


          In 1946, the Institute for the Study of Analgesic and Sedative Drugs awarded a grant to the New York City Department of Health to study the problems associated with analgesic agents. Bernard Brodie and Julius Axelrod were assigned to investigate why non-aspirin agents were associated with the development of methemoglobinemia, a condition that decreases the oxygen-carrying capacity of blood and is potentially lethal. In 1948, Brodie and Axelrod linked the use of acetanilide with methemoglobinemia and determined that the analgesic effect of acetanilide was due to its active metabolite paracetamol. They advocated the use of paracetamol, since it did not have the toxic effects of acetanilide.


          The product was first sold in 1955 by McNeil Laboratories as a pain and fever reliever for children, under the brand name Tylenol Children's Elixir.


          In 1956, 500 mg tablets of paracetamol went on sale in the United Kingdom under the trade name Panadol, produced by Frederick Stearns & Co, a subsidiary of Sterling Drug Inc. Panadol was originally available only by prescription, for the relief of pain and fever, and was advertised as being "gentle to the stomach," since other analgesic agents of the time contained aspirin, a known stomach irritant. In June 1958, a children's formulation, Panadol Elixir, was released.


          In 1963, paracetamol was added to the British Pharmacopoeia, and has gained popularity since then as an analgesic agent with few side-effects and little interaction with other pharmaceutical agents.


          The U.S. patent on paracetamol has long expired, and generic versions of the drug are widely available under the Drug Price Competition and Patent Term Restoration Act of 1984, although certain Tylenol preparations were protected until 2007. U.S. patent 6,126,967 filed September 3, 1998 was granted for "Extended release acetaminophen particles."


          


          Chemistry


          


          Structure and reactivity


          Paracetamol consists of a benzene ring core, substituted by one hydroxyl group and the nitrogen atom of an amide group in the para (1,4) pattern. The amide group is acetamide (ethanamide). It is an extensively conjugated system, as the lone pair on the hydroxyl oxygen, the benzene pi cloud, the nitrogen lone pair, the p orbital on the carbonyl carbon, and the lone pair on the carbonyl oxygen are all conjugated. The presence of two activating groups also make the benzene ring highly reactive toward electrophilic aromatic substitution. As the substituents are ortho,para-directing and para with respect to each other, all positions on the ring are more or less equally activated. The conjugation also greatly reduces the basicity of the oxygens and the nitrogen, while making the hydroxyl acidic through delocalisation of charge developed on the phenoxide anion.


          


          Synthesis


          From the starting material phenol, paracetamol can be made in the following manner:


          
            	Phenol is nitrated using sulfuric acid and sodium nitrate (as phenol is highly activated, its nitration requires very mild conditions compared to the oleum-fuming nitric acid mixture required to nitrate benzene).


            	The para isomer is separated from the ortho isomer by fractional distillation (there will be little of meta, as OH is o-p directing).


            	The 4-nitrophenol is reduced to 4-aminophenol using a reducing agent such as sodium borohydride in basic medium.


            	4-aminophenol is reacted with acetic anhydride to give paracetamol.

          


          Notice that the synthesis of paracetamol lacks one very significant difficulty inherent in almost all drug syntheses: Lack of stereocenters means there is no need to design a stereo-selective synthesis. More efficient, industrial syntheses are also available.


          


          Available forms
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          Panadol, which is marketed in Europe, Africa, Asia, Central America, and Australasia, is the most widely available brand, sold in over 80 countries. In North America, paracetamol is sold in generic form (usually labeled as acetaminophen) or under a number of trade names, for instance, Tylenol (McNeil-PPC, Inc), Anacin-3, Tempra, and Datril. However in the Uk it is extremely rare to find it labeled as anything other than Paracetamol. --- In some formulations, paracetamol is combined with the opioid codeine, sometimes referred to as co-codamol ( BAN). In the United States and Canada, this is marketed under the name of Tylenol #1/2/3/4, which contain approximately 1/8 grain, approximately 1/4 grain, approximately 1/2 grain, and approximately 1 grain of codeine, respectively. A US grain is 64.78971milligrams - this is usually rounded in manufacture down to a multiple of 5mg (so that a #3 contains 30 mg, and a #4 contains 60 mg, while a #1 may be 8 mg or 10 mg depending on manufacturer. In the U.S., this combination is available only by prescription, while the lowest-strength preparation is over-the-counter in Canada, and, in other countries, other strengths may be available over the counter. There are generics as well. In the UK and in many other countries, this combination is marketed under the names of Tylex CD and Panadeine. Other names include Captin, Disprol, Dymadon, Fensum, Hedex, Mexalen, Nofedol, Paralen, Pediapirin, Perfalgan, and Solpadeine. Paracetamol is also combined with other opioids such as dihydrocodeine, referred to as co-dydramol ( BAN), oxycodone or hydrocodone, marketed in the U.S. as Percocet and Vicodin, respectively. Another very commonly used analgesic combination includes paracetamol in combination with propoxyphene napsylate, sold under the brand name Darvocet. A combination of paracetamol, codeine, and the calmative doxylamine succinate is marketed as Syndol or Mersyndol.


          Paracetamol is commonly used in multi-ingredient preparations for migraine headache, typically including butalbital and paracetamol with or without caffeine, and sometimes containing codeine.


          It is commonly administered in tablet, liquid suspension, suppository, intravenous, or intramuscular form. The common adult dose is 500 mg to 1000mg. The recommended maximum daily dose, for adults, is 4grams. In recommended doses, paracetamol is safe for children and infants, as well as for adults.


          
            
              	Brand Names
            


            
              	Aceta, Actimin, Anacin-3, Apacet, Aspirin Free Anacin, Atasol, Banesin, Dapa, Datril Extra-Strength, Feverall, Genapap, Genebs, Liquiprin, Neopap, Oraphen-PD, Panadol, Phenaphen, Redutemp, Snaplets-FR, Suppap, Tapanol, Tylenol, Valorin, Few Drops.
            

          


          


          Mechanism of action


          The mechanism by which paracetamol reduces fever and pain is still a source of debate. The reason for this confusion has largely been due to the fact that paracetamol reduces the production of prostaglandins, pro-inflammatory chemicals the production of which is also inhibited by aspirin, but, unlike aspirin, paracetamol does not have much anti-inflammatory action. Likewise, whereas aspirin inhibits the production of the pro-clotting chemicals thromboxanes, paracetamol does not. Aspirin is known to inhibit the cyclooxygenase (COX) family of enzymes, and, because of paracetamol's partial similarity of aspirin's action, much research has focused on whether paracetamol also inhibits COX. It is now clear, however, that paracetamol acts via (at least) two pathways.


          The COX family of enzymes are responsible for the metabolism of arachidonic acid to prostaglandin H2, an unstable molecule, which is, in turn, converted to numerous other pro-inflammatory compounds. Classical anti-inflammatories, such as the NSAIDs, block this step. The activity of the COX enzyme relies on its being in the oxidized form to be specific, tyrosine 385 must be oxidized to a radical. It has been shown that paracetamol reduces the oxidized form of the COX enzyme, preventing it from forming pro-inflammatory chemicals.


          Further research has shown that paracetamol also modulates the endogenous cannabinoid system. Paracetamol is metabolized to AM404, a compound with several actions; most important, it inhibits the uptake of the endogenous cannabinoid/vanilloid anandamide by neurons. Anandamide uptake would result in the activation of the main pain receptor (nociceptor) of the body, the TRPV1 (older name: vanilloid receptor). Furthermore, AM404 inhibits sodium channels, similarly to the anesthetics lidocaine and procaine. Either of these actions by themselves has been shown to reduce pain, and are a possible mechanism for paracetamol, though it has been demonstrated that, after blocking cannabinoid receptors and hence making any action of cannabinoid reuptake irrelevant, paracetamol no longer has any analgesic effect, suggesting its pain-relieving action is indeed mediated by the endogenous cannabinoid system.


          A theory that held some sway, but has now largely been discarded, is that paracetamol inhibits the COX-3 isoform of the cyclooxygenase family of enzymes. This enzyme, when expressed in dogs, shares a strong similarity to the other COX enzymes, produces pro-inflammatory chemicals, and is selectively inhibited by paracetamol. However, in humans and mice, the COX-3 enzyme is without inflammatory action, and is not modulated by paracetamol.


          


          Metabolism


          


          Paracetamol is metabolised primarily in the liver, where its major metabolites include inactive sulfate and glucuronide conjugates, which are excreted by the kidneys. Only a small, yet significant amount is metabolised via the hepatic cytochrome P450 enzyme system (its CYP2E1 and CYP1A2 isoenzymes), which is responsible for the toxic effects of paracetamol due to a minor alkylating metabolite (N-acetyl-p-benzo-quinone imine, abbreviated as NAPQI). There is a great deal of polymorphism in the P450 gene, and genetic polymorphisms in CYP2D6 have been studied extensively. The population can be divided into "extensive," "ultrarapid," and " poor metabolizers" depending on their levels of CYP2D6 expression. CYP2D6 may also contribute to the formation of NAPQI, albeit to a lesser extent than other P450 isozymes, and its activity may contribute to paracetamol toxicity, in particular, in extensive and ultrarapid metabolizers and when paracetamol is taken at very large doses.


          The metabolism of paracetamol is an excellent example of toxication, because the metabolite NAPQI is primarily responsible for toxicity rather than paracetamol itself.


          Paracetamol overdose results in more calls to poison control centers in the US than overdose of any other pharmacological substance, accounting for more than 100,000 calls, as well as 56,000 emergency room visits, 2,600 hospitalizations, and 458 deaths due to acute liver failure per year. A recent study of cases of acute liver failure between November 2000 and October 2004 by the Centers for Disease Control and Prevention (US) found that paracetamol was the cause of 41% of all cases in adults, and 25% of cases in children.


          At usual doses, the toxic metabolite NAPQI is quickly detoxified by combining irreversibly with the sulfhydryl groups of glutathione or administration of a sulfhydryl compound such as N-acetylcysteine, to produce a non-toxic conjugate that is eventually excreted by the kidneys. Also, methionine has been recommended in some cases, although recent studies show that N-acetylcysteine is a more effective antidote to paracetamol overdose.


          


          Comparison with NSAIDs


          Paracetamol, unlike other common analgesics such as aspirin and ibuprofen, has relatively little anti-inflammatory activity, and so it is not considered to be a non-steroidal anti-inflammatory drug (NSAID).


          


          Efficacy


          Regarding comparative efficacy, studies show conflicting results when compared to NSAIDs. A randomized controlled trial of chronic pain from osteoarthritis in adults found similar benefit from acetaminophen and ibuprofen. However, a randomized controlled trial of acute musculoskeletal pain in children found that the standard OTC dose of ibuprofen (400mg) gives greater relief of pain than the standard dose of paracetamol (1000 mg).


          


          Adverse effects


          In recommended doses, paracetamol does not irritate the lining of the stomach, affect blood coagulation as much as NSAIDs, or affect function of the kidneys. However, some studies have shown that high dose-usage (greater than 2000 mg per day) does increase the risk of upper gastrointestinal complications.


          Paracetamol is safe in pregnancy, and does not affect the closure of the fetal ductus arteriosus as NSAIDs can. Unlike aspirin, it is safe in children, as paracetamol is not associated with a risk of Reye's syndrome in children with viral illnesses.


          Like NSAIDs and unlike opioid analgesics, paracetamol has not been found to cause euphoria or alter mood in any way. Paracetamol and NSAIDs have the benefit of bearing a low risk of addiction, dependence, tolerance, and withdrawal, but, unlike opioid medications, may damage the liver; however, this is, in general, taken into account when compared to the danger of addiction.


          Paracetamol, particularly in combination with weak opioids, is more likely than NSAIDs to cause rebound headache (medication overuse headache), although less of a risk than ergotamine or triptans used for migraines.


          


          Toxicity


          Paracetamol is contained in many preparations (both over-the-counter and prescription-only medications). In some animals, for example, cats, small doses are toxic. Because of the wide availability of paracetamol, there is a large potential for overdose and toxicity. Without timely treatment, overdose can lead to liver failure and death within days; paracetamol toxicity is, by far, the most common cause of acute liver failure in both the United States and the United Kingdom. It is sometimes used in suicide attempts by those unaware of the prolonged timecourse and high morbidity (likelihood of significant illness) associated with paracetamol-induced toxicity in survivors.


          In the UK, sales of over-the-counter paracetamol are restricted to packs of 32 tablets in pharmacies, and 16 tablets in non-pharmacy outlets. Up to 100 tablets may be sold in a single transaction. In Ireland, the limits are 24 and 12 tablets, respectively. In Australia, paracetamol tablets are available at supermarkets in small-pack sizes, whereas, with children's formulations, pack sizes greater than 48 tablets and suppositories are restricted to pharmacies.


          


          Mechanism


          Paracetamol is mostly converted to inactive compounds via Phase II metabolism by conjugation with sulfate and glucuronide, with a small portion being oxidized via the cytochrome P450 enzyme system. Cytochromes P450 2E1 ( CYP2E1) and 3A4 ( CYP3A4) convert paracetamol to a highly-reactive intermediary metabolite, N-acetyl-p-benzo-quinone imine ( NAPQI).


          Under normal conditions, NAPQI is detoxified by conjugation with glutathione. In cases of paracetamol toxicity, the sulfate and glucuronide pathways become saturated, and more paracetamol is shunted to the cytochrome P450 system to produce NAPQI. As a result, hepatocellular supplies of glutathione become exhausted and NAPQI is free to react with cellular membrane molecules, resulting in widespread hepatocyte damage and death, leading to acute hepatic necrosis. In animal studies, hepatic glutathione must be depleted to less than 70% of normal levels before hepatotoxicity occurs.


          


          Toxic dose


          The toxic dose of paracetamol is highly variable. In individuals over 6 years of age, single doses above 200 mg/kg consumed over a single 24-hour period have a reasonable likelihood of causing toxicity. If an individual has consumed large quantities of paracetamol over a 48 hour period, a dose of above 6 grams or 150mg/kg in the subsequent 24 hour period may cause toxicity. Toxicity can also occur when multiple smaller doses within 24 hours exceeds these levels, or even with chronic ingestion of doses as low as 4g/day, and death with as little as 6g/day. Consumption of alcohol has been tied to a smaller dose toxicity.


          In children of 6 and under, acute doses above 10 grams or 200mg/kg could potentially cause toxicity. This higher threshold is largely due to larger kidneys and livers relative to body size in children versus adults, and hence greater tolerance per body mass of paracetamol overdose than adults. Acute paracetamol overdose in children rarely causes illness or death with chronic, supratherapeutic doses being the major cause of toxicity in children.


          In a normal dose of 1 gram of acetaminophen four times a day, one-third of patients may have an increase in their liver function tests to three times the normal value. However, it is unclear as to whether this leads to liver failure.


          Since paracetamol is often included in combination with other drugs, it is important to include all sources of paracetamol when checking a person's dose for toxicity. In addition to being sold by itself, paracetamol may be included in the formulations of various analgesics and cold/flu remedies as a way to increase the pain-relieving properties of the medication, and sometimes in combination with opioids such as hydrocodone to deter people from using it recreationally or becoming addicted to the opioid substance. In fact, the human toll of acetaminophen, in terms of both fatal overdoses and chronic liver toxicity, likely far exceeds the damage caused by the opioids themselves.


          


          Risk factors


          Chronic excessive alcohol consumption can induce CYP2E1, thus increasing the potential toxicity of paracetamol. For this reason, analgesics such as aspirin or ibuprofen are often recommended over paracetamol for relief of hangovers when other factors, such as gastric irritation, are not involved.


          Fasting is a risk factor, possibly because of depletion of hepatic glutathione reserves.


          It is well documented that concomitant use of the CYP2E1 inducer isoniazid increases the risk of hepatotoxicity, though whether 2E1 induction is related to the hepatotoxicity in this case is unclear. Concomitant use of other drugs that induce CYP enzymes such as antiepileptics (including carbamazepine, phenytoin, and barbiturates) have also been reported as risk factors.


          


          Natural history


          Individuals that have overdosed on paracetamol, in general, have no specific symptoms for the first 24 hours. Although nausea, vomiting, and diaphoresis may occur initially, these symptoms, in general, resolve after several hours. After resolution of these symptoms, individuals tend to feel better, and may believe that the worst is over. If a toxic dose was absorbed, after this brief feeling of relative wellness, the individual develops overt hepatic failure. In massive overdoses, coma and metabolic acidosis may occur prior to hepatic failure.


          In general, damage occurs in hepatocytes as they metabolize the paracetamol. Rarely, acute renal failure also may occur. This is usually caused by either hepatorenal syndrome or Multiple organ dysfunction syndrome. Acute renal failure may also be the primary clinical manifestation of toxicity. In these cases, it has been suggested that the toxic metabolite is produced more in the kidneys than in the liver.


          The prognosis of paracetamol toxicity varies depending on the dose and the appropriate treatment. In some cases, massive hepatic necrosis leads to fulminant hepatic failure with complications of bleeding, hypoglycemia, renal failure, hepatic encephalopathy, cerebral edema, sepsis, multiple organ failure, and death within days. In many cases, the hepatic necrosis may run its course, hepatic function may return, and the patient may survive with liver function returning to normal in a few weeks.


          


          Diagnosis


          Evidence of liver toxicity may develop in one to four days, although, in severe cases, it may be evident in 12 hours. Right-upper-quadrant tenderness may be present. Laboratory studies may show evidence of massive hepatic necrosis with elevated AST, ALT, bilirubin, and prolonged coagulation times (in particular, elevated prothrombin time). After paracetamol overdose, when AST and ALT exceed 1000IU/L, paracetamol-induced hepatotoxicity can be diagnosed. However, the AST and ALT levels can exceed 10,000IU/L. In general, the AST is somewhat higher than the ALT in paracetamol-induced hepatotoxicity.


          A drug nomogram was developed in 1975, which estimated the risk of toxicity based on the serum concentration of paracetamol at a given number of hours after ingestion. To determine the risk of potential hepatotoxicity, the paracetamol level is traced along the standard nomogram. A paracetamol level drawn in the first four hours after ingestion may underestimate the amount in the system because paracetamol may still be in the process of being absorbed from the gastrointestinal tract. Delay of the initial draw for the paracetamol level to account for this is not recommended, since the history in these cases is often poor and a toxic level at any time is a reason to give the antidote.


          


          Treatment


          


          Initial measures


          The initial treatment for uncomplicated paracetamol overdose, similar to most other overdoses, is gastrointestinal decontamination. In addition, the antidote, acetylcysteine plays an important role. Paracetamol absorption from the gastrointestinal tract is complete within two hours under normal circumstances, so decontamination is most helpful if performed within this time. Absorption may be somewhat slowed when it is ingested with food. There is considerable room for physician judgement regarding gastrointestinal decontamination; activated carbon administration is the most commonly-used procedure; however, gastric lavage may also be considered if the amount ingested is potentially life threatening and the procedure can be performed within 60 minutes of ingestion. Syrup of ipecac has no role in paracetamol overdose because the vomiting it induces delays the effective administration of activated carbon and oral acetylcysteine.


          Activated carbon adsorbs paracetamol, reducing its gastrointestinal absorption. Administering activated carbon also poses less risk of aspiration than gastric lavage. Previous to this method, there was reluctance to give activated carbon in paracetamol overdose, because of concern that it may also absorb acetylcysteine. Studies have shown that no more than 39% of an oral acetylcysteine is absorbed when they are administered together. Other studies have shown that activated carbon seems to be beneficial to the clinical outcome. It appears that the most benefit from activated carbon is gained if it is given within two hours of ingestion. However, administering activated carbon later than this can be considered in patients that may have delayed gastric emptying due to co-ingested drugs or following ingestion of sustained- or delayed-release paracetamol preparations. Activated carbon should also be administered if co-ingested drugs warrant decontamination. There are conflicting recommendations regarding whether to change the dosing of oral acetylcysteine after the administration of activated carbon, and even whether the dosing of acetylcysteine needs to be altered at all.


          


          Acetylcysteine


          Acetylcysteine (also called N-Acetylcysteine or NAC) works to reduce paracetamol toxicity by supplying sulfhydryl groups (mainly in the form of glutathione, of which it is a precursor) to react with the toxic NAPQI metabolite so that it does not damage cells and can be safely excreted. (NAC can be bought as a dietary supplement in the United States.)


          If the patient presents less than eight hours after paracetamol overdose, then acetylcysteine significantly reduces the risk of serious hepatotoxicity. If NAC is started more than 8 hours after ingestion, there is a sharp decline in its effectiveness because the cascade of toxic events in the liver has already begun, and the risk of acute hepatic necrosis and death increases dramatically. Although acetylcysteine is most effective if given early, it still has beneficial effects if given as late as 48 hours after ingestion. In clinical practice, if the patient presents more than eight hours after the paracetamol overdose, then activated carbon is probably not useful, and acetylcysteine is started immediately. In earlier presentations, the doctor can give carbon as soon as the patient arrives, start giving acetylcysteine, and wait for the paracetamol level from the laboratory.


          In United States practice, intravenous (IV) and oral administration are considered to be equally effective. However, IV is the only recommended route in Australasian and British practice.


          Oral acetylcysteine is given as a140mg/kg loading dose followed by 70mg/kg every four hours for 17 more doses. Oral acetylcysteine may be poorly tolerated due to its unpleasant taste, odour, and its tendency to cause nausea and vomiting. It can be diluted to a 5% solution, from its marketed 10% or 20% solutions, to improve palatability. Where oral acetylcysteine is required, the inhalation formulation of acetylcysteine (Mucomyst) is often given orally. The respiratory formulation can also be diluted and filter sterilized by a hospital pharmacist for IV use; however this is an uncommon practice. If repeat doses of carbon are indicated because of another ingested drug, then subsequent doses of carbon and acetylcysteine should be staggered every two hours.


          Intravenous acetylcysteine (Parvolex/Acetadote) is used as a continuous intravenous infusion over 20 hours (total dose 300mg/kg). Recommended administration involves infusion of a 150mg/kg loading dose over 15 minutes, followed by a 50mg/kg infusion over four hours; the last 100mg/kg are infused over the remaining 16 hours of the protocol. Intravenous acetylcysteine has the advantage of shortening hospital stay, increasing both doctor and patient convenience, and it allows administration of activated carbon to reduce absorption of both the paracetamol and any co-ingested drugs without concerns about interference with oral acetylcysteine.


          Baseline laboratory studies include bilirubin, AST, ALT, and prothrombin time (with INR). Studies are repeated at least daily. Once it has been determined that a potentially-toxic overdose has occurred, acetylcysteine is continued for the entire regimen, even after the paracetamol level becomes undetectable in the blood. If hepatic failure develops, acetylcysteine should be continued beyond the standard doses until hepatic function improves or until the patient has a liver transplant.


          


          Prognosis


          The mortality rate from paracetamol overdose increases two days after the ingestion, reaches a maximum on day four, and then gradually decreases. Patients with a poor prognosis are usually identified for likely liver transplantation. Acidemia is the most important single indicator of probable mortality and the need for transplantation. A mortality rate of 95% without transplant was reported in patients who had a documented pH less than 7.30. Other indicators of poor prognosis include renal insufficiency, grade 3 or worse hepatic encephalopathy, a markedly elevated prothrombin time, or a rise in prothrombin time from day three to day four. One study has shown that a factor V level less than 10% of normal indicated a poor prognosis (91% mortality), whereas a ratio of factor VIII to factor V of less than 30 indicated a good prognosis (100% survival).


          


          Prevention


          Besides preventing an overdose, one way to prevent liver damage may be the use of Paradote. Paradote is a combination tablet containing 100 mg methionine and 500 mg paracetamol. Methionine is included in order to ensure that sufficient levels of glutathione in the liver are maintained in order to minimize the liver damage caused if a paracetamol overdose is taken.


          


          Effects on animals


          Paracetamol is extremely toxic to cats, and should not be given to them under any circumstances. Cats lack the necessary glucuronyl transferase enzymes to safely break paracetamol down and minute portions of a normal tablet for humans may prove fatal. Initial symptoms include vomiting, salivation and discolouration of the tongue and gums. After around two days, liver damage is evident, typically giving rise to jaundice. Unlike an overdose in humans, it is rarely liver damage that is the cause of death, instead methaemoglobin formation and the production of Heinz bodies in red blood cells inhibit oxygen transport by the blood, causing asphyxiation. Effective treatment is occasionally possible for small doses, but must be extremely rapid.


          In dogs, paracetamol is a useful anti-inflammatory with a good safety record, causing a lower incidence of gastric ulceration than NSAIDs. It should be administered only on veterinary advice. A paracetamol-codeine product (trade name Pardale-V) licensed for use in dogs is available on veterinary prescription in the UK.


          Any cases of suspected ingestion in cats or overdose in dogs should be taken to a veterinarian immediately for detoxification. The effects of toxicity can include liver damage, haemolytic anaemia, oxidative damage to the red blood cells and bleeding tendencies. There are no home remedies, and the amount of irreversible liver failure is dependent on how quickly veterinary intervention begins. Treatment of paracetamol overdose by a veterinarian may involve the use of supportive fluid therapy, acetylcysteine (trade name Mucomyst), methionine, or S-adenosyl-L-methionine (SAMe) to slow liver damage and cimetidine (trade name Tagamet) to protect against gastric ulceration. Once liver damage has occurred, it cannot be reversed.


          Paracetamol is lethal to snakes, also, and has been used in attempts to control the brown tree snake (Boiga irregularis) in Guam.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Paracetamol"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Parachute


        
          

          
            [image: Parachutes Opening]

            
              Parachutes Opening
            

          


          A parachute is a device used to slow the motion of an object through an atmosphere by creating drag.


          Parachutes are normally used to slow the descent of a person or object to Earth or another celestial body within an atmosphere. Drogue parachutes are also sometimes used to aid horizontal deceleration of a vehicle (a fixed-wing aircraft, or a drag racer), or to provide stability (tandem free-fall, or space shuttle after touchdown). The word "parachute" comes from a French word with a Latin prefix: "para", meaning "against" or "counter" in Latin, and "chute", the French word for "fall". Therefore "parachute" actually means "against the fall". Many modern parachutes are classified as semi-rigid wings, which are quite maneuverable, and can facilitate a controlled descent similar to that of a glider. But older style parachutes were little more than cloth and sticks. The design has changed considerably over the years from roughly cut shapes to aerodynamic ram parachutes. Folding a parachute requires a high degree of skill, and an improperly folded parachute will not deploy, which could end up with deadly results.


          Parachutes were once made from silk but now they are almost always constructed from more durable woven nylon fabric, sometimes coated with silicone to improve performance and consistency over time. Eventually parachutes need to be replaced as they deteriorate, as failure to do so could result in loss of life.


          When square (also called ram-air) parachutes were introduced, manufacturers switched to low-stretch materials like Dacron or zero-stretch materials like Spectra, Kevlar, Vectran and high-modulus aramids.


          


          Early forms
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          Chinese texts describe a parachute well over 1500 years ago.


          In 9th century Al-Andalus, Abbas Ibn Firnas (Armen Firnas) developed a primitive form of parachute. John H. Lienhard described it in The Engines of Our Ingenuity as "a huge winglike cloak to break his fall" when he "decided to fly off a tower in Cordova".


          A conical parachute appears for the first time in the 1470s in an Italian manuscript, slightly preceding Leonardo da Vinci's conical parachute designs. It was intended as an escape device to allow people to jump from burning buildings, but there is no evidence that it was actually ever used. Leonardo da Vinci sketched a parachute while he was living in Milan around 1480-1483: a pyramid-shaped canopy held open by a square wooden frame.


          The first implemented parachute was created in 1595 by the Croatian inventor Faust Vrančić, who named it Homo Volans (Flying Man). Twenty years later, he implemented his design and tested the parachute by jumping from a tower in Venice in 1617. The event was documented some 30 years after it happened in a book written by John Wilkins, the secretary of the Royal Society in London.


          


          Modern parachutes


          The modern parachute was invented in the late 18th century by Louis-Sbastien Lenormand in France, who made the first recorded public jump in 1783. Lenormand also sketched it beforehand. Two years later, Jean-Pierre Blanchard demonstrated it as a means of safely disembarking from a hot air balloon. While Blanchard's first parachute demonstrations were conducted with a dog as the passenger, he later had the opportunity to try it himself in 1793 when his hot air balloon ruptured and he used a parachute to escape.


          Subsequent development of the parachute focused on it becoming more compact. While the early parachutes were made of linen stretched over a wooden frame, in the late 1790s, Blanchard began making parachutes from folded silk, taking advantage of silk's strength and light weight. In 1797, Andr Garnerin made the first jump using such a parachute. Garnerin also invented the vented parachute, which improved the stability of the fall. In 1911, Gleb Kotelnikov invented the first knapsack parachute, later popularized by Paul Letteman and Kathchen Paulus.


          At San Francisco in 1885, Thomas Scott Baldwin was the first person in the United States to descend from a balloon in a parachute. In 1911 Grant Morton made the first parachute jump from an airplane, in a Wright Model B, at Venice Beach, California. The pilot of the plane was Phil Parmalee. Morton's parachute was of the 'throw-out' type whereas he held the chute in his arms as he left the aircraft. On 1 March 1912, US Army Captain Albert Berry made the first parachute jump from a moving aircraft over Missouri using a 'pack' style chute. This is the style of chute that became en reg with the actual chute being stored or housed in a casing on the jumper's body. tefan Banič from Slovakia invented the first actively used parachute, patenting it in 1913. On 21 June 1913 Georgia Broadwick became the first woman to parachute jump from a moving aircraft over Los Angeles.


          The first military use for the parachute was for use by artillery spotters on tethered observation balloons in World War I. These were tempting targets for enemy fighter aircraft, though difficult to destroy, due to their heavy antiaircraft defenses. Because they were difficult to escape from, and dangerous when on fire due to their hydrogen inflation, observers would abandon them and descend by parachute as soon as enemy aircraft were seen. The ground crew would then attempt to retrieve and deflate the balloon as quickly as possible. No parachutes were issued to Allied "heavier-than-air" aircrew. As a result, a pilot's only options were to ride his machine into the ground, jump from several thousand feet, or commit suicide using a standard-issued revolver (though the last two cases were only commonly practised by those who did not wish to die by burning). In the UK, Everard Calthrop, a railway engineer, and breeder of Arab horses, invented and marketed through his Aerial Patents Company a "British Parachute". Thomas Orde-Lees, known as the Mad Major, demonstrated that parachutes could be used successfully from a low height (he jumped from the Tower Bridge in London) which led to their being used by the Royal Flying Corps.


          The German air service, in 1918, became the world's first to introduce a standard parachute and the only one at the time. Despite Germany issuing their pilots with parachutes, their efficiency was relatively poor. As a result, many pilots died whilst using them, including aces such as Oberleutnant Erich Lowenhardt (who fell from 12,000feet (3,700m) after being accidentally rammed by a friendly) and Fritz Rumey (he tested it in 1918, only to have it fail from a little over 3,000 ft).


          Tethered parachutes were initially tried but caused problems when the aircraft was spinning. In 1919 Leslie Irvin invented and successfully tested a parachute that the pilot could deploy when clear of the aircraft. He became the first person to make a premeditated free-fall parachute jump from an airplane .


          An early brochure of the Irvin Air Chute Company credits William O'Connor 24 August 1920 at McCook Field near Dayton, Ohio as the first person to be saved by an Irvin parachute. Another life-saving jump was made at McCook Field by test pilot Lt. Harold H. Harris on 20 Oct 1922. Shortly after Harris' jump two Dayton newspaper reporters suggested the creation of the Caterpillar Club for successful parachute jumps from disabled aircraft. Beginning with Italy in 1927, several countries experimented with using parachutes to drop soldiers behind enemy lines, and by World War II large airborne forces were trained and used in surprise attacks, as in the 1941 Battle of Crete. Aircraft crew were routinely equipped with parachutes for emergencies as well.


          


          Design


          A parachute is made from thin, lightweight fabric, support tapes and suspension lines. The lines are usually gathered through cloth loops or metal connector links at the ends of several strong straps called risers. The risers in turn are attached to the harness containing the load. As the thin material inflates it increases drag and in turn slowing down the object it is carrying. The parachute successfully slows down the object enough so that it does not break on impact with the ground.


          


          Types of parachutes


          


          Round types
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          Round parachutes are purely drag devices (that is, unlike the ram-air types, they provide no lift) and are used in military, emergency and cargo applications. These have large dome-shaped canopies made from a single layer of triangular cloth gores. Some skydivers call them "jellyfish 'chutes" because of the resemblance. Modern sports parachutists rarely use this type.


          The first round parachutes were simple, flat circulars. Because these early parachutes suffered from instability, most military round parachutes adopted conical (i.e. cone-shaped) or parabolic (a flat circular canopy with an extended skirt) shapes, such as the US Army T-10 static-line parachute.


          Round parachutes come in steerable or non-steerable varieties. Steering can be achieved using "T-U cuts" which allow air to escape from the back of the canopy, providing limited forward speed; some of these cuts are adjustable for turning. This gives the jumpers the ability to steer the parachute, enabling them to avoid obstacles and to turn into the wind to minimize horizontal speed at landing.


          


          Cruciform (square) types


          The unique design characteristics of cruciform parachutes reduces oscillations and violent turns(swinging back and forth) during descent. This technology will be used by the US Army as it replaces its current T-10 parachutes under a program called ATPS (Advanced Tactical Parachute System). The ATPS canopy is a highly modified version of a cross/ cruciform platform and is square in appearance. The ATPS (T-11) system will reduce the rate of descent by 30 percent from 21feet per second (6.4m/s) to 15.75feet per second (4.80m/s). The T-11 is designed to have an average rate of descent 14% slower than the T-10D thus resulting in lower landing injury rates for jumpers. The decline in rate of descent will reduce the impact energy by almost 25% to lessen the potential for injury.


          


          Annular and pull-down apex types


          A variation on the round parachute is the pull down apex parachuteinvented by a Frenchman named LeMognereferred to as a Para-Commander-type canopy in some circles, after the first model of the type. It is a round parachute, but with suspension lines to the canopy apex that applies load there and pulls the apex closer to the load, distorting the round shape into a somewhat flattened or lenticular shape.


          Often these designs have the fabric removed from the apex to open a hole through which air can exit, giving the canopy an annular geometry. They also have decreased horizontal drag due to their flatter shape, and when combined with rear-facing vents, can have considerable forward speed around 10 mph (15 km/h).


          


          Ribbon and ring types


          Ribbon and ring parachutes have similarities to annular designs. They are frequently designed to deploy at supersonic speeds. A conventional parachute would instantly burst upon opening at such speeds. Ribbon parachutes have a ring-shaped canopy, often with a large hole in the centre to release the pressure. Sometimes the ring is broken into ribbons connected by ropes to leak air even more. These large leaks lower the stress on the parachute so it does not burst or shred when it opens. Ribbon parachutes made of kevlar are used on nuclear bombs such as the B61 and B83.


          


          Ram-air types
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          Most modern parachutes are self-inflating "ram-air" airfoils known as a parafoil that provide control of speed and direction similar to paragliders. Paragliders have much greater lift and range, but parachutes are designed to handle, spread and mitigate the stresses of deployment at terminal velocity. All ram-air parafoils have two layers of fabric; top and bottom, connected by airfoil-shaped fabric ribs to form "cells." The cells fill with high pressure air from vents that face forward on the leading edge of the airfoil. The fabric is shaped and the parachute lines trimmed under load such that the ballooning fabric inflates into an airfoil shape. This airfoil is sometimes maintained by use of fabric one-way valves called Airlocks.


          


          Personnel parachutes
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          Deployment


          Reserve parachutes usually have a ripcord deployment system, which was first designed by Theodore Moscicki, but most modern main parachutes used by sports parachutists use a form of hand-deployed pilot chute. A ripcord system pulls a closing pin (sometimes multiple pins), which releases a spring-loaded pilot chute, and opens the container; the pilot chute is then propelled into the air stream by its spring, then uses the force generated by passing air to extract a deployment bag containing the parachute canopy, to which it is attached via a bridle. A hand-deployed pilot chute, once thrown into the air stream, pulls a closing pin on the pilot chute bridle to open the container, then the same force extracts the deployment bag. There are variations on hand-deployed pilot chutes, but the system described is the more common throw-out system.


          Only the hand-deployed pilot chute may be collapsed automatically after deploymentby a kill line reducing the in-flight drag of the pilot chute on the main canopy. Reserves, on the other hand, do not retain their pilot chutes after deployment. The reserve deployment bag and pilot chute are not connected to the canopy in a reserve system. This is known as a free-bag configuration, and the components are often lost during a reserve deployment.


          Occasionally, a pilot chute does not generate enough force either to pull the pin or to extract the bag. Causes may be that the pilot chute is caught in the turbulent wake of the jumper (the "burble"), the closing loop holding the pin is too tight, or the pilot chute is generating insufficient force. This effect is known as "pilot chute hesitation," and, if it does not clear, it can lead to a total malfunction, requiring reserve deployment.


          Paratroopers' main parachutes are usually deployed by static lines that release the parachute, yet retain the deployment bag that contains the parachutewithout relying on a pilot chute for deployment. In this configuration the deployment bag is known as a direct-bag system, in which the deployment is rapid, consistent, and reliable. This kind of deployment is also used by student skydivers going through a static line progression, a kind of student program.


          


          Varieties of personal ram-airs


          Personal ram-air parachutes are loosely divided into two varieties: rectangular or tapered, commonly referred to as "squares" or "ellipticals" respectively. Medium-performance canopies (reserve-, BASE-, canopy formation-, and accuracy-type) are usually rectangular. High-performance, ram-air parachutes have a slightly tapered shape to their leading and/or trailing edges when viewed in plan form, and are known as ellipticals. Sometimes all the taper is in the leading edge (front), and sometimes in the trailing edge (tail).


          Ellipticals are usually used only by sports parachutists. Ellipticals often have smaller, more numerous fabric cells and are shallower in profile. Their canopies can be anywhere from slightly elliptical to highly ellipticalindicating the amount of taper in the canopy design, which is often an indicator of the responsiveness of the canopy to control input for a given wing loading, and of the level of experience required to pilot the canopy safely.


          The rectangular parachute designs tend to look like square, inflatable air mattresses with open front ends. They are generally safer to operate because they are less prone to dive rapidly with relatively small control inputs, they are usually flown with lower wing loadings per square foot of area, and they glide more slowly. They typically have a less-efficient glide ratio.


          Wing loading of parachutes is measured similarly to that of aircraft: comparing the number of pounds (exit weight) to square footage of parachute fabric. Typical wing loadings for students, accuracy competitors, and BASE jumpers are less than one pound per square footoften 0.7 pounds per square foot or less. Most student skydivers fly with wing loadings below one pound per square foot. Most sport jumpers fly with wing loadings between 1.0 and 1.4 pounds per square foot, but many interested in performance landings exceed this wing loading. Professional Canopy pilots compete at wing loadings of 2 to 2.6 pounds per square foot. While ram-air parachutes with wing loadings higher than four pounds per square foot have been landed, this is strictly the realm of professional test jumpers.


          Smaller parachutes tend to fly faster for the same load, and ellipticals respond faster to control input. Therefore, small, elliptical designs are often chosen by experienced canopy pilots for the thrilling flying they provide. Flying a fast elliptical requires much more skill and experience. Fast ellipticals are also considerably more dangerous to land. With high-performance elliptical canopies, nuisance malfunctions can be much more serious than with a square design, and may quickly escalate into emergencies. Flying highly loaded, elliptical canopies is a major contributing factor in many skydiving accidents, although advanced training programs are helping to reduce this danger.


          High-speed, cross-braced parachutes such as the Velocity, VX, XAOS and Sensei have given birth to a new branch of sport parachuting called "swooping." A race course is set up in the landing area for expert pilots to measure the distance they are able to fly past the 6-foot (1.8m) tall entry gate. Current world records exceed 600feet (180m).


          Aspect ratio is another way to measure ram-air parachutes. Aspect ratios of parachutes are measured the same way as aircraft wings, by comparing span with chord. Low aspect ratio parachutes (i.e. span 1.8 times the chord) are now limited to precision landing competitions. Popular precision landing parachutes include Jalbert (now NAA) Para-Foils and John Eiff's series of Challenger Classics. While low aspect ratio parachutes tend to be extremely stablewith gentle stall characteristicsthey suffer from steep glide ratios and small "sweet spots" for timing the landing flare.


          Medium aspect ratio (i.e. 2.1) parachutes are widely used for reserves, BASE, and canopy formation competition because of their predictable opening characteristics. Most medium aspect ratio parachutes have seven cells.


          High aspect ratio parachutes have the flattest glide and the largest "sweet spots" (for timing the landing flare) but the least predictable openings. An aspect ratio of 2.7 is about the upper limit for parachutes. High aspect ratio canopies typically have nine or more cells. All reserve ram-air parachutes are of the square variety, because of the greater reliability, and the less-demanding handling characteristics.


          


          General characteristics of ram-airs


          Main parachutes used by skydivers today are designed to open softly. Overly rapid deployment was an early problem with ram-air designs. The primary innovation that slows the deployment of a ram-air canopy is the slider; a small rectangular piece of fabric with a grommet near each corner. Four collections of lines go through the grommets to the risers. During deployment, the slider slides down from the canopy to just above the risers. The slider is slowed by air resistance as it descends and reduces the rate at which the lines can spread. This reduces the speed at which the canopy can open and inflate.


          At the same time, the overall design of a parachute still has a significant influence on the deployment speed. Modern sport parachutes' deployment speeds vary considerably. Most modern parachutes open comfortably, but individual skydivers may prefer harsher deployment.


          The deployment process is inherently chaotic. Rapid deployments can still occur even with well-behaved canopies. On rare occasions deployment can even be so rapid that the jumper suffers bruising, injury, or death.


          For example, one method of reducing the air-resistance of a reserves slider is to make it of open-mesh fabric.


          


          Safety


          A parachute is carefully folded, or "packed" to ensure that it will open reliably. If a parachute is not packed properly it can result in death because the main parachute might fail to deploy correctly or fully. In the U.S. and many developed countries, emergency and reserve parachutes are packed by " riggers" who must be trained and certified according to legal standards. Sport skydivers are always trained to pack their own primary "main" parachutes.


          Parachutes can malfunction in several ways. Malfunctions can range from minor problems that can be corrected in-flight and still be landed, to catastrophic malfunctions that require the main parachute to be cut away using a modern 3-ring release system, and the reserve be deployed. Most skydivers also equip themselves with small barometric computers (known as an AAD or Automatic Activation Device like Cypres, FXC or Vigil) that will automatically activate the reserve parachute if the skydiver himself has not deployed a parachute to reduce his rate of descent by a preset altitude.


          Exact numbers are difficult to estimate, but approximately one in a thousand sports main parachute openings malfunction, and must be cut away, although some skydivers have many hundreds of jumps and never cut away. Reserve parachutes are packed and deployed differently. They are also designed more conservatively, and are built and tested to more exacting standards, making them more reliable than main parachutes. However, the primary safety advantage of a reserve chute comes from the probability of an unlikely main malfunction being multiplied by the even less likely probability of a reserve malfunction. This yields an even smaller probability of a double malfunction, although the possibility of a main malfunction that cannot be cut away causing a reserve malfunction is a very real risk. In the U.S., the average fatality rate is considered to be about 1 in 80,000 jumps. Most injuries and fatalities in sport skydiving occur under a fully functional main parachute because the skydiver made an error in judgment while flying the canopyresulting in high-speed impact with the ground, impact with a hazard on the ground that might otherwise have been avoided, or collision with another skydiver under canopy.


          


          Parachute malfunctions
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          Below are listed malfunctions specific to round-parachutes. For malfunctions specific to square parachutes, see Malfunction (parachuting).


          A "Mae West" is a type of round parachute malfunction which contorts the shape of the canopy into the appearance of a brassiere, presumably one suitable for a woman of Mae West's proportions.


          "Squidding" occurs when a parachute fails to inflate properly and its sides are forced inside the canopy. This kind of malfunction occurred during parachute testing for the Mars Exploration Rover.


          A "cigarette roll" occurs when a parachute deploys fully from the bag but fails to open. The parachute then appears as a vertical column of cloth (in the general shape of a cigarette), providing the jumper with very little drag. It is caused when one skirt of the canopy, instead of expanding outward, is blown against the opposite skirt. The column of nylon fabric, buffeted by the wind, rapidly heats from the friction of the nylon rubbing against nylon and can melt the fabric and fuse it together, preventing any hope of the canopy opening.


          An "inversion" occurs when one skirt of the canopy blows between the suspension lines on the opposite side of the parachute and then catches air. That portion then forms a secondary lobe with the canopy inverted. The secondary lobe grows until the canopy turns completely inside out.


          


          Records


          On 16 August 1960 Joseph Kittinger, in the Excelsior III test jump, set the current world record for the highest parachute jump. He jumped from a balloon at altitude of 101,516feet (30,942m) (which was also a manned balloon altitude record at the time). A small stabilizer chute deployed successfully and Kittinger fell for 4 minutes and 36 seconds,, also setting a still-standing world record for the longest parachute free-fall, if falling with a stabilizer chute is counted as free-fall. At an altitude of 17,500feet (5,300m), Kittinger opened his main chute and landed safely in the New Mexico desert. The whole descent took 13 minutes and 45 seconds. During the descent, Kittinger experienced temperatures as low as 94F (70C). In the free-fall stage, he reached a top speed of 614 mph (988 km/h or 274 m/s).


          According to the Guinness book of records, Eugene Andreev (USSR) holds the official FAI record for the longest free-fall parachute jump (without drogue chute) after falling for 80,380 ft (24,500 m) from an altitude of 83,523 ft (25,457 m) near the city of Saratov, Russia on 1 November 1962.


          
            Retrieved from " http://en.wikipedia.org/wiki/Parachute"
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              	Motto:Paz y justicia(Spanish)

              "Peace and justice"
            


            
              	Anthem: Paraguayos, Repblica o Muerte(Spanish)
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              	Capital

              (and largest city)

              	Asuncin

            


            
              	Official languages

              	Spanish, Guaran
            


            
              	Demonym

              	Paraguayan
            


            
              	Government

              	Constitutional presidential republic
            


            
              	-

              	President

              	Nicanor Duarte
            


            
              	-

              	Vice President

              	Francisco Oviedo
            


            
              	-

              	President-elect

              	Fernando Lugo
            


            
              	Independence

              	from Spain
            


            
              	-

              	Declared

              	May 14, 1811
            


            
              	Area
            


            
              	-

              	Total

              	406,752km( 59th)

              157,048 sqmi
            


            
              	-

              	Water(%)

              	2.3
            


            
              	Population
            


            
              	-

              	July 2005estimate

              	6,158,000( 101st)
            


            
              	-

              	Density

              	15/km( 192nd)

              39/sqmi
            


            
              	GDP( PPP)

              	2005estimate
            


            
              	-

              	Total

              	$28.342 billion( 96th)
            


            
              	-

              	Per capita

              	$4,555( 107th)
            


            
              	GDP (nominal)

              	2007 (IMF)estimate
            


            
              	-

              	Total

              	$10.9 billion( 111th)
            


            
              	-

              	Per capita

              	$1,802( 116th)
            


            
              	Gini(2002)

              	57.8(high)
            


            
              	HDI(2007)

              	▼ 0.755(medium)( 95th)
            


            
              	Currency

              	Guaran ( PYG)
            


            
              	Time zone

              	( UTC-4)
            


            
              	-

              	Summer( DST)

              	( UTC-3)
            


            
              	Internet TLD

              	.py
            


            
              	Calling code

              	+595
            

          


          Paraguay, officially the Republic of Paraguay (Spanish: Repblica del Paraguay Spanish pronunciation: [reˈpulika el paɾaˈɣwai]; Guaran: Tet Paragui), is one of the only two landlocked countries in South America (along with Bolivia). It lies on both banks of the Paraguay River, bordering Argentina to the south and southwest, Brazil to the east and northeast, and Bolivia to the northwest, and is located in the centre of South America, the country is sometimes referred to as Corazn de Amrica - Heart of (South) America along with Bolivia and Brazil


          


          Etymology


          The country is named for a river that runs almost right through the middle of it, from north to south. There are at least four versions for the origin of the river's name:


          The literal translation from Guaran is Para=great river or sea; Gua=from or belonging to or place; Y=water or river or lake. This could lead to:


          
            	"Water or river belonging to the sea" (the Atlantic Ocean).

          


          
            	"Water or river that belongs to a great river" (the Paran River).

          


          
            	"Water or river that comes from a sea" or "water or river from the place where the sea is" (the Pantanal wetland).

          


          The fourth version states that it could be a corruption from Payagu-y, "river of the Payagus", a tribe that inhabited the banks and navigated its course.


          


          History


          Pre-Columbian civilization in the wooded, fertile region which is now present-day Paraguay consisted of seminomadic, Guarani-speaking tribes, who were recognized for their fierce warrior traditions. Europeans first arrived in the area in the early sixteenth century and the settlement of Asuncin was founded on August 15, 1537 by the Spanish explorer Juan de Salazar y Espinoza. The city eventually became the centre of a Spanish colonial province, as well as a primary site of the Jesuit missions and settlements in South America in the eighteenth century. Jesuit Reductions were founded and flourished in eastern Paraguay for about 150 years until their destruction by the Spanish crown in 1767. Paraguay declared its independence after overthrowing the local Spanish people on May 14, 1811.
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          Paraguay's history has been characterized by long periods of authoritarian governments, political instability and infighting, and devastating wars with its neighbors. Its post-colonial history can be divided into several distinct periods:


          
            
              	1811 - 1816: Establishment and consolidation of Paraguay's Independence


              	1816 - 1840: Governments of Jos Gaspar Rodrguez de Francia


              	1840 - 1865: Governments of Carlos Antonio Lopez and Francisco Solano Lopez


              	1865 - 1870: War of the Triple Alliance


              	1870 - 1904: Post-war reconstruction and Colorado Party governments


              	1904 - 1932: Liberal Party governments and prelude to the Chaco War


              	1932 - 1935: Chaco War


              	1935 - 1940: Governments of the Revolutionary Febrerista Party and Jose Felix Estigarribia


              	1940 - 1948: Higinio Morinigo government


              	1947 - 1954: Paraguayan Civil War (March 1947 until August 1947) and the re-emergence of the Colorado Party


              	1954 - 1989: Alfredo Stroessner dictatorship


              	1989 to date: Transition to democracy
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          In addition to the Declaration of Independence, the War of the Triple Alliance and the Chaco War are milestones in Paraguay's history. Paraguay fought the War of the Triple Alliance against Brazil, Argentina and Uruguay, and was defeated in 1870 after five years of the bloodiest war in South America. Paraguay suffered extensive territorial losses to Brazil and Argentina. The Chaco War was fought with Bolivia in the 1930s and Bolivia was defeated. Paraguay re-established sovereignty over the region called the Chaco, and forfeited additional territorial gains as a price of peace.


          The history of Paraguay is fraught with disputes among historians, educators and politicians. The official version of historical events, wars in particular, varies depending on whether you read a history book written in Paraguay, Argentina, Uruguay, Brazil or Bolivia, and even European and North American authors have been unable to avoid bias. Paraguay's history also has been a matter of dispute among Paraguay's main political parties, and there is a Colorado Party and Liberal Party official version of Paraguayan history. Certain historical events from the Colonial and early national era have been difficult to investigate due to the fact that during the pillaging of Asuncion Saqueo de Asuncin, the Brazilian Imperial army ransacked and relocated the Paraguayan National archives to Rio de Janeiro. The majority of the archives have been mostly under secret seal since then, in effect, precluding any historical investigation.


          Leftist former bishop Fernando Lugo achieved a historic victory in Paraguay's presidential election in April 2008, defeating the ruling party candidate and ending 61 years of conservative rule. Lugo won with nearly 41 percent of the vote compared to almost 31 percent for Blanca Ovelar of the Colorado party.


          


          Politics


          Paraguay's politics takes place in a framework of a presidential representative democratic republic, whereby the President of Paraguay is both head of state and head of government, and of a multi-party system. Executive power is exercised by the government. Legislative power is vested in both the government and the two chambers of the National Congress. The Judiciary is independent of the executive and the legislature.


          


          Politics in 1980s


          After World War II, politics became particularly unstable with several political parties fighting for power in the late 1940s, which most notably led to the Paraguayan civil war of 1947. A series of unstable governments ensued until the establishment in 1954 of the stable regime of Alfredo Stroessner, who remained in office for more than three decades. Alfredo Stroessner's human rights track record was one of the best in the continent, and he slowly modernized Paraguay, even though his government's efforts were hampered by interference from drug traffickers and narco-communists.


          The splits in the Colorado Party in the 1980s and the conditions that led to this  Stroessner's age, the character of the regime, the economic downturn, and international isolation  provided an opportunity for demonstrations and statements by the opposition prior to the 1988 general elections.
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          The PLRA leader Domingo Lano served as the focal point of the opposition in the second half of the 1980s. The government's effort to isolate Lano by exiling him in 1982 had backfired. On his fifth attempt, in 1986, Lano returned with three television crews from the U.S., a former United States ambassador to Paraguay, and a group of Uruguayan and Argentine congressmen. Despite the international contingent, the police violently barred Lano's return. However, the Stroessner regime relented in April 1987 and permitted Lano to arrive in Asuncin. Lano took the lead in organizing demonstrations and diminishing somewhat the normal opposition party infighting. The opposition was unable to reach agreement on a common strategy regarding the elections, with some parties advocating abstention and others calling for blank voting. Nonetheless, the parties did cooperate in holding numerous lightning demonstrations (mtines relmpagos), especially in rural areas. Such demonstrations were held and disbanded quickly before the arrival of the police.


          Obviously stung by the upsurge in opposition activities, Stroessner condemned the Accord for advocating "sabotage of the general elections and disrespect of the law" and used the national police and civilian vigilantes of the Colorado Party to break up demonstrations. A number of opposition leaders were imprisoned or otherwise harassed. Hermes Rafael Saguier, another key leader of the PRLA, was imprisoned for four months in 1987 on charges of sedition. In early February 1988, police arrested 200 people attending a National Coordinating Committee meeting in Coronel Oviedo. Forty-eight hours before the elections, Lano and several other National Accord members were placed under house arrest.


          Despite limited campaign activities, the government reported that 88.7% of the vote went to Stroessner, 7.1% to PLR candidate Luis Mara Vega, and 3.2% to PL candidate Carlos Ferreira Ibarra. The remaining 1% of ballots were blank or annulled. The government also reported that 92.6% of all eligible voters cast their ballots. The National Coordinating Committee rejected the government's figures, contending that abstention was as high as 50% in some areas. In addition, election monitors from twelve countries, including the United States, France, Spain, Brazil, and Argentina, reported extensive irregularities.


          Shortly after the elections, researchers from the Catholic University of Our Lady of Asuncin and the West German Friedrich Naumann Foundation released the findings of a public opinion poll that they had conducted several weeks earlier. The poll, which measured political attitudes of urban Paraguayans - defined as those living in towns with at least 2,500 residents - suggested that the Colorado Party had considerable support, although nowhere near the level of official election statistics. Asked for whom they would vote in an election involving the free participation of all parties and political movements, 43% named the Colorado Party; the PLRA, which finished second in the poll, was mentioned by only 13% of all respondents. Stroessner's name also topped the list of those political leaders considered most capable of leading the country.


          Although contending that these results reflected the Colorados' virtual monopoly of the mass media, opposition politicians also saw several encouraging developments. Some 53% of those polled indicated that there was an "uneasiness" in Paraguayan society. Furthermore, 74% believed that the political situation needed changes, including 45% who wanted a substantial or total change. Finally, 31% stated that they planned to abstain from voting in the February elections.


          Relations between militants and traditionalists deteriorated seriously in the months following the elections. Although Chaves and his followers had not opposed Stroessner's re-election bid, Montanaro denounced them as "legionnaires" (a reference to those Paraguayan expatriates who fought against Francisco Solano Lpez and who were regarded as traitors by the original Colorados). By late 1988 the only major agencies still headed by traditionalists were the IBR and the National Cement Industry (Industria Nacional de Cemento). In September 1988, traditionalists responded to these attacks by accusing the militants of pursuing "a deceitful populism in order to distract attention from their inability to resolve the serious problems that afflict the nation." Traditionalists also called for an end to personalism and corruption.


          


          Law
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          Paraguay's legal system is based on Roman law, Argentine codes, and French codes. In recent years, Paraguay has made important progress toward greater fiscal transparency. The fairly comprehensive financial administration law (1999) has been complemented by recent legal reforms that eliminated most tax exemptions, revamped revenue administration procedures and introduced standardized transparency requirements for public procurement, all of which reduce the scope for corruption. In addition, efforts are ongoing to clarify the relations between the government and the nonfinancial public enterprises (NFPEs), including through tariff adjustments that have reduced quasi-fiscal activities (QFAs) and the launching of external audits of the enterprises financial health carried out by international firms. However, Paraguay fails to meet several requirements (at times even basic ones) of the code: (i) the transparency and credibility of the budget as an expression of the governments fiscal objectives and a guide to fiscal policy implementation are severely limited by the lack of an underlying consistent macroeconomic framework, the limited accountability imposed on the amendments introduced either by congress or the executive at both the approval and execution stages, and the lack of a modern framework for civil service; (ii) relations across different branches of government and between the latter and the rest of the public sector are not always clear and little information is provided on QFAs; (iii) few assurances of data quality are provided, as data reconciliation and assessments by the relevant national body are weak; and (iv) disclosure of fiscal information is sparse and its coverage not comprehensive.


          


          Departments and districts


          Paraguay consists of seventeen departments and one capital district (distrito capital): These are, with their capitals indicated:


          
            
              	
                
                  
                    	

                    	Name

                    	Capital
                  


                  
                    	1

                    	Alto Paraguay

                    	Fuerte Olimpo
                  


                  
                    	2

                    	Alto Paran

                    	Ciudad del Este
                  


                  
                    	3

                    	Amambay

                    	Pedro Juan Caballero
                  


                  
                    	4

                    	Distrito Capital

                    	Asuncin
                  


                  
                    	5

                    	Boquern

                    	Filadelfia
                  


                  
                    	6

                    	Caaguaz

                    	Coronel Oviedo
                  


                  
                    	7

                    	Caazap

                    	Caazap
                  


                  
                    	8

                    	Canindey

                    	Salto del Guair
                  


                  
                    	9

                    	Central

                    	Aregu
                  

                

              

              	
                
                  
                    	

                    	Name

                    	Capital
                  


                  
                    	10

                    	Concepcin

                    	Concepcin
                  


                  
                    	11

                    	Cordillera

                    	Caacup
                  


                  
                    	12

                    	Guair

                    	Villarrica
                  


                  
                    	13

                    	Itapa

                    	Encarnacin
                  


                  
                    	14

                    	Misiones

                    	San Juan Bautista
                  


                  
                    	15

                    	eembuc

                    	Pilar
                  


                  
                    	16

                    	Paraguar

                    	Paraguar
                  


                  
                    	17

                    	Presidente Hayes

                    	Villa Hayes
                  


                  
                    	18

                    	San Pedro

                    	San Pedro
                  

                

              

              	
                
                  [image: ]
                

              
            

          


          The departments are further divided into districts (distritos).
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          Largest cities 2002 (from www.citypopulation.de)


          
            	Asuncin 512,000


            	Ciudad del Este 222,000


            	San Lorenzo 204,000


            	Luque 171,000


            	Capiat 154,000


            	Lambar 120,000


            	Fernando de la Mora 114,000


            	Limpio 73,000


            	mby 72,000


            	Encarnacin 67,000

          


          Projected, estimate 2027


          
            	Ciudad del Este 1,100,000


            	San Lorenzo 725,000


            	Luque 684,000


            	Capiat 616,000


            	Asuncin 538,000


            	Limpio 292,000


            	mby 288,000


            	Mariano Roque Alonso 261,000


            	Lambar 193,000


            	Fernando de la Mora 184,000

          


          Economy
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          Paraguay is a developing country with a 2005 Human Development Index score of 0.755. It ranks as the second poorest country in South America with a 2007 GDP per capita of US$4,000. Approximately 2.1 million, or 35%, of its total population is poor and approximately 1 million, or 15.9%, are unemployed.


          Paraguay has a market economy marked by a large informal sector that features both re-export of imported consumer goods to neighboring countries, and thousands of small business enterprises. Paraguay's largest economic activity is based on agriculture, agribusiness and cattle ranching. Paraguay is ranked as the world's third largest exporter of soybeans, and its beef exports are substantial for a country of its size. A large percentage of the population derive their living from agricultural activity, often on a subsistence basis. Despite difficulties arising from political instability, corruption and slow structural reforms, Paraguay has been a member of the free trade bloc Mercosur, participating since 1991 as one of the founding members.


          Paraguay's economic potential has been historically constrained by its landlocked geography, but it does enjoy access to the Atlantic Ocean via the Paran River. Because it is landlocked, Paraguay's economy is very dependent on Brazil and Argentina, its neighbors and major trade partners. Roughly 38% of the GDP derives from trade and exports to Brazil and Argentina.


          Through various treaties, Paraguay has been granted free ports in Argentina, Uruguay and Brazil through which it sends its exports. The most important of these free ports is on the Brazilian Atlantic coast at Paranagu. The Friendship Bridge that now spans the Paran River between Ciudad del Este and the Brazilian city of Foz do Iguau permits about forty thousand travelers to commute daily between both cities, and allows Paraguay land access to Paranagu. A vibrant economy has developed in Ciudad del Este and Foz do Iguau mostly based on international commerce and shopping trips by Brazilian buyers colloquially called sacoleiros.


          Bilateral EU-Paraguay trade in goods amounts to 437 million in 2005; the EU importing around 269 million and exporting roughly 168 million. In 2005, trade with EU represented 8.9% of total Paraguays trade. The EU market represents 13.7% of Paraguay exports and 6.1% of its imports.


          While the countrys external debt remains satisfactory (40% of GDP), Paraguays economy is still driven by agricultural production (27% of GDP and 84% of exports). It is a structure which is very vulnerable to climatic factors and price volatility. In 2004 its main exports were soybeans (35%) and meat (10%). Because of the regional crisis, very limited economic growth (2.7% in 2005) and a population increase, GDP per capita has fallen considerably in the long term, standing at USD 1 155 in 2005. Combined with inequality, the aforementioned factors explain why poverty currently affects 40% of the population.


          Although only ranked 112th out of 175 countries in the 2006 World Bank Doing Business ranking, Paraguay has ranked particularly well in the "Protecting Investors" sub-category within that index. The indexes vary between 0 and 10, with higher values indicating greater disclosure, greater liability of directors, greater powers of shareholders to challenge the transaction, and better investor protection, respectively.


          The "Disclosure Index" for Paraguay is 6, whereas the Latin American region ranked only 4.3 (OECD countries ranked 6.3 on average). The country ranked 5 in "Director Liability Index", the same as OECD countries and better than the 5.1 attributed to its neighbors. In the "Shareholder Suits Index" category, Paraguay obtained 6 points, in contrast with 5.8 for its neighbors and 6.6 for OECD countries. The comprehensive "Investor Protection Index" attributed 5.7 to Paraguay, 5.1 to its neighbors and 6.0 to OECD countries on average.


          


          Demographics


          
            [image: A young Guaran� girl.]

            
              A young Guaran girl.
            

          


          According to the CIA World Factbook, Paraguay has a population of 6,669,086; 95% of which are mestizo (mixed Spanish and Amerindian) and 5% are "other". Ethnically, culturally, and socially, Paraguay has one of the most homogeneous populations in Latin America with 95% of the people mestizos of mixed Spanish and Amerindian, mostly Guaran Indian, descent. One trace of the original Guaran culture that has endured is the Guaran language, spoken by up to 90% of the population in the country. Small groups of ethnic Italians, Germans, Japanese, Koreans, Chinese, Arabs, Ukrainians, Brazilians, and Argentines settled in Paraguay and they have to an extent retained their respective languages and culture, particularly the Brazilians who represent the largest number.


          About 75% of all Paraguayans can speak Spanish. Guaran and Spanish are both official languages.


          Paraguay's population is distributed unevenly throughout the country. About 56% of Paraguayans live in urban areas. The vast majority of the people live in the eastern region near the capital and largest city, Asuncin, that accounts for 10% of the country's population. The Gran Chaco region, which includes the Alto Paraguay, Boquern and Presidente Hayes Department, and which accounts for about 60% of the territory, is home to less than 2% of the population.


          According to the 2002 census, 89.6% of the population is Roman Catholic, 6.2% is evangelical Christian, 1.1% is other Christian, 0.6% practise indigenous religions and 0.3 profess non-Christian religions.


          A US State Department report on Religious Freedom names Catholic, evangelical Christian, mainline Protestant, Jewish (Orthodox, Conservative, and Reform), Church of Jesus Christ of Latter-day Saints (Mormon), and Baha'i as prominent religious groups and also mentions a large Muslim community in Alto Paran as a result of middle-eastern immigration, especially from Lebanon and also the Mennonite community in Boquern.


          The Church of the Latter Day Saints ( LDS, Mormon), claims more than 66,000 members in Paraguay and that its membership has doubled in the past five years.


          


          Immigration


          European and Middle Eastern immigrants began making their way to Paraguay in the decades following the War of the Triple Alliance. The government pursued a pro-immigration policy in an effort to increase population. Government records indicated that approximately 12,000 immigrants entered the port of Asuncin between 1882 and 1907, of that total, almost 9,000 came from Italy, Germany, France, and Spain. Migrants also arrived from neighboring Latin American countries, especially Argentina.


          In addition, official records gave an imprecise sense of the number of Brazilians who had come to the country. According to the 1982 census, there were 99,000 Brazilians residing in Paraguay. Most analysts discounted this figure, however, and contended that between 300,000 and 350,000 Brazilians lived in the eastern border region. Analysts also rejected government figures on the number of immigrants from South Korea, Hong Kong, and Taiwan. The 1982 census reported that there were 2,700 Koreans in Paraguay, along with another 1,100 non-Japanese or non-Korean Asian immigrants. The actual number of Koreans and ethnic Chinese, however, was believed to be between 30,000 and 50,000. Virtually all Koreans and ethnic Chinese lived in Ciudad del Este or Asuncin and played a major role in the importation and sale of electronic goods manufactured in Asia.


          Social issues


          Paraguay is a poor and unequal society. Various poverty estimates suggest that between one in every three Paraguayans (World Bank Poverty Assessment) to half of the population is poor (2003 Census Bureau Household Survey). In rural areas, 41.20% of the people lack a monthly income to cover basic necessities, whereas in urban centers this figure is 27.6%. The top 10% of the population holds 43.8% of the national income, while the lowest 10% has only 0.5%. The economic recession has worsened income inequality, notably in the rural areas, where the Gini Index has risen from 0.56 in 1995 to 0.66 in 1999. Similarly, land concentration in the Paraguayan countryside is one of the highest in the globe: 10% of the population controls 66% of the land, while 30% of the rural people are landless. This inequality has cause a great deal of tensions between the landless and elites.


          The World Bank has helped the Paraguayan government in tackling overall reduction of Paraguay's maternal and infant mortality. The Mother and Child Basic Health Insurance Project aimed at contributing to reducing mortality by increasing the use of selected life-saving services included in the country's Mother and Child Basic Health Insurance Program (MCBI) by women of child-bearing age, and children under age six in selected areas. To this end, the project also targeted at improving the quality and efficiency of the health service network within certain areas, in addition to increasing the Ministry of Public Health and Social Welfare's (MSPBS) management.


          


          International rankings


          
            
              	Organization

              	Survey

              	Ranking
            


            
              	Heritage Foundation/The Wall Street Journal

              	Index of Economic Freedom, 2007

              	99 out of 157
            


            
              	The Economist

              	Worldwide Quality of Life Index, 2005

              	???
            


            
              	The Economist

              	Democracy Index, 2006

              	71 out of 167
            


            
              	Reporters Without Borders

              	Worldwide Press Freedom Index, 2006

              	82 out of 168
            


            
              	Transparency International

              	Corruption Perceptions Index, 2006

              	111 out of 163
            


            
              	United Nations Development Programme

              	Human Development Index

              	95 out of 177
            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Paraguay"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Parasaurolophus


        
          

          
            
              	Parasaurolophus

              Fossil range: Late Cretaceous
            


            
              	
                [image: Parasaurolophus cyrtocristatus, Field Museum.]


                
                  Parasaurolophus cyrtocristatus, Field Museum.
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Sauropsida

                  


                  
                    	Superorder:

                    	Dinosauria

                  


                  
                    	Order:

                    	Ornithischia

                  


                  
                    	Family:

                    	Hadrosauridae

                  


                  
                    	Subfamily:

                    	Lambeosaurinae

                  


                  
                    	Genus:

                    	Parasaurolophus

                    Parks, 1922
                  

                

              
            


            
              	Species
            


            
              	
                
                  	P. walkeri ( type)


                  	P. tubicen Wiman, 1931


                  	P. cyrtocristatus Ostrom, 1961

                

              
            

          


          Parasaurolophus (pronounced /ˌprəsɔˈrɒləfəs/, in common usage also /ˌprəˌsɔrəˈloʊfəs/; meaning "near crested lizard" in reference to Saurolophus) is a genus of ornithopod dinosaur from the Late Cretaceous Period of what is now North America, about 76-73million years ago. It was a herbivore that walked both as a biped and a quadruped. Three species are recognized: P. walkeri (the type species), P. tubicen, and the short-crested P. cyrtocristatus. Remains are known from Alberta (Canada), and New Mexico and Utah (USA). It was first described in 1922 by William Parks from a skull and partial skeleton in Alberta.


          Parasaurolophus is a hadrosaurid, part of a diverse family of Cretaceous dinosaurs known for their range of bizarre head adornments. This genus is known for its large, elaborate cranial crest, which at its largest forms a long curved tube projecting upwards and back from the skull. Charonosaurus from China, which may have been its closest relative, had a similar skull and potentially a similar crest. The crest has been much discussed by scientists; the consensus is that major functions included visual recognition of both species and sex, acoustic resonance, and thermoregulation. It is one of the rarer duckbills, known from only a handful of good specimens.


          


          Description


          
            [image: The size of Parasaurolophus walkeri compared to a human.]

            
              The size of Parasaurolophus walkeri compared to a human.
            

          


          As is the case with most dinosaurs, the skeleton of Parasaurolophus is incompletely known. The length of the type specimen of P. walkeri is estimated at 9.5 meters (31 ft). Its skull is about 1.6meters (5.2ft) long, including the crest, whereas the type skull of P. tubicen is over 2.0meters (6.6ft) long, indicating a larger animal. Its weight is estimated at 2.5 tonnes (2.7 tons). Its single known forelimb was relatively short for a hadrosaurid, with a short but wide shoulder blade. The thighbone measures 103 centimeters (3.38ft) long in P. walkeri and is robust for its length when compared to other hadrosaurids. The upper arm and pelvic bones were also heavily built.


          Like other hadrosaurids, it was able to walk on either two legs or four. It probably preferred to forage for food on four legs, but ran on two. The neural spines of the vertebrae were tall, as was common in lambeosaurines; tallest over the hips, they increased the height of the back. Skin impressions are known for P. walkeri, showing uniform tubercle-like scales but no larger structures.


          
            [image: Parasaurolophus walkeri with scalation detail.]

            
              Parasaurolophus walkeri with scalation detail.
            

          


          The most noticeable feature was the cranial crest, which protruded from the rear of the head and was made up of the premaxilla and nasal bones. The P. walkeri type specimen has a notch in the neural spines near where the crest would hit the back, but this may be a pathology peculiar to this individual. William Parks, who named the genus, hypothesized that a ligament ran from the crest to the notch to support the head. Although this idea seems unlikely, Parasaurolophus is sometimes restored with a skin flap from the crest to the neck. The crest was hollow, with distinct tubes leading from each nostril to the end of the crest before reversing direction and heading back down the crest and into the skull. The tubes were simplest in P. walkeri, and more complex in P. tubicen, where some tubes were blind and others met and separated. While P. walkeri and P. tubicen had long crests with only slight curvature, P. cyrtocristatus had a short crest with a more circular profile.


          


          Classification


          As its name implies, Parasaurolophus was initially thought to be closely related to Saurolophus because of its superficially similar crest. However, it was soon reassessed as a member of the lambeosaurine subfamily of hadrosauridsSaurolophus is an hadrosaurine. It is usually interpreted as a separate offshoot of the lambeosaurines, distinct from the helmet-crested Corythosaurus, Hypacrosaurus, and Lambeosaurus. Its closest known relative appears to be Charonosaurus, a lambeosaurine with a similar skull (but no complete crest yet) from the Amur region of northeastern China, and the two may form a clade Parasaurolophini. P. cyrtocristatus, with its short, rounder crest, may be the most basal of the three known Parasaurolophus species, or it may represent subadult or female specimens of P. tubicen.


          


          Discovery and naming
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              Cast of the incomplete Parasaurolophus walkeri type specimen in Warszawa.
            

          


          Meaning "near crested lizard", Parasaurolophus' name is derived from the Greek para/ "beside" or "near", saurus/ "lizard" and lophos/ "crest". It is based on ROM 768, a skull and partial skeleton missing most of the tail and the hind legs below the knees, which was found by a field party from the University of Toronto in 1920 near Sand Creek along the Red Deer River in Alberta, Canada. These rocks are now known as the Campanian-age Upper Cretaceous Dinosaur Park Formation. William Parks named the specimen P. walkeri in honour of Sir Byron Edmund Walker, Chairman of the Board of Trustees of the Royal Ontario Museum. Parasaurolophus remains are rare in Alberta, with only one other partial skull from (probably) the Dinosaur Park Formation, and three Dinosaur Park specimens lacking skulls, possibly belonging to the genus.


          In 1921, Charles H. Sternberg recovered a partial skull ( PMU.R1250) from what is now known as the slightly younger Kirtland Formation in San Juan County, New Mexico. This specimen was sent to Uppsala, Sweden, where Carl Wiman described it as a second species, P. tubicen, in 1931. The specific epithet is derived from the Latin tǔbǐcěn "trumpeter". A second, nearly complete P. tubicen skull ( NMMNH P-25100) was found in New Mexico in 1995. Using computed tomography of this skull, Robert Sullivan and Thomas Williamson gave the genus a monographic treatment in 1999, covering aspects of its anatomy and taxonomy, and the functions of its crest. Williamson later published an independent review of the remains, disagreeing with the taxonomic conclusions.


          John Ostrom described another good specimen ( FMNH P27393) from New Mexico as P. cyrtocristatus in 1961. It includes a partial skull with a short, rounded crest, and much of the postcranial skeleton except for the feet, neck, and parts of the tail. Its specific name is derived from the Latin curtus "shortened" and cristatus "crested". The specimen was found in either the top of the Fruitland Formation or, more likely, the base of the overlying Kirtland Formation. The range of this species was expanded in 1979, when David B. Weishampel and James A. Jensen described a partial skull with a similar crest ( BYU 2467) from the Campanian-age Kaiparowits Formation of Garfield County, Utah. Since then, another skull has been found in Utah with the short/round P. cyrtocristatus crest morphology.


          


          Species


          
            [image: Parasaurolophus walkeri.]

            
              Parasaurolophus walkeri.
            

          


          The type species P. walkeri, from Alberta, is known from a single specimen. It differs from P. tubicen by having simpler tubes in its crest, and from P. cyrtocristatus by having a long, unrounded crest and a longer upper arm than forearm.


          P. tubicen, from New Mexico, is known from the remains of at least three individuals. It is the largest species, with more complex air passages in its crest than P. walkeri, and a longer, straighter crest than P. cyrtocristatus.


          P. cyrtocristatus, from New Mexico and Utah, is known from three possible specimens. It is the smallest species, with a short rounded crest. Its small size and the form of its crest have led several scientists to suggest that it represents juveniles or females of P. tubicen, which is from roughly the same time and from the same formation in New Mexico. As noted by Thomas Williamson, the type material of P. cyrtocristatus is about 72% the size of P. tubicen, close to the size at which other lambeosaurines are interpreted to begin showing definitive sexual dimorphism in their crests (~70%of adult size). This position has been rejected in recent reviews of lambeosaurines.


          


          Paleoecology


          
            [image: Gorgosaurus attacking a Parasaurolophus cyrtocristatus.]

            
              Gorgosaurus attacking a Parasaurolophus cyrtocristatus.
            

          


          Parasaurolophus walkeri, from the Dinosaur Park Formation, was a member of a diverse and well-documented fauna of prehistoric animals, including well-known dinosaurs such as the horned Centrosaurus, Styracosaurus, and Chasmosaurus; fellow duckbills Prosaurolophus, Gryposaurus, Corythosaurus, and Lambeosaurus; tyrannosaurid Gorgosaurus; and armored Edmontonia and Euoplocephalus. It was a rare constituent of this fauna. The Dinosaur Park Formation is interpreted as a low-relief setting of rivers and floodplains that became more swampy and influenced by marine conditions over time as the Western Interior Seaway transgressed westward. The climate was warmer than present-day Alberta, without frost, but with wetter and drier seasons. Conifers were apparently the dominant canopy plants, with an understory of ferns, tree ferns, and angiosperms.


          The New Mexican species shared their environment with the large sauropod Alamosaurus, duckbill Kritosaurus, horned Pentaceratops, armored Nodocephalosaurus, Saurornitholestes, and currently unnamed tyrannosaurids. The Kirtland Formation is interpreted as river floodplains appearing after a retreat of the Western Interior Seaway. Conifers were the dominant plants, and chasmosaurine horned dinosaurs were apparently more common than hadrosaurids.


          


          Paleobiology


          


          Feeding


          As a hadrosaurid, Parasaurolophus was a large bipedal/quadrupedal herbivore, eating plants with a sophisticated skull that permitted a grinding motion analogous to chewing. Its teeth were continually replacing and packed into dental batteries that contained hundreds of teeth, only a relative handful of which were in use at any time. It used its beak to crop plant material, which was held in the jaws by a cheek-like organ. Feeding would have been from the ground up to around 4meters (13ft) above. As noted by Bob Bakker, lambeosaurines have narrower beaks than hadrosaurines, implying that Parasaurolophus and its relatives could feed more selectively than their broad-beaked, crestless counterparts.


          


          Cranial crest


          Many hypotheses have been advanced as to what functions the cranial crest of Parasaurolophus performed, but most have been discredited. It is now believed that it may have had several functions: visual display for identifying species and sex, sound amplification for communication, and thermoregulation. It is not clear which was most significant at what times in the evolution of the crest and its internal nasal passages.


          


          Differences between species and growth stages
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              Parasaurolophus walkeri skull - Natural History Museum, London.
            

          


          
            [image: Parasaurolophus cyrtocristatus skull.]

            
              Parasaurolophus cyrtocristatus skull.
            

          


          As for other lambeosaurines, it is believed that the cranial crest of Parasaurolophus changed with age and was a sexually dimorphic characteristic in adults. James Hopson, one of the first researchers to describe lambeosaurine crests in terms of such distinctions, suggested that P. cyrtocristatus, with its small crest, was the female form of P. tubicen. Thomas Williamson suggested it was the juvenile form. Neither hypothesis became widely accepted. As only six good skulls and one juvenile braincase are known, additional material will help clear up these potential relationships. Williamson noted that in any case, juvenile Parasaurolophus probably had small, rounded crests like P. cyrtocristatus, that probably grew faster as individuals approached sexual maturity. Recent restudy of a juvenile braincase previously assigned to Lambeosaurus, now assigned to Parasaurolophus, provides evidence that a small tubular crest was present in juveniles. This specimen preserves a small upward flaring of the frontal bones that was similar to but smaller than what is seen in adult specimens; in adults, the frontals formed a platform that supported the base of the crest. This specimen also indicates that the growth of the crest in Parasaurolophus and the facial profile of juvenile individuals differed from the Corythosaurus-Hypacrosaurus-Lambeosaurus model, in part because the crest of Parasaurolophus lacks the thin bony 'coxcomb' that makes up the upper portion of the crest of the other three lambeosaurines.


          


          Rejected hypotheses about function


          Many early suggestions focused on adaptations for an aquatic lifestyle, following the hypothesis that hadrosaurids were amphibious, a common line of thought until the 1960s. Thus, Alfred Sherwood Romer proposed it served as a snorkel, Martin Wilfarth that it was an attachment for a mobile proboscis used as a breathing tube or for food gathering, Charles M. Sternberg that it served as an airtrap to keep water out of the lungs, and Ned Colbert that it served as an air reservoir for prolonged stays underwater.


          Other proposals were more physical in nature. As mentioned above, William Parks suggested that it was joined to the vertebrae with ligaments or muscles, and helped with moving and supporting the head. Othenio Abel proposed it was used as a weapon in combat among members of the same species, and Angela Milner suggested that it could be used as a foliage deflector, like the helmet crest (called a 'casque') of the cassowary. Still other proposals made housing specialized organs the major function. Halszka Osmlska suggested that it housed salt glands, and John Ostrom suggested that it housed expanded areas for olfactory tissue and much improved sense of smell of the lambeosaurines, which had no obvious defensive capabilities. One unusual suggestion, made by creationist Duane Gish, is that the crest housed chemical glands that allowed it to throw jets of chemical "fire" at enemies, similar to the modern-day bombardier beetle.


          Most of these hypotheses have been discredited or rejected. For example, there is no hole at the end of the crest for a snorkeling function. There are no muscle scars for a proboscis and it is dubious that an animal with a beak would need one. As a proposed airlock, it would not have kept out water. The proposed air reservoir would have been insufficient for an animal the size of Parasaurolophus. Other hadrosaurids had large heads without needing large hollow crests to serve as attachment points for supporting ligaments. Also, none of the proposals explain why the crest has such a shape, why other lambeosaurines have crests that look much different but perform a similar function, how crestless or solid-crested hadrosaurids got along without such capabilities, or why some hadrosaurids had solid crests. These considerations particularly impact hypotheses based on increasing the capabilities of systems already present in the animal, such as the salt gland and olfaction hypotheses, and indicate that these were not primary functions of the crest. Additionally, work on the nasal cavity of lambeosaurines shows that olfactory nerves and corresponding sensory tissue were largely outside the portion of the nasal passages in the crest, so the expansion of the crest had little to do with the sense of smell.


          


          Social functions


          Instead, social and physiological functions have become more supported as function(s) of the crest, focusing on visual and auditory identification and communication. As a large object, the crest has clear value as a visual signal, and sets this animal apart from its contemporaries. The large size of hadrosaurid eye sockets and the presence of sclerotic rings in the eyes imply acute vision and diurnal habits, evidence that sight was important to these animals. If, as is commonly illustrated, a skin frill extended from the crest to the neck or back, the proposed visual display would have been even showier. As is suggested by other lambeosaurine skulls, the crest of Parasaurolophus likely permitted both species identification (such as separating it from Corythosaurus or Lambeosaurus) and sexual identification by shape and size.


          


          Sounding function
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              Computer model of the nasal passages in the crest of P. tubicen.
            

          


          However, the external appearance of the crest does not correspond to the complex internal anatomy of the nasal passages, which suggests another function accounted for usage of the internal space. Carl Wiman was the first to propose, in 1931, that the passages served an auditory signaling function, like a crumhorn; Hopson and David B. Weishampel revisited this idea in the 1970s and 1980s. Hopson found that there is anatomical evidence that hadrosaurids had strong hearing. There is at least one example, in the related Corythosaurus, of a slender stapes (reptilian ear bone) in place, which combined with a large space for an eardrum implies a sensitive middle ear. Furthermore, the hadrosaurid lagena is elongate like a crocodilian's, indicating that the auditory portion of the inner ear was well-developed. Weishampel suggested that P. walkeri was able to produce frequencies of 48 to 240 Hz, and P. cyrtocristatus (interpreted as a juvenile crest form) 75 to 375Hz. Based on similarity of hadrosaurid inner ears to those of crocodiles, he also proposed that adult hadrosaurids were sensitive to high frequencies, such as their offspring might produce. According to Weishampel, this is consistent with parents and offspring communicating.


          Computer modeling of a well-preserved specimen of P. tubicen, with more complex air passages than those of P. walkeri, has allowed the reconstruction of the possible sound its crest produced. The main path resonates at around 30Hz, but the complicated sinus anatomy causes peaks and valleys in the sound.


          


          Cooling function


          The large surface area and vascularization of the crest also suggests a thermoregulatory function. P.E. Wheeler first suggested this use in 1978 as a way keep the brain cool. Teresa Maryańska and Osmlska also proposed thermoregulation at about the same time, and Sullivan and Williamson took further interest. David Evans' 2006 discussion of lambeosaurine crest functions was favorable to the idea, at least as an initial factor for the evolution of crest expansion.
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              	Parcutin
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              Parcutin in 1994.
            


            
              	Elevation

              	3,170metres (10,400ft)
            


            
              	Location

              	Michoacn, Mexico
            


            
              	Prominence

              	424m (1,391ft)
            


            
              	Coordinates

              	Coordinates:
            


            
              	Type

              	Cinder cone
            


            
              	Volcanic arc/ belt

              	Trans-Mexican Volcanic Belt
            


            
              	Age of rock

              	1943-present
            


            
              	Last eruption

              	1952
            


            
              	First ascent

              	Unknown
            


            
              	Easiest route

              	Hike
            

          


          Parcutin (or Volcn de Parcutin, also accented Paricutn by locals, to more closely match the pronunciation of the native Purepecha name Parhicutini, or spelled unaccented as Paricutin) is a cinder cone volcano in the Mexican state of Michoacn, close to a lava-covered village of the same name. It appears on many versions of the Seven Natural Wonders of the World. Paricutn is part the Michoacn-Guanajuato Volcanic Field, which covers much of west central Mexico.


          The volcano began as a fissure in a cornfield owned by Tarascan farmer Dionisio Pulido on February 20, 1943. Pulido, his wife, and their son all witnessed the initial eruption of ash and stones first-hand as they plowed the field. Much of the volcano's growth occurred during its first year, while it was still in the explosive pyroclastic phase. Nearby villages Paricutn (after which the volcano was named) and San Juan Parangaricutiro were both buried in lava and ash; the residents relocated to vacant land nearby.


          At the end of this phase, after roughly one year, the volcano had grown 336meters tall. For the next eight years the volcano would continue erupting, although this was dominated by relatively quiet eruptions of lava that would scorch the surrounding 25km of land. The volcano's activity would slowly decline during this period until the last six months of the eruption, during which violent and explosive activity was frequent. In 1952 the eruption ended and Parcutin went quiet, attaining a final height of 424metres above the cornfield from which it was born. The volcano has been quiet since. Like most cinder cones, Parcutin is a monogenetic volcano, which means that it will never erupt again.


          Volcanism is a common part of the Mexican landscape. Parcutin is merely the youngest of more than 1,400 volcanic vents that exist in the Trans-Mexican Volcanic Belt and North America. The volcano is unique in the fact that its formation was witnessed from its very conception. Three people died as a result of lightning strikes caused by the eruptions, but no deaths were attributed to the lava or asphyxiation.


          Shots of the volcano during its active phase were included in 20th Century Fox's film Captain from Castile, released in 1947.


          


          Discrepancy in elevation


          There are actually two different elevations attributed to Parcutin. According to some sources, including the Smithsonian Global Volcanism Program and SummitPost.org, the elevation of the volcano is 3,170meters (10,397feet). One web site has this elevation for both Parcutin and nearby El Jorullo, but the actual altitude of El Jorullo is much lower. Other sources, including Peakbagger.com and Bartleby.com as well as many maps along with GPS measurements on Google Earth have the elevation of Paricutn at only 2,774meters (9,101feet).
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              	Ville de Paris
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              	City flag

              	City coat of arms
            


            
              	
                Motto: Fluctuat nec mergitur

                (Latin: "Tossed by the waves, she does not sink")

                Nickname: La Ville lumire ("The City of Light")
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              	The Eiffel Tower (foreground) and the skyscrapers of Paris' suburban La Dfense business district (background).
            


            
              	Location
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              	Time Zone

              	CET (UTC +1)
            


            
              	Coordinates

              	
            


            
              	Administration
            


            
              	Country

              	France
            


            
              	Region

              	le-de-France
            


            
              	Department

              	Paris (75)
            


            
              	Subdivisions

              	20 arrondissements
            


            
              	Mayor

              	Bertrand Delano( PS)

              (2008-2014)
            


            
              	CityStatistics
            


            
              	Land area

              	86.9 km
            


            
              	Population

              (Jan. 2006 estimate)

              	2,167,994
            


            
              	-Ranking

              	1st in France
            


            
              	- Density

              	24,948/km (2006)
            


            
              	Urban Spread
            


            
              	Urban Area

              	2 723km (1999)
            


            
              	-Population

              	9,644,507 (1999)
            


            
              	Metro Area

              	14,518.3km (1999)
            


            
              	-Population

              	12,067,000 (2007)
            


            
              	1 French Land Register data, which excludes lakes, ponds, glaciers > 1 km (0.386 sq mi or 247 acres) and river estuaries.
            


            
              	2 Population sans doubles comptes: residents of multiple communes ( e.g. students and military personnel) only counted once.
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          Paris (pronounced /ˈprɨs/ in English; [paʁi] in French) is the capital of France and the country's largest city.


          It is situated on the River Seine, in northern France, at the heart of the le-de-France region (also known as the "Paris Region"; French: Rgion parisienne). The city of Paris within its administrative limits (largely unchanged since 1860) has an estimated population of 2,167,994 (January 2006). The Paris unit urbaine (or urban area) extends well beyond the administrative city limits and has an estimated population of 9.93million (in 2005). The Paris aire urbaine (or metropolitan area) has a population of nearly 12million, and is one of the most populated metropolitan areas in Europe.


          An important settlement for more than two millennia, Paris is today one of the world's leading business and cultural centres, and its influence in politics, education, entertainment, media, fashion, science and the arts all contribute to its status as one of the world's major global cities. The Paris Region ( le-de-France) is Europe's biggest city economy, and is fifth in the World's list of cities by GDP. With 500.8billion (US$628.9billion), it produced more than a quarter of the gross domestic product (GDP) of France in 2006. The Paris Region hosts 36 of the Fortune Global 500 companies in several business districts, notably La Dfense, the largest purpose-built business district in Europe. Paris also hosts many international organizations such as UNESCO, the OECD, the ICC and the informal Paris Club.


          Paris is the most popular tourist destination in the world, with over 30million foreign visitors per year. There are numerous iconic landmarks among its many attractions, along with world famous institutions and popular parks.


          


          


          Etymology


          The name Paris pronounced [ˈpaɹɪs] in English and [paʁi] in French, derives from that of its pre-Roman-era inhabitants, the Gaulish tribe known as the Parisii. The city was called Lutetia (/lutetja/) (more fully, Lutetia Parisiorum, "Lutetia of the Parisii"), during the first- to sixth-century Roman occupation, but, during the reign of Julian the Apostate (361363), the city was renamed as Paris.


          Paris has many nicknames, but its most famous is "The City of Light" (La Ville-lumire), a name it owes both to its fame as a centre of education and ideas and its early adoption of street lighting. Paris since the early 20th century has also been known in Parisian slang as Paname ([panam]; Moi j'suis d'Paname, i.e. "I'm from Paname").


          Paris' inhabitants are known in English as "Parisians" ([pʰəˈɹɪzɪənz] or [pʰəˈɹiːʒn̩z]) and in French as Parisiens ( [paʁizjɛ̃] ). Parisians are often pejoratively called Parigots ( [paʁigo] ) by those living outside the Paris region, but the term may be considered endearing by Parisians themselves.


          


          History


          


          Beginnings
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          The earliest archaeological signs of permanent habitation in the Paris area date from around 4200 BC. The Parisii, a sub-tribe of the Celtic Senones, known as boatsmen and traders, inhabited the area near the river Seine from around 250 BC. The Romans conquered the Paris basin in 52 BC, with a permanent settlement by the end of the same century on the Left Bank Sainte Genevive Hill and the le de la Cit island. The Gallo-Roman town was originally called Lutetia, but later Gallicised to Lutce. It expanded greatly over the following centuries, becoming a prosperous city with a forum, palaces, baths, temples, theatres and an amphitheatre. The collapse of the Roman empire and the third-century Germanic invasions sent the city into a period of decline. By 400 AD Lutce, by then largely abandoned by its inhabitants, was little more than a garrison town entrenched into the hastily fortified central island. The city reclaimed its original appellation of "Paris" towards the end of the Roman occupation.


          


          Middle ages
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          Around AD 500, Paris was the seat of Frankish king Clovis I, who commissioned the first cathedral and its first abbey dedicated to his contemporary, later patron saint of the city, Sainte Genevive. On the death of Clovis, the Frankish kingdom was divided, and Paris became the capital of a much smaller sovereign state. By the time of the Carolingian dynasty (9th century), Paris was little more than a feudal county stronghold. The Counts of Paris gradually rose to prominence and eventually wielded greater power than the Kings of Francia occidentalis. Odo, Count of Paris was elected king in place of the incumbent Charles the Fat, namely for the fame he gained in his defense of Paris during the Viking siege ( Siege of Paris (885-886)). Although the Cit island had survived the Viking attacks, most of the unprotected Left Bank city was destroyed; rather than rebuild there, after drying marshlands to the north of the island, Paris began to expand onto the Right Bank. In 987 AD, Hugh Capet, Count of Paris, was elected King of France, founding the Capetian dynasty which would raise Paris to become France's capital.


          From 1190, King Philip Augustus enclosed Paris on both banks with a wall that had the Louvre as its western fortress and in 1200 chartered the University of Paris which brought visitors from across Europe. It was during this period that the city developed a spatial distribution of activities that can still be seen: the central island housed government and ecclesiastical institutions, the left bank became a scholastic centre with the University and colleges, while the right bank developed as the centre of commerce and trade around the central Les Halles marketplace.


          Paris lost its position as seat of the French realm while occupied by the English-allied Burgundians during the Hundred Years' War, but regained its title when Charles VII reclaimed the city in 1437. Although Paris was capital once again, the Crown preferred to remain in its Loire Valley castles. During the French Wars of Religion, Paris was a stronghold of the Catholic party, culminating in the St. Bartholomew's Day massacre (1572). King Henry IV re-established the royal court in Paris in 1594 after he converted to Roman Catholicism (with this historic sentence: Paris is well worth a Mass). During the Fronde, Parisians rose in rebellion and the royal family fled the city (1648). King Louis XIV then moved the royal court permanently to Versailles in 1682. A century later, Paris was the centre stage for the French Revolution, with the Storming of the Bastille in 1789 and the overthrow of the monarchy in 1792.


          


          Nineteenth century
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          The Industrial Revolution, the French Second Empire, and the Belle poque brought Paris the greatest development in its history. From the 1840s, rail transport allowed an unprecedented flow of migrants into Paris attracted by employment in the new industries in the suburbs. The city underwent a massive renovation under Napoleon III and his prfet Haussmann, who levelled entire districts of narrow, winding medieval streets to create the network of wide avenues and neo-classical faades of modern Paris. This programme of "Haussmannization" was designed to make the city both more beautiful and more sanitary for its inhabitants, although it did have the added benefit that in case of future revolts or revolutions, cavalry charges and rifle fire could be used to deal with the insurrection while the rebel tactic of barricading so often used during the Revolution would become obsolete.


          Cholera epidemics in 1832 and 1849 affected the population of Paristhe 1832 epidemic alone claimed 20,000 of the then population of 650,000. Paris also suffered greatly from the siege which ended the Franco-Prussian War (18701871): in the chaos caused by the fall of Napoleon III's government, the Commune of Paris (1871) sent many of Paris's administrative centres (and city archives) up in flames while 20,000 Parisians were killed by fighting between Commune and Government forces in what became known as the semaine sanglante (Bloody Week).


          Paris recovered rapidly from these events to host the famous Universal Expositions of the late nineteenth century. The Eiffel Tower was built for the French Revolution centennial 1889 Universal Exposition, as a "temporary" display of architectural engineering prowess but remained the world's tallest building until 1930, and is the city's best-known landmark, while the 1900 Universal Exposition saw the opening of the first Paris Mtro line. Paris's World's Fairs also consolidated its position in the tourist industry and as an attractive setting for international technology and trade shows.


          


          Twentieth century
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          During World War I, Paris was at the forefront of the war effort, having been spared a German invasion by the French and British victory at the First Battle of the Marne in 1914. In 1918-1919, it was the scene of Allied victory parades and peace negotiations. In the inter-war period Paris was famed for its cultural and artistic communities and its nightlife. The city became a gathering place of artists from around the world, from exiled Russian composer Stravinsky and Spanish painters Picasso and Dal to American writer Hemingway. In June 1940, five weeks after the start of the Battle of France, Paris fell to German occupation forces who remained there until the city was liberated in August 1944, two months after the Normandy invasion.


          Central Paris endured World War II practically unscathed, as there were no strategic targets for Allied bombers (train stations in central Paris are terminal stations; major factories were located in the suburbs), and also because of its cultural significance. German General von Choltitz did not destroy all Parisian monuments before any German retreat, as ordered by Adolf Hitler, who had visited the city in 1940.


          In the post-war era, Paris experienced its largest development since the end of the Belle poque in 1914. The suburbs began to expand considerably, with the construction of large social estates known as cits and the beginning of the business district La Dfense. A comprehensive express subway network, the RER, was built to complement the Mtro and serve the distant suburbs, while a network of freeways was developed in the suburbs, centred on the Priphrique expressway circling around the city.


          Since the 1970s, many inner suburbs of Paris (especially the north and eastern ones) have experienced deindustrialization, and the once-thriving cits have gradually become ghettos for immigrants and oases of unemployment. At the same time, the city of Paris (within its Priphrique ring) and the western and southern suburbs have successfully shifted their economic base from traditional manufacturing to high value-added services and high-tech manufacturing, generating great wealth for their residents whose per capita income is among the highest in Europe. The resulting widening social gap between these two areas has led to periodic unrest since the mid-1980s, such as the 2005 riots which largely concentrated in the northeastern suburbs.


          


          Twenty-first century


          In order to address social tensions in the inner suburbs and revitalise the metropolitan economy of Paris, several plans are currently under way. The office of Secretary of State for the Development of the Capital Region was created in March 2008 within the French government. Its office holder, Christian Blanc, is in charge of overseeing President Nicolas Sarkozy's plans for the creation of an integrated Grand Paris ("Greater Paris") metropolitan authority (see Administration section below), as well as the extension of the subway network to cope with the renewed growth of population in Paris and its surbubs, and various economic development projects to boost the metropolitan economy such as the creation of a world-class technology and scientific cluster and university campus on the Saclay plateau in the southern suburbs.


          In parallel, President Sarkozy also launched in 2008 an international urban and architectural competition for the future development of metropolitan Paris. Ten teams gathering architects, urban planners, geographers, landscape architects will offer their vision for building a Paris metropolis of the 21st century in the post-Kyoto era and make a prospective diagnosis for Paris and its suburbs that will define future developments in Greater Paris for the next 40 years. The goal is not only to build an environmentally sustainable metropolis but also to integrate the inner suburbs with the central City of Paris through large scale urban planning operations and iconic architectural projects.


          Meanwhile, in an effort to boost the image of metropolitan Paris in the global competition, several supertall skyscrapers (300 m / 1,000 ft and higher) have been approved since 2006 in the business district of La Dfense, to the west of the city proper, and are scheduled to be completed by the early 2010s. The City of Paris authorities also made public they are planning to authorize the construction of skyscrapers within the city proper by relaxing the cap on building height for the first time since the construction of the Tour Montparnasse in the early 1970s.


          


          Geography
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          Paris is located in the north-bending arc of the river Seine and includes two islands, the le Saint-Louis and the larger le de la Cit, which form the oldest part of the city. Overall, the city is relatively flat, and the lowest elevation is 35metres (114ft) above sea level. Paris has several prominent hills, of which the highest is Montmartre at 130 m (426 ft).


          Paris, excluding the outlying parks of Bois de Boulogne and Bois de Vincennes, covers an oval measuring 86.928 square kilometres (33.56 square miles) in area. The city's last major annexation of outlying territories in 1860 not only gave it its modern form, but created the twenty clockwise-spiralling arrondissements (municipal boroughs). From the 1860 area of 78km (30.1 sqmi), the city limits were expanded marginally to 86.9 km (34 sqmi) in the 1920s. In 1929 the Bois de Boulogne and Bois de Vincennes forest parks were officially annexed to the city, bringing its area to the present 105.397km (40.69 sqmi).


          Paris' real demographic size, or unit urbaine, extends well beyond the city limits, forming an irregular oval with arms of urban growth extending along the Seine and Marne rivers from the city's southeast and east, and along the Seine and Oise rivers to the city's northwest and north. Beyond the main suburbs, population density drops sharply; a mix of forest and agriculture dotted with a network of relatively evenly dispersed parpillement of satellite towns, this couronne priurbaine commuter belt, when combined with the Paris agglomeration, completes the Paris aire urbaine (or Paris urban area, a sort of metropolitan area) that covers an oval 14,518km (5,605.5 sqmi) in area, or about 138 times that of Paris itself.


          


          Climate


          Paris has an oceanic climate and is affected by the North Atlantic Current, so the city has a temperate climate that rarely sees extremely high or low temperatures. The average yearly high temperature is about 15 C (59 F), and yearly lows tend to remain around an average of 7 C (45 F). The highest temperature ever, recorded on 28 July 1948, was 40.4 C (104.7 F), and the lowest was a 23.9 C (11.0 F) temperature reached on 10 December 1879. The Paris region has recently seen temperatures reaching both extremes, with the heat wave of 2003 and the cold wave of 2006.


          Rainfall can occur at any time of the year, and Paris is known for its sudden showers. The city sees an average yearly precipitation of 641.6mm (25.2inches). Snowfall is a rare occurrence, usually appearing in the coldest months of January or February (but has been recorded as late as April), and almost never accumulates enough to make a covering that will last more than a day.


          



          
            
              	Weather averages for Paris
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Average high C (F)

              	6.9 (44)

              	8.2 (47)

              	11.8 (53)

              	14.7 (58)

              	19.0 (66)

              	21.8 (71)

              	24.4 (76)

              	24.6 (76)

              	20.8 (69)

              	15.8 (60)

              	10.4 (51)

              	7.8 (46)

              	15.5 (60)
            


            
              	Average low C (F)

              	2.5 (37)

              	2.8 (37)

              	5.1 (41)

              	6.8 (44)

              	10.5 (51)

              	13.3 (56)

              	15.5 (60)

              	15.4 (60)

              	12.5 (55)

              	9.2 (49)

              	5.3 (42)

              	3.6 (38)

              	8.5 (47)
            


            
              	Precipitation mm (inches)

              	53.7 (2.11)

              	43.7 (1.72)

              	48.5 (1.91)

              	53.0 (2.09)

              	65.0 (2.56)

              	54.6 (2.15)

              	63.1 (2.48)

              	43.0 (1.69)

              	54.7 (2.15)

              	59.7 (2.35)

              	51.9 (2.04)

              	58.7 (2.31)

              	649.6 (25.57)
            


            
              	Source: World Weather Information Service 2008-04-14
            

          


          


          Cityscape


          
            [image: Panoramic view over Paris, at dusk, from the top of the Tour Montparnasse.]

            
              Panoramic view over Paris, at dusk, from the top of the Tour Montparnasse.
            

          


          


          Architecture
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          "Modern" Paris is the result of a vast mid-19th century urban remodelling. For centuries the city had been a labyrinth of narrow streets and half-timber houses, but beginning in 1852, the Baron Haussmann's vast urbanisation levelled entire quarters to make way for wide avenues lined with neo-classical stone buildings of bourgeoise standing; most of this 'new' Paris is the Paris we see today. These Second Empire plans are in many cases still applied today, as the city of Paris is still imposing the then-defined "alignement" law (building facades placed according to a pre-defined street width) on many new constructions. A building's height was also defined according to the width of the street it lines, and Paris's building code has seen few changes since the mid-19th century to allow for higher constructions. It is for this reason that Paris is mainly a "flat" city.


          Paris's unchanging borders, strict building codes and lack of developable land have together contributed in creating a phenomenon called musification (or "museumification") as, at the same time as they strive to preserve Paris's historical past, existing laws make it difficult to build within the city limits the larger buildings and utilities needed for a growing population. Many of Paris's institutions and economic infrastructure are already located in, or are planning on moving to, the suburbs. The financial ( La Dfense) business district, the main food wholesale market ( Rungis), major renowned schools ( cole Polytechnique, HEC, ESSEC, INSEAD, etc.), world famous research laboratories (in Saclay or vry), the largest sport stadium ( Stade de France), and some ministries (namely the Ministry of Transportation) are located outside of the city of Paris. The National Archives of France are due to relocate to the northern suburbs before 2010. The need for a larger Paris is largely acknowledged by the French government. As of November 2007, discussions for such a larger Paris have begun, though which suburbs should be included in this larger Paris is unresolved. In any case, such an extension will not occur before the French city-hall elections, scheduled in the spring of 2008.


          


          Districts and historical centres
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          City of Paris


          
            	Place de la Bastille (4th, 11th and 12th arrondissements, right bank) a district of great historical significance, not only for Paris, but for the whole of France. Because of its historical value the square is often used for political demonstrations, including the massive anti-CPE demonstration of March 2006.


            	Champs-lyses (8th arrondissement, right bank) is a seventeenth century garden-promenade turned avenue connecting the Concorde and Arc de Triomphe.It is one of the many tourist attractions and a major shopping street of Paris. This avenue has been called la plus belle avenue du monde ("the most beautiful avenue in the world").
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            	Place de la Concorde (8th arrondissement, right bank) is at the foot of the Champs-lyses, built as the "Place Louis XV", site of the infamous guillotine. The Egyptian obelisk is Paris' "oldest monument". On this place, on either side of the Rue Royale there are two identical stone buildings: the eastern one houses the French Naval Ministry, the western the luxurious Htel de Crillon. Nearby Place Vendme is famous for its fashionable and deluxe hotels ( Hotel Ritz and Htel de Vendme) and its jewellers. Many famous fashion designers have had their salons in the square.


            	Les Halles (1st arrondissement, right bank) was formerly Paris' central meat and produce market, since the late 1970s a major shopping centre around an important metro connection station (Chtelet-Les Halles, the biggest in Europe). The past Les Halles was destroyed in 1971 and replaced by the Forum des Halles. The central market of Paris, the biggest wholesale food market in the world, was transferred to Rungis, in the southern suburbs.


            	Le Marais (3rd and 4th arrondissements) is a trendy Right Bank district. It is a very culturally open place.


            	Avenue Montaigne (8th arrondissement), next to the Champs-lyses, is home to luxury brand labels such as Chanel, Louis Vuitton ( LVMH), Dior and Givenchy.


            	Montmartre (18th arrondissement, right bank) is a historic area on the Butte, home to the Basilique du Sacr-Cur. Montmartre has always had a history with artists and has many studios and cafs of many great artists in that area.


            	Montparnasse (14th arrondissement) is a historic Left Bank area famous for artists studios, music halls, and caf life. The large Montparnasse - Bienvene mtro station and the lone Tour Montparnasse skyscraper are located there.


            	L'Opra (9th arrondissement, right bank) is the area around the Opra Garnier is a home to the capital's densest concentration of both department stores and offices. A few examples are the Printemps and Galeries Lafayette grands magasins (department stores), and the Paris headquarters of financial giants such as Crdit Lyonnais and American Express.


            	Quartier Latin (5th and 6th arrondissements, left bank) is a twelfth century scholastic centre formerly stretching between the Left Bank's Place Maubert and the Sorbonne campus. It is known for its lively atmosphere and many bistros. With various higher education establishments, such as the cole Normale Suprieure, ParisTech and the Jussieu university campus make it a major educational centre in Paris, which also contributes to its atmosphere.


            	Faubourg Saint-Honor (8th arrondissement, right bank) is one of Paris' high-fashion districts, home to labels such as Herms and Christian Lacroix.

          


          


          In the Paris area
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            	La Dfense (straddling the communes of Courbevoie, Puteaux, and Nanterre, 2.5km/1.5miles west of the city proper) is a key suburb of Paris and is one of the largest business centres in the world. Built at the western end of a westward extension of Paris' historical axis from the Champs-lyses, La Dfense consists mainly of business highrises. Initiated by the French government in 1958, the district hosts 3.5million m of offices, making it the largest district in Europe specifically developed for business. The Grande Arche (Great Arch) of la Dfense, which houses a part of the French Transports Minister's headquarters, ends the central Esplanade around which the district is organised.


            	Plaine Saint-Denis (straddling the communes of Saint-Denis, Aubervilliers, and Saint-Ouen, immediately north of the 18th arrondissement, across the Priphrique ring road) is a formerly derelict manufacturing area which has undergone large-scale urban renewal in the last 10years. It now hosts the Stade de France around which is being built the new business district of LandyFrance, with two RER stations (on RER line B and D) and possibly some skyscrapers. In the Plaine Saint-Denis are also located most of France's television studios as well as some major movie studios.


            	Val de Seine (straddling the 15th arrondissement and the communes of Issy-les-Moulineaux and Boulogne-Billancourt to the south-west of central Paris) is the new media hub of Paris and France, hosting the headquarters of most of France's TV networks ( TF1 in Boulogne-Billancourt, France 2 in the 15th arrondissement, Canal+ and the international channels France 24 and Eurosport in Issy-les-Moulineaux), as well as several telecommunication and IT companies such as Neuf Cegetel in Boulogne-Billancourt or Microsoft's Europe, Africa & Middle East regional headquarters in Issy-les-Moulineaux.

          


          


          Monuments and landmarks
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          Three of the most famous Parisian landmarks are the twelfth century cathedral Notre Dame de Paris on the le de la Cit, the nineteenth century Eiffel Tower, and the Napoleonic Arc de Triomphe. The Eiffel Tower was a "temporary" construction by Gustave Eiffel for the 1889 Universal Exposition but the tower was never dismantled and is now an enduring symbol of Paris. It is visible from many parts of the city as are the Tour Montparnasse skyscraper and the Basilique du Sacr-Cur on the Montmartre hill.


          The Historical axis is a line of monuments, buildings and thoroughfares that run in a roughly straight line from the city centre westwards: the line of monuments begins with the Louvre and continues through the Tuileries Gardens, the Champs-lyses and the Arc de Triomphe centred in the Place de l'toile circus. From the 1960s the line was prolonged even further west to the La Dfense business district dominated by square-shaped triumphal Grande Arche of its own; this district hosts most of the tallest skyscrapers in the Paris urban area. The Invalides museum is the burial place for many great French soldiers, including Napoleon, and the Panthon church is where many of France's illustrious men and women are buried. The former Conciergerie prison held some prominent Ancien Rgime members before their deaths during the French Revolution. Another symbol of the Revolution are the two Statues of Liberty located on the le des Cygnes on the Seine and in the Luxembourg Garden. A larger version of the statues was sent as a gift from France to America in 1886 and now stands in New York City's harbour.


          The Palais Garnier built in the later Second Empire period, houses the Paris Opera and the Paris Opera Ballet, while the former palace of the Louvre now houses one of the most famous museums in the world. The Sorbonne is the most famous part of the University of Paris and is based in the centre of the Latin Quarter. Apart from Notre Dame de Paris, there are several other ecclesiastical masterpieces including the Gothic thirteenth century Sainte-Chapelle palace chapel and the glise de la Madeleine.


          


          Parks and gardens


          Two of Paris's oldest and famous gardens are the Tuileries Garden, created from the 16th century for a palace on the banks of the Seine near the Louvre, and the Left bank Luxembourg Garden, another formerly private garden belonging to a chteau built for the Marie de' Medici in 1612. The Jardin des Plantes, created by Louis XIII's doctor Guy de La Brosse for the cultivation of medicinal plants, was Paris' first public garden.


          A few of Paris's other large gardens are Second Empire creations: the formerly suburban parks of Montsouris, Parc des Buttes Chaumont and Parc Monceau (formerly known as the "folie de Chartres"), were creations of Napoleon III's engineer Jean-Charles Alphand and the landscape and are enjoyed by all ages. Another project executed under the orders of Baron Haussmann was the re-sculpting of Paris's western Bois de Boulogne forest-parklands; the Bois de Vincennes, on the city's opposite eastern end, received a similar treatment in years following.


          Newer additions to Paris's park landscape are the Parc de la Villette, built by the architect Bernard Tschumi on the location of Paris's former slaughterhouses, the Parc Andr Citron and gardens being lain to the periphery along the traces of its former circular " Petite Ceinture" railway line: Promenade Plante.


          


          Cemeteries
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          Paris's cemeteries were located to its outskirts in Roman times, but this changed with the rise of Catholicism and the construction of churches and their adjoining burial grounds within the city centre. City growth soon filled these cemeteries to overflowing, creating sometimes very unsanitary conditions; condemned from 1786, the contents of all Paris' parish cemeteries were transferred to a renovated section of Paris' then suburban stone mines outside the "Porte d'Enfer" city gate (today 14th arrondissement's place Denfert-Rochereau). As a more definitive solution than a first creation of several smaller suburban cemeteries, Napoleon Bonaparte decreed the creation of three massive Parisian cemeteries to the outside of the city walls; Open from 1804, these were the cemeteries of Pre Lachaise, Montmartre, Montparnasse, and later Passy.


          When Paris annexed its formerly suburban communes in 1860, it once again included cemeteries within its city walls. New suburban cemeteries were created in the early 20th century: the largest of these are the Cimetire Parisien de Saint-Ouen, the Cimetire Parisien de Bobigny- Pantin, the Cimetire Parisien d' Ivry and the Cimetire Parisien de Bagneux.


          


          Culture


          


          Entertainment


          Opera
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          Paris's largest opera houses are the 19th century Opra Garnier (historical Paris Opra) and modern Opra Bastille; the former tends towards the more classic ballets and operas, and the latter provides a mixed repertoire of classic and modern.


          In middle of 19th century there were active two other competing opera houses: Opra-Comique (which still exists to this day) and Theatre Lyrique (which in modern times changed its profile and name to Thtre de la Ville).


          Theatre/Concert halls

          Theatre traditionally has occupied a large place in Parisian culture. This still holds true today, although, perhaps strangely, many of its most popular actors today are also stars of French television. Some of Paris's major theatres include Bobino, Thtre Mogador and the Thtre de la Gat-Montparnasse. Some Parisian theatres have also doubled as concert halls.


          Many of France's greatest musical legends, such as dith Piaf, Maurice Chevalier, Georges Brassens and Charles Aznavour, found their fame in Parisian concert halls: legendary yet still-showing examples of these are Le Lido, Bobino, l'Olympia, la Cigale and le Splendid.


          The lyses-Montmartre, much reduced from its original size, is a concert hall today. The New Morning is one of few Parisian clubs still holding jazz concerts, but the same also specialises in 'indie' music. More recently, the Le Znith hall in Paris's La Villette quarter and a "parc-omnisports" stadium in Bercy serve as large-scale rock concert halls.


          Dancehalls/Discotheques

          Guinguettes and Bals-concerts were the backbone of Parisian entertainment before the mid-20th century. Early to mid-19th century examples were the Moulin de la Galette guinguette and the lyses-Montmartre and Chateau-Rouge dancehalls-gardens. Popular orchestral fare gave way to the Parisian accordionists of lore whose music moved the Apollo and le Java faubourg du Temple and Belleville dance-hall crowds. Out of the clubs remaining from this era grew the modern discothque: Le Palace, although closed today, is Paris's most legendary example. Today, much of the clubbing in Paris happens in clubs like Le Queen, L'Etoile, Le Cab which are highly selective. Electronic music oriented clubs such as Le Rex, Le Batofar (a boat converted into a club) or The Pulp are quite popular and some of the world's best DJs play there. Also, most of those DJs are from Paris, like Daft Punk, Justice, Uffie,...


          Cafs, restaurants and hotels
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          Cafs quickly became an integral part of French culture from their appearance, namely from the opening of the left bank Caf Procope in 1689 and the caf Rgence at the Palais Royal one year earlier. The cafs in the gardens of the latter locale became quite popular through the 18th century, and can be considered Paris' first "terrace cafs"; these would not become widespread until sidewalks and boulevards began to appear from the mid-19th century. Cafs are an almost obligatory stop on the way to or from work for many Parisians, and especially during lunchtime.


          Paris's culinary reputation has its base in the many origins of its inhabitants. With the early-19th century railways and ensuing industrial revolution came a flood of migration that brought with it all the gastronomical diversity of France's many different regions, and maintained through 'local speciality' restaurants catering to the tastes of people from all. "Chez Jenny" is a typical example of a restaurant specialising in the cuisine of the Alsace region, and "Aux Lyonnais" is another with traditional fare originating from its city name's region. Of course migration from even more distant climes meant an even greater culinary diversity, and today, in addition to a great number of North African and Asian establishments, in Paris one can find top-quality cuisine from virtually the world over.


          Hotels were another result of widespread travel and tourism, especially Paris's late-19th century Expositions Universelles (World's Fairs). Of the most luxurious of these, the Htel Ritz appeared in the Place Vendme from 1898, and the Htel de Crillon opened its doors on the north side of the place de la Concorde from 1909.


          Cinema



          Parisians tend to share the same movie-going trends as many of the world's global cities, that is to say with a dominance of Hollywood-generated film entertainment. French cinema comes a close second, with major directors (ralisateurs) such as Claude Lelouch, Franois Truffaut, Jean-Luc Godard, Claude Chabrol and Luc Besson, and the more slapstick/popular genre with director Claude Zidi as an example. European and Asian films are also widely shown and appreciated. A specialty of Paris is its very large network of small movie theatres: on a given week the movie fan has the choice between around 300 old or new movies from all over the world.


          Many of Paris's concert/dance halls were transformed into movie theatres when the media became popular from the 1930s. Later most of the largest cinemas were divided into multiple, smaller rooms: Paris's largest cinema today is by far le Grand Rex theatre with 2,800 seats, while other cinemas all have fewer than 1,000 seats. There is now a trend toward modern multiplexes that contain more than 10 or 20 screens.


          


          Tourism
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          Paris has always been a destination for traders, students and those on religious pilgrimages, but its 'tourist industry' began on a large scale only with the appearance of rail travel, namely from state organisation of France's rail network from 1848. Among Paris's first mass attractions drawing international interest were, from 1855, the above-mentioned Expositions Universelles that would bring Paris many new monuments, namely the Eiffel Tower from 1889. These, in addition to the capital's Second Empire embellishments, did much to make the city itself the attraction it is today.


          Paris's museums and monuments are among its highest-esteemed attractions; tourism has motivated both the city and national governments to create new ones. The city's most prized museum, the Louvre, welcomes over 8million visitors a year, being by far the world's most visited art museum. The city's cathedrals are another main attraction: its Notre Dame de Paris and the Basilique du Sacr-Coeur receive 12million and eightmillion visitors respectively. The Eiffel Tower, by far Paris's most famous monument, averages over sixmillion visitors per year and more than 200millions since its construction. Disneyland Resort Paris is a major tourist attraction not only for visitors to Paris, but to Europe as well, with 14.5million visitors in 2007.


          The Louvre is one of the largest and most famous museums, housing many works of art, including the Mona Lisa (La Joconde) and the Venus de Milo statue. Works by Pablo Picasso and Auguste Rodin are found in Muse Picasso and Muse Rodin respectively, while the artistic community of Montparnasse is chronicled at the Muse du Montparnasse. Starkly apparent with its service-pipe exterior, the Centre Georges Pompidou, also known as Beaubourg, houses the Muse National d'Art Moderne. Art and artifacts from the Middle Ages and Impressionist eras are kept in Muse Cluny and Muse d'Orsay respectively, the former with the prized tapestry cycle The Lady and the Unicorn. Paris's newest (and third largest) museum, the Muse du quai Branly, opened its doors in June 2006 and houses art from Africa, Asia, Oceania and the Americas.


          Many of Paris's once-popular local establishments have come to cater to the tastes and expectations of tourists, rather than local patrons. Le Lido, The Moulin Rouge cabaret-dancehall, for example, are a staged dinner theatre spectacle, a dance display that was once but one aspect of the cabaret's former atmosphere. All of the establishment's former social or cultural elements, such as its ballrooms and gardens, are gone today. Much of Paris's hotel, restaurant and night entertainment trades have become heavily dependent on tourism, with results not always positive for Parisian culture.


          


          Sports
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          Paris's most popular sport clubs are the football club Paris Saint-Germain FC, the basketball team Paris Basket Racing, and the rugby union club Stade Franais. The 80,000-seat Stade de France was built for the 1998 FIFA World Cup and is used for football and rugby union, and is used annually for French rugby team's home matches of the Six Nations Championship and sometimes for big matches for the Stade Franais rugby team.


          In addition to Paris Saint-Germain FC, the city has a number of other amateur football clubs: Paris FC, Maccabi Paris, RCF Paris and Stade Franais Paris. The last is the football section of the omnisport club of the same name, most notable for its rugby team.


          The city's major rugby side is Stade Franais. Racing Mtro 92 Paris (who now play in Rugby Pro D2) is another rugby team, which actually contested the first ever final against Stade Franais in 1892. Paris also hosted the 1900 and 1924 Olympic Games and was venue for the 1938 and 1998 FIFA World Cups.


          Although the starting point and the route of the famous Tour de France varies each year, the final stage always finishes in Paris and since 1975, the race has finished on the Champs-Elyses. Tennis is another popular sport in Paris and throughout France. The French Open, held every year on the red clay of the Roland Garros National Tennis Centre near the Bois de Boulogne, is one of the four Grand Slam events of the world professional tennis tour. The 2006 UEFA Champions League Final between Arsenal and FC Barcelona was played in the Stade de France. Paris hosted the 2007 Rugby World Cup final at Stade de France on 20 October 2007.


          


          Economy
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          With a 2005 GDP of 478.7billion (US$595.3billion), the Paris region has the highest GDPs in Europe, making it an engine of the global economy: were it a country, it would rank as the fourteenth largest economy in the world. The Paris Region is France's premier centre of economic activity: while its population accounted for 18.7% of the total population of metropolitan France in 2005, its GDP was about 28.5% of the same. Activity in the Paris urban area, though diverse, doesn't have a leading specialised industry (such as Los Angeles with entertainment industries or London and New York with financial industries in addition to their other activities). Recently the Paris economy has been shifting towards high value-added service industries (finance, IT services, etc.) and high-tech manufacturing (electronics, optics, aerospace, etc).


          The Paris region's most intense economic activity through the central Hauts-de-Seine dpartement and suburban La Dfense business district places Paris' economic centre to the west of the city, in a triangle between the Opra Garnier, La Dfense and the Val de Seine. Paris' administrative borders have little consequences on the limits of its economic activity: although most workers commute from the suburbs to work in the city, many commute from the city to work in the suburbs. At the 1999 census, 47.5% of the 5,089,170 people in employment in the Paris urban area worked in the city of Paris and the Hauts-de-Seine dpartement, while only 31.5% worked exclusively in Paris.


          Although the Paris economy is largely dominated by services, it remains an important manufacturing powerhouse of Europe, especially in industrial sectors such as automobiles, aeronautics, and electronics. Over recent decades, the local economy has moved towards high value-added activities, in particular business services.


          The 1999 census indicated that of the 5,089,170 persons employed in the Paris urban area, 16.5% worked in business services, 13.0% in commerce ( retail and wholesale trade), 12.3% in manufacturing, 10.0% in public administrations and defence, 8.7% in health services, 8.2% in transportation and communications, 6.6% in education, and the remaining 24.7% in many other economic sectors. Among the manufacturing sector, the largest employers were the electronic and electrical industry (17.9% of the total manufacturing workforce in 1999) and the publishing and printing industry (14.0% of the total manufacturing workforce), with the remaining 68.1% of the manufacturing workforce distributed among many other industries. Tourism and tourist related services employ 6.2% of Paris's workforce, and 3.6% of all workers within the Paris Region.


          


          Demography
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              	Ile-de-France dpartements
            


            
              	Areas

              	Population

              2005 est.

              	Area


              	Density


              	1999-2005

              pop. growth
            


            
              	City of Paris

              ( dpartement 75)

              	2,153,600

              	105km (41sqmi)

              	20,433/km (52,921/sqmi)

              	+1.33%
            


            
              	Inner ring

              (Petite Couronne)

              (Depts. 92, 93, 94)

              	4,254,600

              	657km (254sqmi)

              	6,477/km (16,775/sqmi)

              	+5.34%
            


            
              	Outer ring

              (Grande Couronne)

              (Depts. 77, 78, 91, 95)

              	4,991,100

              	11,249km (4,343sqmi)

              	426/km (1,103/sqmi)

              	+4.25%
            


            
              	Ile-de-France

              (entire rgion)

              	11,399,300

              	12,011km (4,637sqmi)

              	949/km (2,458/sqmi)

              	+4.08%
            


            
              	Statistical Growth (INSEE 1999 census)
            


            
              	Areas

              	Population

              1999 census

              	Area

              (km)

              	Density


              	1990-1999

              pop. growth
            


            
              	Urban area

              (Paris agglomeration)

              	9,644,507

              	2,723km (1,051sqmi)

              	3,542/km (9,174/sqmi)

              	+1.85%
            


            
              	Metro area

              (Paris aire urbaine)

              	11,174,743

              	14,518km (5,605sqmi)

              	770/km (1,994/sqmi)

              	+2.90%
            

          


          The population of the city of Paris was 2,125,246 at the 1999 census, lower than its historical peak of 2.9million in 1921. The city's population loss mirrors the experience of most other core cities in the developed world that have not expanded their boundaries. The principal factors in the process were a significant decline in household size, and a dramatic migration of residents to the suburbs between 1962 and 1975. Factors in the migration included de-industrialisation, high rent, the gentrification of many inner quarters, the transformation of living space into offices and improved affluence among working families. The city's population loss was one of the most severe among international municipalities and the largest for any that had achieved more than 2,000,000 residents. These losses are generally seen as negative for the city; the city administration is trying to reverse them with some success, as the population estimate of July 2004 showed a population increase for the first time since 1954, reaching a total of 2,144,700 inhabitants.


          


          Density


          Paris is the most densely populated city of more than 1,000,000 population in the Western world. Its density, excluding the outlying woodland parks of Boulogne and Vincennes, was 24,448 inhabitants per square kilometre (63,320/sq mi) in the 1999 official census. Even including the two woodland areas its population density was 20,164 inhabitants per square kilometre (52,224.5/sq mi), the fifth most densely populated commune in France following Le Pr-Saint-Gervais, Vincennes, Levallois-Perret, and Saint-Mand, all of which border the city proper. The most sparsely populated quarters are the western and central office and administration-focussed arrondissements. The city's population is densest in the northern and eastern arrondissements; the 11th arrondissement had a density of 40,672 inhabitants per square kilometre (105,340/sq mi) in 1999, and some of the same arrondissement's eastern quarters had densities close to 100,000/km (260,000/sqmi) in the same year.


          


          The Paris agglomeration


          The city of Paris's administrative limits cover an area much smaller than its entire urban area. At present, the real extent of the dense urbanisation of which Paris is only a core, defined by the ple urbain ( urban area) statistical area, covers 2,723km (1,051.4sqmi),, or an area about 26 times larger than the city itself. Surrounding the Paris ple urbain is the couronne peri-urbaine commuter belt area that completes the Paris aire urbaine (a unit similar to a North American metropolitan area) covering 14,518km (5,605.5sqmi), or an area about 138 times that of Paris itself.


          The administration of Paris's urban growth is divided between itself and its surrounding dpartements: Paris' closest ring of three adjoining departments, or petite couronne ("small ring") are fully saturated with urban growth, and the ring of four departements outside of these, the grande couronne dpartements, are only covered in their inner regions by Paris' urbanisation. These eight dpartements form the larger administrative le-de-France rgion; most of this region is filled, and overextended in places, by the Paris aire urbaine.


          The Paris agglomeration has shown a steady rate of growth since the end of the late 16th century French Wars of Religion, save brief setbacks during the French Revolution and World War II. Suburban development has accelerated in recent years: with an estimated total of 11.4million inhabitants for 2005, the le-de-France rgion shows a rate of growth double that of the 1990s.


          


          Immigration


          By law, French censuses do not ask questions regarding ethnicity or religion, but do gather information concerning country of birth. From this it is still possible to determine that the Paris and its aire urbaine (metropolitan area) is one of the most multi-cultural in Europe: at the 1999 census, 19.4% of its total population was born outside of metropolitan France. At the same census, 4.2% of the Paris aire urbaine's population were recent immigrants (i.e people who migrated to France between the 1990 and 1999 censuses), in their majority from mainland China and Africa.


          The first wave of international migration to Paris started as early as in 1820 with the arrivals of German peasants fleeing the agricultural crisis in Germany. Several waves of immigration followed continuously until today: Italians and central European Jews during the 19th century; Russians after the revolution of 1917; colonial citizens during World War I and later; Poles between the two world wars; Spaniards, Portuguese and North Africans from the 1950s to the 1970s; North African Jews after the independence of those countries; Africans and Asians since then. The majority of these today are naturalised French without any distinction, due to the principle of equality among French citizens.


          


          Administration


          Paris, its administrative limits unchanged since 1860, is one of few cities that has not evolved politically with its real demographic growth; this issue is at present being discussed in plans for a "Grand Paris" (Greater Paris) that will extend Paris' administrative limits to embrace much more of its urban tissue.


          


          Capital of France


          Paris is the capital of France, and therefore is the seat of France's national government.


          For the executive, the two chief officers each have their own official residences, which also serve as their offices. The President of France resides at the lyse Palace in the 8th arrondissement, while the Prime Minister's seat is at the Htel Matignon in the 7th arrondissement. Government ministries are located in various parts of the city  many are located in the 7th arrondissement, near the Matignon.


          The two houses of the French Parliament are also located on the Left Bank. The upper house, the Senate, meets in the Palais du Luxembourg in the 6th arrondissement, while the more important lower house, the Assemble Nationale, meets in the Palais Bourbon in the 7th. The President of the Senate, the second highest public official in France after the President of the Republic, resides in the "Petit Luxembourg", a smaller palace annex to the Palais du Luxembourg.


          France's highest courts are located in Paris. The Court of Cassation, the highest court in the judicial order, which tries most criminal and civil cases, is located in the Palais de Justice on the le de la Cit, while the Conseil d'tat, which provides legal advice to the executive and acts as the highest court in the administrative order, judging litigation against public bodies, is located in the Palais Royal in the 1st arrondissement.


          The Constitutional Council, which is an advisory body which is the ultimate authority on the constitutionality of laws and government decrees, also meets in the Palais Royal.


          


          City government
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          Paris has been a commune (municipality) since 1834 (and also briefly between 1790 and 1795). At the 1790 division (during the French Revolution) of France into communes, and again in 1834, Paris was a city only half its modern size, but in 1860 it annexed bordering communes, some entirely, to create the new administrative map of twenty municipal arrondissements the city still has today. These municipal subdivisions describe a clockwise spiral outward from its most central, the 1st arrondissement.


          In 1790, Paris became the prfecture (seat) of the Seine dpartement, which covered much of the Paris region. In 1968, it was split into four smaller ones: the city of Paris became a distinct dpartement of its own, retaining the Seine's departmental number of 75 (originating from the Seine dpartement's position in France's alphabetical list), while three new dpartements of Hauts-de-Seine, Seine-Saint-Denis and Val-de-Marne were created and given the numbers 92, 93 and 94 respectively. The result of this division is that today Paris' limits as a dpartement are exactly those of its limits as a commune, a situation unique in France.


          


          Municipal offices
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          Each of Paris' 20 arrondissements has a directly elected council (conseil d'arrondissement), which in turn elects an arrondissement mayor. A selection of members from each arrondissement council form the Council of Paris (conseil de Paris), which in turn elects the mayor of Paris.


          In medieval times Paris was governed by a merchant-elected municipality whose head was the provost of the merchants: in addition to regulating city commerce, the provost of the merchants was responsible for some civic duties such as the guarding of city walls and the cleanliness of city streets. The creation of the provost of Paris from the 13th century diminished the merchant Provost's responsibilities and powers considerably: a direct representative of the king, in a role resembling somewhat the prfet of later years, the Provost of Paris oversaw the application and execution of law and order in the city and its surrounding prvt (county). Many functions from both provost offices were transferred to the office of the crown-appointed lieutenant general of police upon its creation in 1667.


          Paris's last Prvt des marchands was assassinated the afternoon of the 14th of July 1789 uprising that was the French Revolution Storming of the Bastille. Paris became an official "commune" from the creation of the administrative division on December 14 the same year, and its provisional "Paris commune" revolutionary municipality was replaced with the city's first municipal constitution and government from October 9, 1790. Through the turmoil of the 1794 Thermidorian Reaction, it became apparent that revolutionary Paris' political independence was a threat to any governing power: the office of mayor was abolished the same year, and its municipal council one year later.


          Although the municipal council was recreated in 1834, Paris spent most of the 19th and 20th centuries, along with the larger Seine dpartement of which it was a centre, under the direct control of the State-appointed prfet of the Seine, in charge of general affairs there; the state-appointed Prefect of Police was in charge of police in the same jurisdiction. Paris, save for a few brief occasions, would have no mayor until 1977, and the Paris Prefecture of Police is still under state control today.


          Despite its dual existence as commune and dpartement, Paris has a single council to govern both; the Council of Paris, presided by the mayor of Paris, meets either as a municipal council (conseil municipal) or as a departmental council (conseil gnral) depending on the issue to be debated.


          Paris's modern administrative organisation still retains some traces of the former Seine dpartement jurisdiction. The Prefecture of Police (also directing Paris's fire brigades), for example, has still a jurisdiction extending to Paris' petite couronne of bordering three dpartements for some operations such as fire protection or rescue operations, and is still directed by France's national government. Paris has no municipal police force, although it does have its own brigade of traffic wardens.
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          Capital of the le-de-France rgion


          As part of a 1961 nation-wide administrative effort to consolidate regional economies, Paris as a dpartement became the capital of the new rgion of the District of Paris, renamed the le-de-France rgion in 1976. It encompasses the Paris dpartement and its seven closest dpartements. Its regional council members, since 1986, have been chosen by direct elections. The prefect of the Paris dpartement (who served as the prefect of the Seine dpartement before 1968) is also prefect of the le-de-France rgion, although the office lost much of its power following the creation of the office of mayor of Paris in 1977.


          


          Intercommunality


          Few of the above changes have taken into account Paris' existence as an agglomeration. Unlike in most of France's major urban areas such as Lille and Lyon, there is no intercommunal entity in the Paris urban area, no intercommunal council treating the problems of the region's dense urban core as a whole; Paris's alienation of its suburbs is indeed a problem today, and considered by many to be the main causes of civil unrest such as the suburban riots in 2005. A direct result of these unfortunate events were propositions for a more efficient metropolitan structure to cover the city of Paris and some of the suburbs, ranging from a socialist idea of a loose "metropolitan conference" (confrence mtropolitaine) to the right-wing idea of a more integrated Grand Paris ("Greater Paris").


          


          Education


          In the early ninth century, the emperor Charlemagne mandated all churches to give lessons in reading, writing and basic arithmetic to their parishes, and cathedrals to give a higher education in the finer arts of language, physics, music and theology. Paris was already one of France's major cathedral towns and began its rise to fame as a scholastic centre. By the early 13th century the le de la Cit Notre-Dame cathedral school had many famous teachers, and the controversial teachings of some of these led to the creation of a separate Left-Bank Sainte-Genevieve University that would become the centre of Paris' scholastic Latin quarter best represented by the Sorbonne university.


          Twelve centuries later, education in Paris and the Paris region ( le-de-France rgion) employs approximately 330,000 persons, 170,000 of whom are teachers and professors teaching approximately 2.9million children and students in around 9,000 primary, secondary, and higher education schools and institutions.


          


          Primary and secondary education
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          Paris is home to several of France's most prestigious high-schools such as Lyce Louis-le-Grand and Lyce Henri-IV. Other high-schools of international renown in the Paris area include the Lyce International de Saint Germain-en-Laye and the cole Active Bilingue Jeannine Manuel.


          


          Higher education
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          As of the academic year 2004-2005, the Paris Region's 17 public universities, with its 359,749 registered students, is the largest concentration of university students in Europe. The Paris Region's prestigious grandes coles and scores of university-independent private and public schools have an additional 240,778 registered students, that together with the university population creates a grand total of 600,527 students in higher education that year.


          


          Universities


          The cathedral of Notre-Dame was the first centre of higher education before the creation of the University of Paris. The universitas was chartered by King Philip Augustus in 1200, as a corporation granting teachers (and their students) the right to rule themselves independently from crown law and taxes. At the time, many classes were held in open air. Non-Parisian students and teachers would stay in hostels, or "colleges", created for the boursiers coming from afar. Already famous by the 13th century, the University of Paris had students from all of Europe. Paris' Rive Gauche scholastic centre, dubbed " Latin Quarter" as classes were taught in Latin then, would eventually regroup around the college created by Robert de Sorbon from 1257, the Collge de Sorbonne. The University of Paris in the 19th century had six faculties: law, science, medicine, pharmaceutical studies, literature and theology.


          Following the 1968 student riots, there was an extensive reform of the University of Paris, in an effort to disperse the centralised student body. The following year, the formerly unique University of Paris was split between thirteen autonomous universities ("Paris I" to "Paris XIII") located throughout the City of Paris and its suburbs. Each of these universities inherited only some of the departments of the old University of Paris, and are not generalist universities. Paris I, II, V and X, inherited the Law School; Paris V inherited the School of Medicine as well; Paris VI and VII inherited the scientific departments; etc.


          In 1991, four more universities were created in the suburbs of Paris, reaching a total of seventeen public universities for the Paris ( le-de-France) rgion. These new universities were given names (based on the name of the suburb in which they are located) and not numbers like the previous thirteen: University of Cergy-Pontoise, University of vry Val d'Essonne, University of Marne-la-Valle and University of Versailles Saint-Quentin-en-Yvelines. Other institutions include the University of Westminster's Centre for International Studies, the American University of Paris, and the American Business School of Paris.


          There is also a University of London Institute in Paris(ULIP) which offers undergraduate and postgraduate degrees in French Studies ratified by the University of London.


          


          Grandes coles


          The Paris region hosts France's highest concentration of the prestigious grandes coles, which are specialised centres of higher education outside the public university structure. The prestigious public universities are usually considered grands tablissements. Most of the grandes coles were relocated to the suburbs of Paris in the 1960s and 1970s, in new campuses much larger than the old campuses within the crowded city of Paris, though the cole Normale Suprieure has remained on rue d'Ulm in the 5th arrondissement. The Paris area has a high number of engineering schools, led by the prestigious Paris Institute of Technology ( ParisTech) which comprises several colleges such as cole Polytechnique, cole des Mines, Arts et Mtiers, Tlcom Paris, cole spciale des travaux publics and cole des Ponts et Chausses. There are also many business schools, including , HEC, ESSEC, INSEAD, and ESCP-EAP European School of Management. Although the elite administrative school ENA has been relocated to Strasbourg, the political science school Sciences-Po is still located in Paris' Left bank 7th arrondissement.


          The grandes coles system is supported by a number of preparatory schools which offer courses of two to three years duration called Classes Prparatoires, also known as classes prpas or simply prpas. These courses provide entry to the grandes coles. Many of the best prpas are located in Paris, including Lyce Louis-le-Grand, Lyce Henri-IV, Lyce Saint-Louis, Lyce Janson de Sailly and Lyce Carnot. Two other top-ranking prpas ( Lyce Hoche and Lyce Priv Sainte-Genevive) are located in Versailles, near Paris. Student selection is based on school grades and teacher remarks. Prpas attract most of the best students in France and are known to be very demanding in terms of work load and psychological stress.


          


          Infrastructure
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          Transport


          The role of Paris as an international trade centre has caused its transportation system to develop considerably throughout history, and it continues its growth at a fast pace today. In only a few decades, Paris has become the centre of a motorway and freeway system, a high-speed train network and, through its two major airports, an international air travel hub.


          The public transit networks of the Paris region are coordinated by the Syndicat des transports d'le-de-France (STIF), formerly Syndicat des transports parisiens (STP). The members of this syndicate are the Ile-de-France region and the eight departements of this region. The syndicate coordinates public transport and contracts it out to the RATP (operating 654 bus lines, the Mtro, three tramway lines, and sections of the RER), the SNCF (operating suburban rails, a tramway line and the other sections of the RER) and the Optile consortium of private operators managing 1,070 minor bus lines.


          The Mtro is Paris's most important transportation system. The system, with 300 stations (384 stops) connected by 214km (133.0mi) of rails, comprises 16 lines, identified by numbers from 1 to 14, with two minor lines, 3bis and 7bis, so numbered because they used to be branches of their respective original lines, and only later became independent. In October 1998, the new line 14 was inaugurated after a 70-year hiatus in inaugurating fully new mtro lines. Because of the short distance between stations on the Mtro network, lines were too slow to be extended further into the suburbs as is the case in most other cities. As such, an additional express network, the RER, has been created since the 1960s to connect more distant parts of the urban area. The RER consists in the integration of modern city-centre subway and pre-existing suburban rail. Nowadays, the RER network comprises 5 lines, 257 stops and 587km (365mi) of rails.


          Additionally, Paris is served by a light rail network of 4 lines, the tramway: Line T1 runs from Saint-Denis to Noisy-le-Sec, line T2 runs from La Dfense to Issy, line T3 runs from Pont de Garigliano to Porte d'Ivry, line T4 runs from Bondy to Aulnay-sous-Bois.


          Paris is a central hub of the national rail network. The six major railway stations, Gare du Nord, Gare Montparnasse, Gare de l'Est, Gare de Lyon, Gare d'Austerlitz, and Gare Saint-Lazare, are connected to three networks: the TGV serving 4 High-speed rail lines, the normal speed Corail trains, and the suburban rails ( Transilien).


          Paris offers a bike sharing system called Vlib' with more than 10,000 public bicycles distributed at 750 parking stations which can be rented for short and medium distances including one way trips.


          Furthermore, Paris is served by two major airports: Orly Airport, which is south of Paris, and the Charles de Gaulle International Airport, nearby Roissy-en-France, which is one of the busiest in the world. A third and much smaller airport, in the town of Beauvais, 70km (45 mi) to the north of the city, is used by charter and low-cost airlines. The fourth airport, Le Bourget nowadays only hosts business jets, air trade shows and the aerospace museum.


          The city is also the most important hub of France's motorway network, and is surrounded by three orbital freeways: the Priphrique which follows the approximate path of 19th century fortifications around Paris, the A86 motorway in the inner suburbs, and finally the Francilienne motorway in the outer suburbs. Paris has an extensive road network with over 2000kilometres of highways and motorways. By road Brussels can be reached in three hours, Frankfurt in 6hours and Barcelona in 12hours.


          


          Water and sanitation
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          Paris in its early history had only the Seine and Bivre rivers for water. Later forms of irrigation were: a first-century Roman aqueduct from southerly Wissous (later left to ruin); sources from the Right bank hills from the late 11th century; from the 15th century an aqueduct built roughly along the path of the abandoned Wissous aqueduct; finally, from 1809, the canal de l'Ourcq provided Paris with water from less polluted rivers to the northeast of the capital. Paris would only have its first constant and plentiful source of drinkable water from the late 19th century: from 1857, the civil engineer Eugne Belgrand, under Napoleon III's Prfet Haussmann, oversaw the construction of a series of new aqueducts that brought sources from locations all around the city to several reservoirs built atop the Capital's highest points of elevation. From then the new source/reservoir system became Paris' principal source of drinking water, and the remains of the old system, pumped into lower levels of the same reservoirs, were from then used for the cleaning of Paris' streets. This system is still a major part of Paris' modern water supply network.


          Paris has over 2,400 km of underground passageways dedicated to the evacuation of Paris' liquid wastes. Most of these date from the late 19th century, a result of the combined plans of the Prfet Baron Haussmann and the civil engineer Eugne Belgrand to improve the then very unsanitary conditions in the Capital. Maintained by a round-the-clock service since their construction, only a small percentage of Paris' sewer rseau has needed complete renovation. The entire Paris network of sewers and collectors has been managed since the late 20th century by a computerised network system, known under the acronym "G.A.AS.PAR", that controls all of Paris' water distribution, even the flow of the river Seine through the capital.


          


          International relations


          
            
              	Paris, Banks of the Seine*
            


            
              	UNESCO World Heritage Site
            


            
              	Type

              	Cultural
            


            
              	Criteria

              	i, ii, iv
            


            
              	Reference

              	600
            


            
              	Region**

              	Europe and North America
            


            
              	Inscription history
            


            
              	Inscription

              	1991 (15th Session)
            


            
              	* Name as inscribed on World Heritage List.

              ** Region as classified by UNESCO.
            

          


          Paris has one sister city and a number of partner cities.


          


          Sister city


          
            	[image: Flag of Italy] Rome, Italy, since 1956 (Seule Paris est digne de Rome; seule Rome est digne de Paris / Solo Parigi  degna di Roma; Solo Roma  degna di Parigi / "Only Paris is worthy of Rome; Only Rome is worthy of Paris").

          


          


          Partner cities
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              Englischer Garten in Munich, Germany
            

          


          A park is a bounded area of land, usually in its natural or semi-natural (landscaped) state and set aside for some purpose, usually to do with recreation.


          


          History


          The first parks were deer parks, land set aside for hunting by the aristocracy in medieval times. They would have walls or thick hedges around them to keep game in and other people out.


          These game preserves evolved into the landscaped parks set around aristocratic houses from the sixteenth century onwards. These may have served as hunting grounds but they also proclaimed the owner's wealth and status. An aesthetic of landscape design began in these parks where the natural landscape was enhanced by landscape architects such as Capability Brown. As cities became crowded, the private hunting grounds became places for the public.


          With the Industrial revolution parks took on a new meaning as areas set aside to preserve a sense of nature in the large industrial cities. Sporting activity came to be a major use for these urban parks. Areas of outstanding natural beauty were also set aside as national parks to prevent their being spoilt by uncontrolled development.


          In the twentieth century a number of meanings arose which associated the "designed" landscape of a park with other uses such as business parks, theme parks and parkways.


          


          Government-owned or operated parks


          


          National parks


          A national park is a reserve of land, usually, but not always declared and owned by a national government, protected from most human development and pollution. National parks are a protected area of IUCN category II. The largest national park in the world is the Northeast Greenland National Park, which was established in 1974.
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              Devils Tower National Monument in Wyoming, U.S.A..
            

          


          In the United States the concept of preserving unique landscapes for the pleasure of the people of the entire nation was established on June 30, 1864, when President Abraham Lincoln signed the bill creating the Yosemite Grant. A policy of preservation, rather than co-usage as in the National Forests, where grazing, farming and logging are licensed, was implemented four decades later during the presidential administration of Teddy Roosevelt, and Yosemite became a national park. Tourism and, later, recreation were the intended purposes of the lands Roosevelt set aside in the system. John Muir was instrumental in this effort. These parks were ultimately termed national parks and today constitute the U.S. National Park Service. Similarly, U.S. state governments have also set aside and continue to set aside lands of various sizes to preserve them for the enjoyment of the public. National and regional parks are found in many other countries, and vary greatly in the sort of management and administration which they enjoy. There are also national parks in many other countries; the usage of the term varies greatly from one country .


          


          Sub-national parks


          In Federal systems, many parks are managed by the local levels of government, rather than by the central government. In the United States these are called state parks and in Canada provincial or terriorial parks, except in Quebec where they are known as National Parks (see Quebec nationalism).


          


          Urban parks
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          A park is an area of open space provided for recreational use, usually owned and maintained by a local government. Parks commonly resemble savannas or open woodlands, the types of landscape that human beings find most relaxing. Grass is typically kept short to discourage insect pests and to allow for the enjoyment of picnics and sporting activities. Trees are chosen for their beauty and to provide shade.


          The world's first public park was Birkenhead Park in the centre of Birkenhead, England opened on 5th April 1847.


          Park uses are often divided into two categories: active and passive recreation. Active recreation is that which require intensive development and often involves cooperative or team activity, including playgrounds, ball fields and skateparks. Passive recreation is that which emphasizes the open-space aspect of a park and which involves a low level of development, including picnic areas and trails. Organized football matches take place in parks


          Many smaller neighbourhood parks are receiving increased attention and valuation as significant community assets and places of refuge in heavily populated urban areas. Neighbourhood groups around the world are joining together to support local parks that have suffered from urban decay and government neglect.


          A linear park is a park that has a much greater length than width. A typical example of a linear park is a section of a former railway that has been converted into a park (i.e. the tracks removed, vegetation allowed to grow back). Parks are sometimes made out of oddly shaped areas of land, much like the vacant lots that often become city neighbourhood parks.


          


          Private parks


          Private parks are owned by individuals or businesses and are used at the discretion of the owner. There are a few types of private parks, and some which once were privately maintained and used have now been made open to the public. The concept of the commons is somewhat related to the origin of modern park systems.
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          Hunting parks originally referred to an area maintained as open space where residences, industry and farming were not allowed, often originally so that nobility might have a place to hunt - see medieval deer park. These were known for instance, as deer parks (deer being originally a term meaning any wild animal). Many country houses in Great Britain and Ireland still have parks of this sort, which since the 18th century have often been carefully landscaped for aesthetic effect. They are usually a mixture of open grassland with scattered trees and sections of woodland, and are often enclosed by a high wall. The area immediately around the house is the garden. In some cases this will also feature sweeping lawns and scattered trees; the basic difference between a country house's park and its garden is that the park is grazed by animals, but they are excluded from the garden.


          In some countries, especially the United Kingdom, the concept of the country park was popular in the 1970s, and many such parks were established with government support during that time. Country parks are often located near to urban populations, and provide recreational facilities typical of the countryside rather than the town.


          


          Other uses


          The term park is also used in reference to industrial areas, often termed industrial parks. Some technology research areas are also called research parks. Small environmental areas, often part of urban renewal plans, are called pocket parks. The word park may also be used in community names, such as Oak Park or College Park. Sometimes the active recreational aspect may be expressed in the extreme of naming an amusement park, usually privately owned. A car park is an area of land or a building in which cars are parked. The majority of these uses refer to private parks. An amusement park, or theme park is a generic term for a collection of rides and other entertainment attractions assembled for the purpose of entertaining a fairly large group of people.
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          A parliamentary system, also known as parliamentarianism (and parliamentarism in American English), is a system of government in which the executive is dependent on the direct or indirect support of the legislature (often termed the parliament), often expressed through a vote of confidence.


          Parliamentary systems are characterized by no clear-cut separation of powers between the executive and legislative branches, leading to a different set of checks and balances compared to those found in presidential systems. Parliamentary systems usually have a clear differentiation between the head of government and the head of state, with the head of government being the prime minister or premier, and the head of state often being a figurehead, often either a president (elected either popularly or by the parliament) or by a hereditary monarch (often in a constitutional monarchy).


          Though in parliamentary systems the prime minister and cabinet will exercise executive power on a day-to-day basis, actual authority will usually be bestowed in the head of state, giving them codified or uncodified reserve powers.


          The term parliamentary system does not mean that a country is ruled by different parties in coalition with each other. Such multi-party arrangements are usually the product of an electoral system known as proportional representation. Many parliamentary countries, especially those that use " first past the post" voting, have governments composed of one party. However, parliamentary systems in continental Europe do use proportional representation, and tend to produce election results in which no single party has a majority of seats.


          Parliamentarianism may also be for governance in local governments. An example is the city of Oslo, which has an executive council as a part of the parliamentary system. The council-manager system of municipal government used in some U.S. cities bears many similarities to a parliamentary system.


          


          Types


          There are broadly two forms of Parliamentary Democracies.


          
            	Westminster System or Westminster Models tend to be found in Commonwealth of Nations countries, although they are not universal within nor exclusive to Commonwealth countries. These parliaments tend to have a more adversarial style of debate and the plenary session of parliament is relatively more important than committees. Some parliaments in this model are elected using " First Past the Post" electoral systems, (e.g. Canada, India and the UK), others using proportional representation, e.g. Ireland and New Zealand. The Australian House of Representatives is elected using the alternative or preferential vote while the Senate is elected using PRSTV (proportional representation through the single transferable vote). However even when proportional representation systems are used, the systems used tend to allow the voter to vote for a named candidate rather than a party list. This model does allow for a greater separation of powers than the Western European Model, although the extent of the separation of powers is nowhere near that of the presidential system of United States.

          


          
            	Western European Parliamentary Model (e.g., Spain, Germany) tend to have a more consensual debating system, and have semi-cyclical debating chambers. Proportional representation systems are used, where there is more of a tendency to use party list systems than the Westminster Model legislatures. The committees of these Parliaments tend to be more important than the plenary chamber. This model is sometimes called the West German Model since its earliest exemplar in its final form was in the Bundestag of West Germany (which became the Bundestag of Germany upon the absorption of the GDR by the FRG).

          


          There also exists a Hybrid Model, the semi-presidential system, drawing on both presidential systems and parliamentary systems, for example the French Fifth Republic. Much of Eastern Europe has adopted this model since the early 1990s.


          Implementations of the parliamentary system can also differ on whether the government needs the explicit approval of the parliament to form, rather than just the absence of its disapproval, and under what conditions (if any) the government has the right to dissolve the parliament. Like Jamaica and many others.


          


          Advantages of a parliamentary system


          Some believe that it is easier to pass legislation within a parliamentary system. This is because the executive branch is dependent upon the direct or indirect support of the legislative branch and often includes members of the legislature. Thus, this would amount to the executive (as the majority party or coalition of parties in the legislature) possessing more votes in order to pass legislation. In a presidential system, the executive is often chosen independently from the legislature. If the executive and legislature in such a system include members entirely or predominantly from different political parties, then stalemate can occur. Former US President Bill Clinton often faced problems in this regard, since the Republicans controlled Congress for much of his tenure. Presidents can also face problems from their own parties, however, as former US President Jimmy Carter often did. Accordingly, the executive within a presidential system might not be able to properly implement his or her platform/manifesto. Evidently, an executive in any system (be it parliamentary, presidential or semi-presidential) is chiefly voted into office on the basis of his or her party's platform/manifesto. It could be said then that the will of the people is more easily instituted within a parliamentary system.


          In addition to quicker legislative action, Parliamentarianism has attractive features for nations that are ethnically, racially, or ideologically divided. In a unipersonal presidential system, all executive power is concentrated in the president. In a parliamentary system, with a collegial executive, power is more divided. In the 1989 Lebanese Taif Agreement, in order to give Muslims greater political power, Lebanon moved from a semi-presidential system with a strong president to a system more structurally similar to a classical parliamentarianism. Iraq similarly disdained a presidential system out of fears that such a system would be equivalent to Shiite domination; Afghanistan's minorities refused to go along with a presidency as strong as the Pashtuns desired.


          It can also be argued that power is more evenly spread out in the power structure of parliamentarianism. The premier seldom tends to have as high importance as a ruling president, and there tends to be a higher focus on voting for a party and its political ideas than voting for an actual person.


          In The English Constitution, Walter Bagehot praised parliamentarianism for producing serious debates, for allowing the change in power without an election, and for allowing elections at any time. Bagehot considered the four-year election rule of the United States to be unnatural.


          There is also a body of scholarship, associated with Juan Linz, Fred Riggs, Bruce Ackerman, and Robert Dahl that claims that parliamentarianism is less prone to authoritarian collapse. These scholars point out that since World War II, two-thirds of Third World countries establishing parliamentary governments successfully made the transition to democracy. By contrast, no Third World presidential system successfully made the transition to democracy without experiencing coups and other constitutional breakdowns. As Bruce Ackerman says of the 30 countries to have experimented with American checks and balances, "All of them, without exception, have succumbed to the nightmare [of breakdown] one time or another, often repeatedly."


          A recent World Bank study found that parliamentary systems are associated with lower corruption.


          


          Criticisms of parliamentarianism


          One main criticism of many parliamentary systems is that the head of government is in almost all cases not directly elected. In a presidential system, the president is usually chosen directly by the electorate, or by a set of electors directly chosen by the people, separate from the legislature. However, in a parliamentary system the prime minister is elected by the legislature, often under the strong influence of the party leadership. Thus, a party's candidate for the head of government is usually known before the election, possibly making the election as much about the person as the party behind him or her.


          Another major criticism of the parliamentary system lies precisely in its purported advantage: that there is no truly independent body to oppose and veto legislation passed by the parliament, and therefore no substantial check on legislative power. Conversely, because of the lack of inherent separation of powers, some believe that a parliamentary system can place too much power in the executive entity, leading to the feeling that the legislature or judiciary have little scope to administer checks or balances on the executive. However, most parliamentary systems are bicameral, with an upper house designed to check the power of the lower (from which the executive comes).


          Although it is possible to have a powerful prime minister, as Britain has, or even a dominant party system, as Japan has, parliamentary systems are also sometimes unstable. Critics point to Israel, Italy, India, the French Fourth Republic, and Weimar Germany as examples of parliamentary systems where unstable coalitions, demanding minority parties, votes of no confidence, and threats of such votes, make or have made effective governance impossible. Defenders of parliamentarianism say that parliamentary instability is the result of proportional representation, political culture, and highly polarised electorates.


          Former Prime Minister Ayad Allawi criticized the parliamentary system of Iraq, saying that because of party-based voting "the vast majority of the electorate based their choices on sectarian and ethnic affiliations, not on genuine political platforms."


          Although Walter Bagehot praised parliamentarianism for allowing an election to take place at any time, the lack of a definite election calendar can be abused. In some systems, such as the British, a ruling party can schedule elections when it feels that it is likely to do well, and so avoid elections at times of unpopularity. Thus, by wise timing of elections, in a parliamentary system a party can extend its rule for longer than is feasible in a functioning presidential system. This problem can be alleviated somewhat by setting fixed dates for parliamentary elections, as is the case in several of Australia's state parliaments. In other systems, such as the Dutch and the Belgian, the ruling party or coalition has some flexibility in determining the election date.


          Alexander Hamilton argued for elections at set intervals as a means of insulating the government from the transient passions of the people, and thereby giving reason the advantage over passion in the accountability of the government to the people.


          Critics of parliamentary systems point out that people with significant popular support in the community are prevented from becoming prime minister if they cannot get elected to parliament since there is no option to "run for prime minister" like one can run for president under a presidential system. Additionally, prime ministers may lose their positions solely because they lose their seats in parliament, even though they may still be popular nationally. Supporters of parliamentarianism can respond by saying that as members of parliament, prime ministers are elected firstly to represent their electoral constituents and if they lose their support then consequently they are no longer entitled to be prime minister. In parliamentary systems, the role of the statesman who represents the country as a whole goes to the separate position of head of state, which is generally non-executive and non-partisan. Promising politicians in parliamentary systems likewise are normally preselected for safe seats - ones that are unlikely to be lost at the next election - which allows them to focus instead on their political career.


          


          Countries with a parliamentary system of government


          


          Unicameral system


          This table shows countries with parliament consisting of a single house.


          
            
              	Country

              	Parliament
            


            
              	Albania

              	Kuvendi
            


            
              	Bangladesh

              	Jatiyo Sangshad
            


            
              	Bulgaria

              	National Assembly
            


            
              	Burkina Faso

              	National Assembly
            


            
              	Croatia

              	Sabor
            


            
              	Denmark

              	Folketing
            


            
              	Dominica

              	House of Assembly
            


            
              	Estonia

              	Riigikogu
            


            
              	Finland

              	Eduskunta/Riksdag
            


            
              	Greece

              	Hellenic Parliament
            


            
              	Hungary

              	National Assembly
            


            
              	Iceland

              	Althing
            


            
              	Israel

              	Knesset
            


            
              	Latvia

              	Saeima
            


            
              	Lebanon

              	Assembly of Deputies
            


            
              	Lithuania

              	Seimas
            


            
              	Luxembourg

              	Chamber of Deputies
            


            
              	Malta

              	House of Representatives
            


            
              	Moldova

              	Parliament
            


            
              	Mongolia

              	State Great Khural
            


            
              	Montenegro

              	Parliament
            


            
              	New Zealand

              	Parliament
            


            
              	Norway*

              	Storting
            


            
              	Palestinian Authority

              	Parliament
            


            
              	Papua New Guinea

              	National Parliament
            


            
              	Portugal

              	Assembly of the Republic
            


            
              	Republic of Macedonia

              	Sobranie - Assembly
            


            
              	Saint Kitts and Nevis

              	National Assembly
            


            
              	Saint Vincent and the Grenadines

              	House of Assembly
            


            
              	Samoa

              	Fono
            


            
              	Serbia

              	National Assembly
            


            
              	Singapore

              	Parliament
            


            
              	Slovakia

              	National Council
            


            
              	Sri Lanka

              	Parliament
            


            
              	Sweden

              	Riksdag
            


            
              	Turkey

              	Grand National Assembly
            


            
              	Ukraine

              	Verhovna Rada
            


            
              	Vanuatu

              	Parliament
            


            
              	Vietnam

              	National Assembly
            

          


          
            	The Norwegian Parliament is divided in the Lagting and Odelsting in legislative matters. This separation will be abolished with the next parliament in 2009 due to a constitutional amendment.

          


          


          Bicameral system


          This table shows organisations and countries with parliament consisting of two houses.


          
            
              	Organisation or Country

              	Parliament

              	Upper chamber

              	Lower chamber
            


            
              	Australia

              	Parliament

              	Senate

              	House of Representatives
            


            
              	Austria

              	Parliament

              	Federal Council

              	National Council
            


            
              	Antigua and Barbuda

              	Parliament

              	Senate

              	House of Representatives
            


            
              	The Bahamas

              	Parliament

              	Senate

              	House of Assembly
            


            
              	Nigeria

              	National Assembly

              	Senate

              	House of Representatives
            


            
              	Barbados

              	Parliament

              	Senate

              	House of Assembly
            


            
              	Belize

              	National Assembly

              	Senate

              	House of Representatives
            


            
              	Belgium

              	Federal Parliament

              	Senate

              	Chamber of Representatives
            


            
              	Bhutan

              	Parliament (Chitshog)

              	National Council (Gyalyong Tshogde)

              	National Assembly (Gyalyong Tshogdu)
            


            
              	Canada

              	Parliament

              	Senate

              	House of Commons
            


            
              	Czech Republic

              	Parliament

              	Senate

              	Chamber of Deputies
            


            
              	Ethiopia

              	Federal Parliamentary Assembly

              	House of Federation

              	House of People's Representatives
            


            
              	European Union

              	

              	Council of the European Union

              	European Parliament
            


            
              	Germany

              	

              	Bundesrat (Federal Council)

              	Bundestag (Federal Diet)
            


            
              	Grenada

              	Parliament

              	Senate

              	House of Representatives
            


            
              	India

              	Parliament (Sansad)

              	Rajya Sabha (Council of States)

              	Lok Sabha (House of People)
            


            
              	Ireland

              	Oireachtas

              	Seanad ireann

              	Dil ireann
            


            
              	Iraq

              	National Assembly

              	Council of Union

              	Council of Representatives
            


            
              	Italy

              	Parliament

              	Senate of the Republic

              	Chamber of Deputies
            


            
              	Jamaica

              	Parliament

              	Senate

              	House of Representatives
            


            
              	Japan

              	Diet

              	House of Councillors

              	House of Representatives
            


            
              	Malaysia

              	Parliament

              	Dewan Negara (Senate)

              	Dewan Rakyat (House of Representatives)
            


            
              	The Netherlands

              	States-General

              	Eerste Kamer

              	Tweede Kamer
            


            
              	Pakistan

              	Majlis-e-Shoora

              	Senate

              	National Assembly
            


            
              	Poland

              	Parliament

              	Senate

              	Sejm
            


            
              	Romania

              	Parliament

              	Senate

              	Chamber of Deputies
            


            
              	The Russian Federation

              	Supreme Soviet of the Russian Federation

              	Federation Council

              	Congress of People's Deputies
            


            
              	Saint Lucia

              	Parliament

              	Senate

              	House of Assembly
            


            
              	Slovenia

              	Parliament

              	National Council

              	National Assembly
            


            
              	South Africa

              	Parliament

              	National Council of Provinces

              	National Assembly
            


            
              	Spain

              	Cortes Generales

              	Senate

              	Congress of Deputies
            


            
              	Switzerland

              	Federal Assembly

              	Council of States

              	National Council
            


            
              	Thailand

              	National Assembly

              	Senate

              	House of Representatives
            


            
              	Trinidad and Tobago

              	Parliament

              	Senate

              	House of Representatives
            


            
              	United Kingdom

              	Parliament

              	House of Lords

              	House of Commons
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              	Parliament of Canada

              Parlement du Canada (French)
            


            
              	
                
                  
                    	

                    	
                  


                  
                    	
                      [image: ]

                    
                  

                

              
            


            
              	Type

              	Bicameral
            


            
              	Houses

              	Senate

              House of Commons
            


            
              	Speaker of the House of Commons

              	Peter Milliken
            


            
              	Speaker of the Senate

              	Nol Kinsella
            


            
              	Members

              	413 (308 Commons, 105 Senate)
            


            
              	Political groups

              	Conservative Party

              Liberal Party

              Bloc Qubcois

              New Democratic Party

              Progressive Conservative Party
            


            
              	Last elections

              	23 January 2006
            


            
              	Meeting place

              	Centre Block, Parliament Hill, Ottawa, Ontario, Canada
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          The Parliament of Canada (French: Parlement du Canada) is Canada's legislative branch, seated at Parliament Hill in Ottawa, Ontario. According to Section 17 of the Constitution Act, 1867, parliament consists of three components: the sovereign, the Senate, and the House of Commons; the sovereign is normally represented by the Governor General, who appoints the 105 members of the Senate on the recommendation of the Prime Minister. The 308 members of the House of Commons are directly elected by the people, with each member representing a single electoral district, frequently called a constituency or a riding.


          The lower house, the House of Commons, is the dominant branch of the Canadian parliament. The upper house, the Senate, rarely opposes the will of the other chamber, and the duties of the sovereign and Governor General are largely ceremonial, although in theory he or she could refuse to sign a bill, and could dismiss the Cabinet and call an election unprompted. The Prime Minister and Cabinet must retain the support of a majority of members of the Lower House to remain in office; they need not have the confidence of the Upper House.


          The current parliament is the 39th since Confederation.


          


          History


          After Great Britain conquered it from France during the Seven Years War (17541763), Canada (which then consisted mainly of the modern Province of Quebec) was governed under the Royal Proclamation of 1763. This proclamation was superseded in 1774 by the Quebec Act, under which the power to make ordinances was granted to a Governor and Council, both appointed by the British sovereign. In 1791, the Province of Quebec was divided into the provinces of Upper Canada (which later became Ontario) and Lower Canada (which later became Quebec), each with an elected Legislative Assembly and an appointed Legislative Council.


          In 1841, the British Parliament united Upper and Lower Canada into a new colony, called the Province of Canada. A single legislature, consisting of an elected Legislative Assembly and an appointed Legislative Council, was created. The assembly's eighty-four members were equally divided between the former provinces of Upper and Lower Canada, though the latter had a higher population. The British government, through the royally-appointed Governors, still exercised considerable influence over Canadian affairs. This influence was reduced in 1848, when the province was granted responsible government.
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          From 1841 to 1844, Parliament met on what is now the site of Kingston General Hospital in Kingston, Ontario. In 1849, the Parliament Building in Montreal, which had been the home of the legislature since being transferred from Kingston in 1843, burnt down. The fire was part of a Tory-led riot caused by the Rebellion Losses Bill and a series of tensions between Francophones and Anglophones, as well as an economic depression. In 1857, the legislature was finally moved to Ottawa, after a few years of alternating between Toronto and Quebec City.


          The modern-day Parliament of Canada, however, did not come into existence until 1867. In that year, the British Parliament passed the British North America Act 1867, uniting the Province of Canada (which was separated into Quebec and Ontario), Nova Scotia, and New Brunswick into a single federation, called the Dominion of Canada. The new Canadian Parliament consisted of the Queen (represented by the Governor General), the Senate and the House of Commons. An important influence was the American Civil War, which had just concluded, and had indicated to many Canadians the faults of the federal system as implemented in the United States. In part because of the Civil War, the American model, with relatively powerful states and a less powerful federal government, was rejected. The British North America Act limited the powers of the provinces, providing that all subjects not explicitly delegated to them remain within the authority of the federal Parliament. Yet it gave provinces unique powers in certain agreed-upon areas of funding, and that division still exists today.


          The British North America Act 1867 granted the Parliament significant powers, but with several restrictions. Most notably, the British Parliament remained supreme over Canada, and no Canadian act could in any way abrogate a British one. Furthermore, the United Kingdom continued to determine the foreign policy of the entire British Empire.


          Greater autonomy was granted by the British Parliament's Statute of Westminster 1931. Though the statute allowed the Parliament of Canada to repeal or amend British laws (with respect to their application in Canada), it did not permit the abrogation of Canada's constitution, including the British North America Acts. Hence, whenever a constitutional amendment was sought by the Canadian Parliament, the enactment of a British law became necessary. Still, the Parliament of the United Kingdom did not unilaterally impose amendments on the Canadian federation, only acting when requested to do so by the Canadian Parliament. The Parliament of Canada was granted limited power to amend the constitution by a British act of Parliament in 1949, but it was not permitted to affect the powers of provincial governments, the official positions of the English and French languages, or the five-year term of Parliament.


          The Parliament of Canada last requested the Parliament of the United Kingdom to enact a constitutional amendment in 1982, when the Canada Act 1982 was requested and passed. The act ended the power of the British Parliament to legislate for Canada, and the authority to amend the constitution was transferred to Canadian legislative authorities. Most amendments require the consent of the Canadian Senate, the Canadian House of Commons, and the Legislative Assemblies of two-thirds of the provinces representing a majority of the population. The unanimous consent of provincial legislative assemblies is required for certain amendments, including those affecting the Queen, the Governor General, provincial Lieutenant Governors, the official positions of the English and French languages, the Supreme Court of Canada, and the amending formulas themselves.


          


          Composition
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          The Parliament of Canada is composed of three parts: the Queen, the Senate, and the House of Commons.


          


          The Queen


          The monarch of Canada (presently Queen Elizabeth II) is one of the three components of Parliament. The monarch's functions are customarily delegated to the Governor General (presently Michalle Jean), who is appointed by the monarch on the advice of the Canadian Prime Minister. Governors General serve at the Queen's pleasure, but normally for a term of approximately five years. Though the Queen and Governor General have vast powers in theory, they rarely exercise them in practice. Rather, both perform ceremonial duties, most usually exercising political powers only on the advice of the Prime Minister and Cabinet; in rare circumstances, however, they may be called to make governmental decisions unilaterally.


          


          The Senate


          The entirely appointed Upper House of Canada's Parliament is the Senate. Though they are meant to represent the provinces, senators are selected by the Prime Minister, and are formally appointed by the Governor General. To become a senator, one must be at least thirty years old, must be a subject of the Queen, and must own property with a net worth of at least $4,000. The senator must reside and own land worth at least $4,000 in the province he or she is meant to represent. Senators formerly served for life, but, since 1965, leave the Senate at the age of seventy-five. Senators may resign their seats, and lose their positions if they fail to attend two consecutive sessions of Parliament.


          The constitution groups Canada's provinces into four divisions, each with an equal number of senators: twenty-four for Ontario; twenty-four for Quebec; twenty-four for the Maritime Provinces (ten for Nova Scotia, ten for New Brunswick, and four for Prince Edward Island); and twenty-four for the Western Provinces (six each for Manitoba, British Columbia, Saskatchewan, and Alberta). Newfoundland and Labrador, which became a province only in 1949, is not assigned to any division, and is represented by six senators. Furthermore, the three territories (the Northwest Territories, the Yukon, and Nunavut) are allocated one senator each. Hence, the Senate normally consists of 105 members. The Governor General, however, may temporarily increase the size of the Senate by summoning an additional four or eight senators, provided the approval of the Queen is secured. Canada's four "divisions" must remain equally represented. This power has been employed only once in Canadian history: on the advice of Prime Minister Brian Mulroney in 1990 to ensure the passage of a bill creating the Goods and Services Tax. There may be no more than eight additional senators at any time (making the maximum size of the Senate 113).


          


          The House of Commons


          Parliament's democratically elected component is the House of Commons. Each member represents a single electoral district (or "riding"), and is elected in that district by the simple plurality voting system. They must be Canadian citizens and at least 18 years old. Members hold office until they resign or Parliament is dissolved, and can be reelected any number of times.


          The constitution does not fix the size of the House of Commons, which is re-adjusted every ten years after a census. The House must consist of at least 282 seats, of which three are reserved for the territories. The remaining 279 seats are assigned to the provinces based on their populations. However, the "senatorial clause" guarantees each province at least as many Members of Parliament as senators. Furthermore, the "grandfather clause" guarantees each province at least as many Members of Parliament as it had in 1976 or in 1985. Because of these two clauses, the size of the House of Commons exceeds the minimum (282). At present, the House includes 308 members.


          No individual may serve in more than one House of Parliament. Members of the House of Commons are commonly called "Members of Parliament" or "MPs"; this term is never applied to senators, even though the Senate is a part of Parliament. Though less powerful, senators occupy higher positions than Members of Parliament in the order of precedence.


          


          Procedure


          Each of the two Houses is presided over by a Speaker. The Speaker of the Senate is a senator selected by the Prime Minister and formally appointed by the Governor General. The Speaker of the House of Commons, on the other hand, is elected by his fellow members. In general, the powers of the Speaker of the House are much greater than the powers of the Speaker of the Senate. Following the British model, the upper House is more or less self-regulating, whereas the Lower House is controlled from the chair. In 1991, however, the powers of the Speaker of the Senate were expanded, moving his or her position closer to that of the Speaker of the House.


          The constitution establishes the quorums of both Houses. The quorum is fifteen senators in the Upper House and twenty members in the Lower House. In each House, the Speaker is counted when ascertaining the presence of a quorum.


          Both Houses may determine motions by voice vote; the presiding officer puts the question, and, after listening to shouts of "Yea" and "Nay" from the members, announces which side is victorious. The decision of the Speaker is final, unless a recorded vote is demanded by members of the House (at least two senators or at least five members of the House of Commons). Members in both Houses vote by rising in their places to be counted. In the Senate, the Speaker is allowed to vote (though he or she does not often do so, in the interests of maintaining impartiality), and if there is no majority, the motion is defeated. In the House, however, the Speaker may not vote, unless there is a tie. Moreover, the Speaker customarily votes in favour of the status quo.


          This entails voting in the following fashion: whenever possible, leaving the matter open for future consideration and allowing for further discussion by the House; whenever no further discussion is possible, taking into account that the matter could somehow be brought back in the future and be decided by a majority of the House; leaving a bill in its existing form rather than having it amended.


          For example, during the 2005 budget vote, which was considered a vote of confidence, the Speaker of the House cast the tie-breaking vote during Second Reading and voted in favour of the budget thus allowing the debate to proceed to the next stage.


          


          Term


          After a general election, the Governor General (acting on the advice of the Prime Minister) formally issues a proclamation summoning Parliament. On the day indicated by the proclamation, the members of the two Houses assemble in their respective chambers. The ceremony observed at this time is similar to that observed in the British Parliament. Having assembled, the Commons are summoned to the Senate Chamber, where they are instructed to elect a Speaker. The Commons return to their chamber, elect a Speaker, and then adjourn.


          On the next day, the formal opening of Parliament occurs. The Usher of the Black Rod, an official of the Senate, formally summons the Commons to the Senate. The Commons proceeds to the Bar of the Senate, but do not enter the Senate Chamber itself. The Speaker of the House then presents himself to the Monarch, the Governor General, or another representative (such as His Royal Highness Edward, Prince of Wales in 1919), formally claiming the rights and privileges of the House of Commons. The Crown representative then takes his or her seat on the Throne in the Senate Chamber. The Speaker of the Senate then replies, acknowledging, on the behalf of the Crown representative, the privileges of the House of Commons. With the members of the House of Commons remaining at the Bar, and with the Senators seated in the Senate Chamber, the Monarch, Governor General, or other representative (seated on the Throne) delivers an address known as the Speech from the Throne. In it, he or she outlines the program of the Government for the upcoming legislative session. The speech is actually written by the ministers and not the Crown.


          A session of Parliament, having been formally opened, continues until a "prorogation" brings about its conclusion. Prorogation is generally achieved by a proclamation of the Governor General, again issued on the advice of the Prime Minister. No special prorogation ceremony, however, needs to be observed. Having been prorogued, each House does not conduct any further business until the Governor General issues another proclamation for a new session. The procedures described above are used at the beginning of such a session, except that a new Speaker need not be elected and the privileges of the House of Commons need not be claimed again.


          Each Parliament, after a number of sessions, comes to an end, usually by a "dissolution". A dissolution is effected by the Governor General, who, however, acts on the advice of the Prime Minister. Because a general election follows, the timing of a dissolution is usually politically motivated, with the Prime Minister selecting the moment most advantageous to his or her political party. A dissolution, however, may also become necessary if the Prime Minister's support in the House of Commons collapses. Dissolution is not the only method by which a Parliament may be brought to an end: parliamentary terms expire five years after they begin. In the history of Canada, however, no Parliament has been allowed to "expire".


          After each Parliament ends, whether by dissolution or by effluxion of time, members of the House of Commons face general elections, but senators continue in office. Each body that assembles following an election is considered a separate Parliament; thus, the body which assembled in 2004 is known as the Thirty-Eighth Parliament.


          


          Legislative functions


          Laws, in draft form known as bills, may be introduced by any member of either House, but are most often introduced by Ministers of the Crown, and are known as government bills. Bills introduced by members who are not Ministers are known as private members' bills (in the case of the House of Commons) or as private senators' bills (in the case of the Senate). Bills may also be categorised as public bills (if they apply to the general public) or as private bills (if they particularly concern a person or a limited group of persons).


          Each bill goes through a number of stages in each House. The first stage, known as the first reading, is purely formal. At the ensuing second reading, the general principles of the bill are debated; though a rejection is possible, it is not common in the case of government bills.


          Next, the bill is sent by the House in question to one of several different committees. Most often, the bill is committed to a Standing Committee, a body of members or senators which specializes in a particular subject (such as foreign affairs). The committee may examine witnesses, Ministers, and experts, debate the bill, and recommend amendments. The bill may also be committed to the Committee of the Whole, a body which consists, as the name suggests, of all the members of the House in question. Finally, the bill could be referred to an ad hoc committee established solely to review the piece of legislation in question. Each chamber has their own procedure for dealing with this, with the Senate establishing special committees, which function like most other committees, and the House of Commons establishing legislative committees. A legislative committee is an ad hoc committee established to consider a piece of legislation, but the Chair is appointed by the Speaker of the House of Commons, and is normally one of his deputies. The Senate has no procedure for legislative committees. Whichever committee is used, any amendments proposed by the committee are considered by the whole House in the report stage. Furthermore, additional amendments not proposed by the committee may also be made.


          After the report stage (or, if the committee made no amendments to the bill, immediately after the committee stage), the final stage of the billthe third readingoccurs. Further amendments are not permitted in the House of Commons, but are allowed in the Senate. If it passes the third reading, the bill is sent to the other House, where it passes through the same stages. Amendments made by the second House require the assent of the original House in order to stand part of the final bill. If, however, one House passes amendments that the other will not agree to, and the two Houses cannot resolve their disagreements, the bill fails.


          Finally, if the bill is passed in identical form by both Houses, it is presented for the Royal Assent. In theory, the Governor General has three options: he or she may grant the Royal Assent (making the bill law), withhold the Royal Assent (vetoing the bill) or reserve the bill for the signification of the Queen's pleasure (allowing the Sovereign to personally grant or withhold assent). If the Governor General does grant the Royal Assent, the Sovereign may, within two years, "disallow" the bill, thereby annulling the law in question. By modern constitutional convention, however, the Royal Assent is always granted, and bills are never disallowed.


          In conformity with the British model, only the House of Commons may originate bills for the imposition of taxes or for the appropriation of public funds. Otherwise, the theoretical power of both Houses over bills is equal, with the assent of each being required for passage. In practice, however, the House of Commons is the dominant chamber of Parliament, with the Senate rarely exercising its powers in a way that opposes the will of the democratically elected House.


          


          Relationship with the Government


          The Canadian Government is answerable to the Lower House of Parliament, the House of Commons. However, neither the Prime Minister nor members of the Government are elected by the House of Commons. Instead, the Governor General requests the person most likely to command the support of a majority of the House of Commons (usually the leader of the party with the greatest number of seats in that House) to form a government. If no party holds a majority, it is customary to appoint a minority government rather than a coalition government. The Prime Minister then selects the members of the Cabinet, who are then formally appointed by the Governor General.


          So that they may be accountable to the Lower House, the Prime Minister and most members of the Cabinet are members of the House of Commons instead of the Senate. If the leader of the largest party is not a member of the House of Commons, then he or she, by constitutional convention, seeks election to that House at the earliest possible opportunity. Normally, a junior member of Parliament who holds a safe seat resigns to allow the Prime Minister to enter the House of Commons.


          The House of Commons, not the Senate, is the responsible House of Parliament, meaning that the Government is answerable to it alone. It controls the executive by passing or rejecting its Bills and by forcing Ministers of the Crown to answer for their actions, for example during " Question Period," when the Ministers are obliged to answer questions posed by members. The Lower House may attempt to bring down the Government by rejecting a Motion of Confidence or by passing a Motion of No Confidence. Confidence motions are generally originated by the Government to reinforce its support in the House, whilst no confidence motions are introduced by the Opposition. Important bills that form part of the Government's agenda are generally considered matters of confidence. Furthermore, the confidence of the House of Commons is deemed to have been withdrawn if that House "withdraws Supply," that is, rejects the budget.


          Where a government has lost the confidence of the House of Commons, the Prime Minister is obliged to either resign (allowing the Governor General to appoint the Leader of the Opposition to the office), or seek the dissolution of Parliament and a new general election. A precedent, however, was set in 1968, when the Government of Lester Bowles Pearson unexpectedly lost a confidence vote, but was allowed to remain in power with the mutual consent of the leaders of the other parties. Though the Governor General is theoretically permitted to refuse to dissolve Parliament, it is highly improbable that he or she would do so.


          In practice, the House of Commons' scrutiny of the government is very weak. Since the first-past-the-post electoral system is employed in elections, the governing party tends to enjoy a large majority in the Commons; there is often limited need to compromise with other parties. Modern Canadian political parties are so tightly organised that they leave relatively little room for free action by their MPs. In many cases, MPs may be expelled from their parties for voting against the instructions of party leaders. Thus, defeats of majority governments on issues of confidence are very rare. The last prime minister to lose a confidence vote was Paul Martin in 2005. Prior to this, the last prime minister to lose a confidence vote was Joe Clark in 1979.


          


          Powers


          The powers of the Parliament of Canada are limited by the constitution, which divides legislative powers between the federal and provincial governments. In general, provincial Legislatures may only pass laws relating to topics explicitly reserved for them by the constitution, such as education, provincial officers, municipal government, charitable institutions, and "matters of a merely local or private nature." Under the constitution, any matter not under the exclusive authority of the provincial Legislatures is within the scope of Parliament's power. Thus, Parliament alone can pass laws relating to, amongst other things, the postal service, the census, the military, navigation and shipping, fishing, currency, banking, weights and measures, bankruptcy, copyrights, patents, Indians, and naturalization. In some cases, however, the powers of Parliament and the legislatures seem to overlap. For instance, Parliament regulates marriage and divorce in general, but the solemnization of marriage is regulated only by the provincial legislatures. Other examples include the powers of both Parliament and the legislatures to impose taxes, borrow money, punish crimes, and regulate agriculture.


          The powers of the Canadian Parliament are also limited by the Canadian Charter of Rights and Freedoms. Most of the provisions of the charter may be overridden by an act that includes a notwithstanding clause. Such a provision, however, has never been used by Parliament, though it has been employed by provincial Legislatures. Laws violating the charter, as well as laws violating other parts of the constitution, are invalid, and may be ruled unconstitutional by the courts.


          


          Privileges


          The Parliament of Canada possesses a number of privileges, known together as parliamentary privilege. Each House is the guardian of its own privileges, and may punish breaches thereof. Parliament itself determines the extent of parliamentary privilege, but the constitution bars it from conferring any privileges "exceeding those at the passing of such Act held, enjoyed, and exercised by the [British House of] Commons  and by the Members thereof."


          The foremost privilege held by both Houses is that of freedom of speech in debate: nothing said in either House may be questioned in any court or other institution outside Parliament. In particular, a member of either House cannot be sued for slander based on speeches made in the course of parliamentary proceedings. The only restraints on debate are placed by the standing orders (or rules) of the two Houses themselves. Another privilege of individual members is that of freedom from arrest in civil cases (but not for allegedly criminal actions). Members of both Houses are also privileged from jury service and attendance of courts as witnesses.


          Each House, furthermore, possesses privileges as a body, including the privilege of determining its own internal affairs and the privilege of disciplining its members for disobeying its rules. Furthermore, each House may punish contempt of Parliament (that is, disobedience of its authority, for example by giving false testimony before a parliamentary committee) and breaches of its own privileges.


          


          Mace


          There are two maces used by Parliament, one for the House of Commons and the second for the Senate.


          

          The original mace of the Senate was the original mace of the Legislative Council of the United Province of Canada 1849.


          The mace for the Commons dates back to 1916, a donation from City of London to replace the original mace from the Parliament of Upper Canada and Union of Canadas (1845). A temporary mace was made of wood in 1916 and loaned to the House of Assembly of the Bahamas in 1965.
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              	Type

              	Bicameral
            


            
              	Houses

              	House of Lords

              House of Commons
            


            
              	Speaker of the House of Commons

              	Michael Martin MP
            


            
              	Speaker of the House of Lords

              	Baroness Hayman, PC
            


            
              	Members

              	1384 (646 MPs, 738 Peers)
            


            
              	Political groups

              	Labour Party

              Conservative Party

              Liberal Democrats

              Scottish National Party

              Plaid Cymru

              Democratic Unionist Party

              Sinn Fin (do not take their seats)

              Social Democratic and Labour Party

              Ulster Unionist Party

              Respect  The Unity Coalition
            


            
              	Last elections

              	May 5, 2005
            


            
              	Meeting place

              	Palace of Westminster, Westminster, London, United Kingdom
            


            
              	Web site

              	http://www.parliament.uk/
            

          


          The Parliament of the United Kingdom of Great Britain and Northern Ireland is the supreme legislative body in the United Kingdom and British overseas territories. It alone has parliamentary sovereignty, conferring it ultimate power over all other political bodies in the UK and its territories. At its head is the Sovereign, Queen Elizabeth II.


          The parliament is bicameral, with an upper house, the House of Lords, and a lower house, the House of Commons. The Queen is the third component of Parliament. The House of Lords includes two different types of members: the Lords Spiritual (the senior bishops of the Church of England) and the Lords Temporal (members of the Peerage); its members are not elected by the population at large but are appointed by past or current governments. The House of Commons is a democratically elected chamber with elections to it held at least every 5 years. The two Houses meet in separate chambers in the Palace of Westminster (commonly known as the "Houses of Parliament"), in the City of Westminster in London. By constitutional convention, all government ministers, including the Prime Minister, are members of the House of Commons or, less often, the House of Lords, and are thereby accountable to the respective branches of the legislature.


          Parliament evolved from the early medieval councils that advised the sovereigns of England. In theory, supreme legislative power is vested in the Queen-in-Parliament; in practice in modern times, real power is vested in the House of Commons; the Sovereign generally acts on the advice of the Prime Minister and the powers of the House of Lords are limited.


          The United Kingdom Parliament is sometimes called the mother of parliaments, as the legislative bodies of many states, most notably those of the members of the Commonwealth, are modelled on it. However, it is a misquotation of John Bright, who had actually remarked on 18 January 1865 that "England is the Mother of Parliaments", in the context of supporting demands for expanded voting rights in a country that he considered to have pioneered parliamentary government. It is also the largest Anglophone legislative body in the world.


          


          History


          In the Middle Ages and early modern period there were three kingdoms within the British Isles  England, Scotland and Ireland  and these developed separate parliaments. The 1707 Acts of Union brought England and Scotland together under the Parliament of Great Britain, and the 1800 Act of Union included Ireland under the Parliament of the United Kingdom.


          


          Parliament of England
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          The English Parliament traces its origins to the Anglo-Saxon Witenagemot. In 1066, William of Normandy brought a feudal system, where he sought the advice of a council of tenants-in-chief and ecclesiastics before making laws. In 1215, the tenants-in-chief secured the Magna Carta from King John, which established that the king may not levy or collect any taxes (except the feudal taxes to which they were hitherto accustomed), save with the consent of his royal council, which slowly developed into a parliament.


          In 1265, Simon de Montfort, 6th Earl of Leicester summoned the first elected Parliament. The franchise in parliamentary elections for county constituencies was uniform throughout the country, extending to all those who owned the freehold of land to an annual rent of 40 shillings ( Forty-shilling Freeholders). In the boroughs, the franchise varied across the country; individual boroughs had varying arrangements. This set the scene for the so-called " Model Parliament" of 1295 adopted by Edward I. By the reign of Edward II, Parliament had been separated into two Houses: one including the nobility and higher clergy, the other including the knights and burgesses, and no law could be made, nor any tax levied, without the consent of both Houses as well as of the Sovereign.


          The Laws in Wales Acts of 153542 annexed Wales as part of England and brought Welsh representatives to Parliament.


          When Elizabeth I was succeeded in 1603 by the Scottish King James VI, (thus becoming James I of England), the countries both came under his rule but each retained its own Parliament. James I's successor, Charles I, quarrelled with the English Parliament and, after he provoked the Wars of the Three Kingdoms, their dispute developed into the English Civil War. Charles was executed in 1649 and under Oliver Cromwell's Commonwealth of England the House of Lords was abolished, and the House of Commons made subordinate to Cromwell. After Cromwell's death, the Restoration of 1660 restored the monarchy and the House of Lords.


          Amidst fears of a Roman Catholic succession, the Glorious Revolution of 1688 deposed James II (James VII of Scotland) in favour of the joint rule of Mary II and William III, whose agreement to the English Bill of Rights introduced a constitutional monarchy, though the supremacy of the Crown remained. For the third time, a Convention Parliament, i.e., one not summoned by the king, was required to determine the succession.


          


          Parliament of Scotland
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          From the time of Kenneth mac Alpin, the early Kingdom of Scotland (see Kingdom of Alba) had been ruled by chieftains and petty kings under the suzerainty of the King of Scots, all offices being filled through election by an assembly under the Gaelic system of tanistry, which combined a hereditary element with the consent of those ruled. After Macbeth was overthrown by Malcolm III in 1057 the feudal system of primogeniture was gradually introduced, as Scotland came increasingly under Norman influence.


          In the High Middle Ages the King's Council of Bishops and Earls evolved into the unicameral Estates of Parliament of 1235, with the colloquium at Kirkliston (the first meeting of Parliament for which records survive), which had both a political and judicial role. From 1326 the Three Estates ( Scots: Thrie Estaitis) had clerics, lay tenants-in-chief and the burgh Commissioners (approximately equivalent to early burgesses, later Members of Parliament, in the contemporaneous Parliament of England) sitting in a single chamber, with powers over taxation and a strong influence over justice, foreign policy, war, and legislation. The Parliament chose a committee called the Lords of the Articles (comparable to a modern select committee) to draft legislation, which was then presented to the full Parliament to be confirmed.


          Following the Reformation and pressure from the Kirk, Catholic clergy were excluded from 1567, and after Protestant bishops were abolished in 1638 (see Bishops' Wars) the Scottish Parliament became an entirely lay legislature. During the reign of James VI, the Lords of the Articles came more under the influence of the Crown, and following his accession to the throne of England in 1603 (see Union of the Crowns) he used them to run Scotland from London. During the Wars of the Three Kingdoms in the Covenanting period (163851) the Scottish Parliament took control of the executive, effectively wresting sovereignty from Charles I. After Scotland was invaded by Oliver Cromwell, his Protectorate government imposed a brief Anglo-Scottish parliamentary union in 1657.


          The Scottish Parliament returned after the Restoration of Charles II to the thrones of England and Ireland in 1660 (he had already been crowned King of Scots at Scone on 1 January 1651). After the Glorious Revolution formally changed England's monarch in February 1689, William II of Scotland (William III of England) summoned a Convention of the Estates, which considered competing letters from both William and from James VII of Scotland (James II of England), and set out its terms and conditions in the Claim of Right, and duly proclaimed William and Mary II to be the joint monarchs of Scotland, at Edinburgh on 11 April 1689.


          


          Parliament of Ireland
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          The Irish Parliament was founded to represent the English community in the Lordship of Ireland, while the native or Gaelic Irish were ineligible to vote or stand for office, the first known meeting being in 1264. The English presence shrank to an enclave around Dublin known as the Pale.


          In 1541 Henry VIII declared the Kingdom of Ireland and embarked on the Tudor re-conquest of Ireland. The Gaelic Irish lords were now entitled to attend the Irish Parliament as equals of the majority of English descent. Disputes followed the English Reformation, when most of the population remained Roman Catholic, and in 161315 constituencies were fixed so that Protestant settlers held the majority in the Irish Parliament. After the Irish Rebellion of 1641, Catholics were barred from voting or attending the Parliament in the Cromwellian Act of Settlement 1652.


          Under James II & VII, the Catholics regained ground and during the Jacobite war in Ireland he agreed to the Irish Parliament's demands for autonomy and restitution of lands. After the victory of William III of England these gains were reversed, with the Penal Laws making things worse. Poyning's Law of 1494 had made the Irish Parliament subordinate to the Parliament of England, but the Constitution of 1782 removed these restrictions and about a decade later Catholics gained the right to vote, though they were still barred from membership.


          


          Parliament of Great Britain


          Following the Treaty of Union in 1707, Acts of Union were passed in both the Parliament of England and the Parliament of Scotland, which created a new Kingdom of Great Britain. The Acts dissolved both parliaments, replacing them with a new Parliament of the Kingdom of Great Britain based in the former home of the English parliament. All the traditions, procedures, and standing orders of the English parliament were retained, as were the incumbent officers, and English members comprised the overwhelming majority of the new body. It was not even considered necessary to hold a new general election. While Scots law and Scottish legislation remained separate, the legislation was now dealt with by the new parliament.


          After the Hanoverian George I ascended the throne in 1714 through an Act of Parliament, power began to shift from the Sovereign, and by the end of his reign the position of the ministers  who had to rely on Parliament for support  was cemented. Towards the end of the 18th century the monarch still had considerable influence over Parliament, which was dominated by the English aristocracy, by means of patronage, but had ceased to exert direct power: for instance, the last occasion Royal Assent was withheld, was in 1708 by Queen Anne. At general elections the vote was restricted to freeholders and landowners, in constituencies that were out of date, so that in many " rotten boroughs" seats could be bought while major cities remained unrepresented. Reformers and Radicals sought parliamentary reform, but as the Napoleonic Wars developed the government became repressive against dissent and progress toward reform was stalled.


          


          Parliament of the United Kingdom


          The United Kingdom of Great Britain and Ireland was created in 1801 by the merger of the Kingdom of Great Britain and the Kingdom of Ireland under the Act of Union.


          The principle of ministerial responsibility to the lower House did not develop until the 19th century  the House of Lords was superior to the House of Commons both in theory and in practice. Members of the House of Commons were elected in an antiquated electoral system, under which constituencies of vastly different sizes existed. Thus, the borough of Old Sarum, with seven voters, could elect two members, as could the borough of Dunwich, which had completely disappeared into the sea due to land erosion. In many cases, members of the Upper House also controlled tiny constituencies, known as pocket or rotten boroughs, and could ensure the election of their relatives or supporters. Many seats in the House of Commons were "owned" by the Lords. After the reforms of the 19th century, beginning with the Reform Act of 1832, the electoral system in the lower House was much more regularised. No longer dependent on the upper House for their seats, members of the House of Commons began to grow more assertive.


          


          Modern era
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          The supremacy of the British House of Commons was established in the early 20th century. In 1909, the Commons passed the so-called "People's Budget", which made numerous changes to the taxation system in a manner detrimental to wealthy landowners. The House of Lords, which consisted mostly of powerful landowners, rejected the Budget. On the basis of the Budget's popularity and the Lords' consequent unpopularity, the Liberal Party narrowly won two general elections in 1910. Using the result as a mandate, the Liberal Prime Minister, Herbert Henry Asquith, introduced the Parliament bill, which sought to restrict the powers of the House of Lords. (He did not reintroduce the land tax provision of the People's Budget.) When the Lords refused to pass the bill, Asquith countered with a promise extracted from the King in secret before the second general election of 1910 and requested the creation of several hundred Liberal peers so as to erase the Conservative majority in the House of Lords. In the face of such a threat, the House of Lords narrowly passed the bill. The Parliament Act 1911, as it became, allowed the Lords to delay a bill for a maximum of three sessions (reduced to two sessions in 1949), after which it could become law over their objections.


          The Irish Free State became independent in 1922 and in 1927 the UK was renamed the United Kingdom of Great Britain and Northern Ireland.


          Further reforms to the House of Lords have been made during the 20th century. In 1958, the Life Peerages Act authorised the regular creation of life peerage dignities. By the 1960s, the regular creation of hereditary peerage dignities had ceased; thereafter, almost all new peers were life peers only. More recently, the House of Lords Act 1999 removed the automatic right of hereditary peers to sit in the Upper House (although it made an exception for 92 of them on a temporary basis). The House of Lords is now a chamber that is subordinate to the House of Commons.


          The Scottish Parliament was established as the devolved national unicameral legislature of Scotland by the Scotland Act 1998, and it held its first meeting on 12 May 1999.


          


          Composition and powers


          There are three elements to Parliament: the Crown, the House of Lords, and the House of Commons. These three components are separate from each other; no individual may be a part of more than one component. Members of the House of Lords are legally barred from voting in elections for members of the House of Commons; the Sovereign by convention does not vote, although there is no statutory impediment.


          As an institution the Crown is still powerful, as Royal Assent is still required for all Bills to become law, through prerogative powers and the appointment of the government. The prerogative powers include among others the abilities to dissolve Parliament, make treaties, declare war, and award honours. In practice these are always exercised by the monarch on the advice of the Prime Minister and the other ministers of the government. The monarch also chooses the Prime Minister, who then forms a government from members of the houses of parliament. This must be someone who can command a majority in the House of Commons. This is usually a straightforward decision, though occasionally the monarch has to make a judgment, as in the appointment of Alec Douglas-Home in 1963 when it was thought that the incumbent Prime Minister, Harold Macmillan, had contracted a terminal cancer.


          The Upper House is mostly made up of appointed members ("Lords of Parliament"). The whole House is formally styled The Right Honourable The Lords Spiritual and Temporal in Parliament Assembled, the Lords Spiritual being clergymen of the Church of England and the Lords Temporal being Peers of the Realm. The Lords Spiritual and Lords Temporal are considered separate " estates," but they sit, debate and vote together.


          Since the Parliament Acts of 1911 and 1949, the powers of the House of Lords have been very much less than those of the House of Commons. All bills except money bills are debated and voted upon in House of Lords; however by voting against a bill, the House of Lords can only delay it for a maximum of two parliamentary sessions over a year. After this time, the House of Commons can force the Bill through without the Lords' consent under the Parliament Acts. The House of Lords can also hold the government to account through questions to government ministers and the operation of a small number of select committees. Currently the highest English court is a committee of the House of Lords, but it will shortly become an independent supreme court.


          The Lords Spiritual formerly included all of the senior clergymen of the Church of England  archbishops, bishops, abbots and priors. Upon the Dissolution of the Monasteries under Henry VIII the abbots and priors lost their positions in Parliament. All diocesan bishops continued to sit in Parliament, but the Bishopric of Manchester Act 1847, and later acts, provide that only the 26 most senior are Lords Spiritual. These always include the incumbents of the "five great sees", namely the Archbishop of Canterbury, the Archbishop of York, the Bishop of London, the Bishop of Durham and the Bishop of Winchester. The remaining 21 Lords Spiritual are the most senior diocesan bishops, ranked in order of consecration.


          The Lords Temporal are all members of the Peerage. Formerly, they were hereditary peers. The right of some hereditary peers to sit in Parliament was not automatic: after Scotland and England united into Great Britain in 1707, it was provided that all peers whose dignities had been created by English Kings could sit in Parliament, but those whose dignities had been created by Scottish Kings were to elect a limited number of " representative peers". A similar arrangement was made in respect of Ireland when that nation merged with Great Britain in 1801, but when southern Ireland left the United Kingdom in 1922 the election of Irish representative peers ceased. By the Peerage Act 1963, the election of Scottish representative peers also ended, and all Scottish peers were granted the right to sit in Parliament. Under the House of Lords Act 1999, only life peerage dignities (that is to say, peerage dignities which cannot be inherited) automatically entitle their holders to seats in the House of Lords. Of the hereditary peers, only 92  the Earl Marshal, the Lord Great Chamberlain and the 90 elected by other peers  retain their seats in the House.


          The Commons, the last of the "estates" of the Kingdom, are represented in the House of Commons, which is formally styled The Honourable The Commons in Parliament Assembled (commons coming not from the term commoner, but from commune, the old French term for a district). The House currently consists of 646 members. Until the 2005 general election, it consisted of 659 members, but the number of Scottish Members was reduced by the Scotland Act 1998. Each "Member of Parliament" or "MP" is chosen by a single constituency according to the First-Past-the-Post electoral system. Universal adult suffrage exists for those 18 and over; citizens of the United Kingdom, and those of the Republic of Ireland and Commonwealth nations resident in the United Kingdom are qualified to vote. The term of members of the House of Commons depends on the term of Parliament; a general election, during which all the seats are contested, occurs after each dissolution (see below).


          All legislation must be passed by the House of Commons to become law and it controls taxation and the supply of money to the government. Government ministers (including the Prime Minister) must regularly answer questions in the House of Commons and there are a number of select committees that scrutinise particular issues and the workings of the government. There are also mechanisms that allow members of the House of Commons to bring to the attention of the government particular issues affecting their constituents.


          


          Procedure


          Both houses of the British Parliament are presided over by a speaker, the Speaker of the House for the Commons and the Lord Speaker in the House of Lords.


          For the Commons, the approval of the Sovereign is theoretically required before the election of the Speaker becomes valid, but it is, by modern convention, always granted. The Speaker's place may be taken by three deputies, known as the Chairman, First Deputy Chairman and Second Deputy Chairman of Ways and Means. (They take their name from the Committee of Ways and Means, of which they were once presiding officers, but which no longer exists.)


          Prior to July 2006, the House of Lords was presided over by a Lord Chancellor (a Cabinet member), whose influence as Speaker was very limited (whilst the powers belonging to the Speaker of the House of Commons are vast). However, as part of the Constitutional Reform Act 2005, the position of Speaker of the House of Lords (as it is termed in the Act) was separated from the office of Lord Chancellor, though the Lords remain largely self-governing. Decisions on points of order and on the disciplining of unruly members are made by the whole body in the Upper House, but by the Speaker alone in the Lower House. Speeches in the House of Lords are addressed to the House as a whole (using the words "My Lords"), but those in the House of Commons are addressed to the Speaker alone (using "Mr Speaker" or "Madam Speaker").


          Both Houses may decide questions with voice voting; members shout out "Aye" and "No" in the Commons  or "Content" and "Not-Content" in the Lords , and the presiding officer declares the result. The pronouncement of either Speaker may be challenged, and a recorded vote (known as a division) demanded. (The Speaker of the House of Commons may choose to overrule a frivolous request for a division, but the Lord Speaker does not have that power.) In each House, a division requires members to file into one of the two lobbies alongside the Chamber; their names are recorded by clerks, and their votes are counted as they exit the lobbies to re-enter the Chamber. The Speaker of the House of Commons is expected to be non-partisan, and does not cast a vote except in the case of a tie; the Lord Speaker, however, votes along with the other Lords.


          (For further details on procedure, see the separate articles on the House of Lords and the House of Commons.)


          


          Term


          Following a general election, a new Parliamentary session begins. Parliament is formally summoned 40 days in advance by the Sovereign, who is the source of parliamentary authority. On the day indicated by the Sovereign's proclamation, the two Houses assemble in their respective chambers. The Commons are then summoned to the House of Lords, where Lords Commissioners (representatives of the Sovereign) instruct them to elect a Speaker. The Commons perform the election; on the next day, they return to the House of Lords, where the Lords Commissioners confirm the election and grant the new Speaker the royal approval in the Sovereign's name.


          The business of Parliament for the next few days of its session involves the taking of the oaths of allegiance. Once a majority of the members has taken the oath in each House, the State Opening of Parliament may occur. The Lords take their seats in the House of Lords Chamber, the Commons appear at the Bar (immediately outside the Chamber), and the Sovereign takes his or her seat on the throne. The Sovereign then reads the Speech from the Throne  the content of which is determined by the Ministers of the Crown  outlining the Government's legislative agenda for the upcoming year. Thereafter, each House proceeds to the transaction of legislative business.


          By custom, before considering the Government's legislative agenda, a bill is introduced pro forma in each House  the Select Vestries Bill in the House of Lords and the Outlawries Bill in the House of Commons. These bills do not become laws; they are ceremonial indications of the power of each House to debate independently of the Crown. After the pro forma bill is introduced, each House debates the content of the Speech from the Throne for several days. Once each House formally sends its reply to the Speech, legislative business may commence, appointing committees, electing officers, passing resolutions and considering legislation.


          A session of Parliament is brought to an end by a prorogation. There is a ceremony similar to the State Opening, but much less well-known. Normally, the Sovereign does not personally attend the prorogation ceremony in the House of Lords; he or she is represented by Lords Commissioners. The next session of Parliament begins under the procedures described above, but it is not necessary to conduct another election of a Speaker or take the oaths of allegiance afresh at the beginning of such subsequent sessions. Instead, the State Opening of Parliament proceeds directly. To avoid the delay of opening a new session in the event of an emergency during the long summer recess, Parliament is no longer prorogued beforehand, but only after the Houses have reconvened in the autumn; the State Opening follows a few days later.


          Each Parliament comes to an end, after a number of sessions, either by the command of the Sovereign or by effluxion of time, the former being more common in modern times. The dissolution of Parliament is effected by the Sovereign, always on the advice of the Prime Minister. The Prime Minister may seek dissolution because the time is politically advantageous to his or her party. If the Prime Minister loses the support of the House of Commons, he must either resign or seek dissolution of Parliament to renew his or her mandate.


          Originally there was no fixed limit on the length of a Parliament, but the Triennial Act 1694 set the maximum duration at three years. As the frequent elections were deemed inconvenient, the Septennial Act 1716 extended the maximum to seven years, but the Parliament Act 1911 reduced it to five. During the Second World War, the term was temporarily extended to ten years by Acts of Parliament. Since the end of the war the maximum has remained five years. Modern Parliaments, however, rarely continue for the maximum duration; normally, they are dissolved earlier. For instance, the 52nd, which assembled in 1997, was dissolved after four years.


          Formerly, the demise of the Sovereign automatically brought a Parliament to an end, the Crown being seen as the caput, principium, et finis (beginning, basis and end) of the body, but this is no longer the case. The first change was during the reign of William and Mary, when it was seen to be inconvenient to have no Parliament at a time when succession to the Crown could be disputed, and an act was passed that provided that a Parliament was to continue for six months after the death of a Sovereign, unless dissolved earlier. The Representation of the People Act 1867 brought this arrangement to an end.


          After each Parliament concludes, the Crown issues writs to hold a general election and elect new members of the House of Commons. Membership of the House of Lords does not change due to dissolution. Each Parliament that assembles following a general election is deemed to be distinct from the one which just concluded, and is separately numbered, the present Parliament being the Fifty-Fourth Parliament of the United Kingdom since the formation of the United Kingdom of Great Britain and Ireland in 1801. (Previous Parliaments were "of Great Britain" or "of England", "of Scotland" or "of Ireland".)


          


          Legislative functions
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          Laws can be made by Acts of the United Kingdom Parliament. While Acts can apply to the whole of the UK including Scotland, due to the continuing separation of Scots law many Acts do not apply to Scotland and are either matched by equivalent Acts that apply to Scotland alone or, since 1999, by legislation set by the Scottish Parliament relating to devolved matters.


          This has led to what is known as the West Lothian question: the situation where Westminster MPs for Scottish constituencies may vote on legislation that will have no direct effect on Scotland.


          Laws, in draft form known as bills, may be introduced by any member of either House, but usually a bill is introduced by a Minister of the Crown. A bill introduced by a Minister is known as a "Government Bill"; one introduced by another member is called a " Private Member's Bill". A different way of categorising bills involves the subject. Most bills, involving the general public, are called " Public Bills". A bill that seeks to grant special rights to an individual or small group of individuals, or a body such as a local authority, is called a " Private Bill". A Public Bill which affects private rights (in the way a Private Bill would) is called a " Hybrid Bill".


          Private Members' Bills make up the majority of bills, but are far less likely to be passed than government bills. There are three methods for an MP to introduce a Private Member's Bill. The Private Members' Ballot (once per Session) put names into a ballot, and those who win are given time to propose a bill. The Ten Minute Rule is another method, where MPs are granted ten minutes to outline the case for a new piece of legislation. Standing Order 57 is the third method, which allows a bill to be introduced without debate if a day's notice is given to the Table Office. Filibustering is a danger, as an opponent to a bill can waste much of the limited time allotted to it. Private Members' Bills have no chance of success if the current government opposes them, but they are used in moral issues: the bills to decriminalise homosexuality and abortion were Private Members' Bills, for example. Governments can sometimes attempt to use Private Members' Bills to pass things it would rather not be associated with. "Handout bills" are bills which a government hands to MPs who win Private Members' Ballots.


          Each Bill goes through several stages in each House. The first stage, called the first reading, is a formality. At the second reading, the general principles of the bill are debated, and the House may vote to reject the bill, by not passing the motion "That the Bill be now read a second time". Defeats of Government Bills are extremely rare, the last being in 2005.


          Following the second reading, the bill is sent to a committee. In the House of Lords, the Committee of the Whole House or the Grand Committee are used. Each consists of all members of the House; the latter operates under special procedures, and is used only for uncontroversial bills. In the House of Commons, the bill is usually committed to a Public Bill Committee, consisting of between 16 and 50 members, but the Committee of the Whole House is used for important legislation. Several other types of committees, including Select Committees, may be used, but rarely. A committee considers the bill clause by clause, and reports the bill as amended to the House, where further detailed consideration ("consideration stage" or "report stage") occurs. However, a practice which used to be called the kangaroo (Standing Order 31) allows the Speaker to select which amendments are debated. This device is also used under Standing Order 89 by the committee chairman, to restrict debate in committee.


          Once the House has considered the bill, the third reading follows. In the House of Commons, no further amendments may be made, and the passage of the motion "That the Bill be now read a third time" is passage of the whole bill. In the House of Lords further amendments to the bill may be moved. After the passage of the third reading motion, the House of Lords must vote on the motion "That the Bill do now pass." Following its passage in one House, the bill is sent to the other House. If passed in identical form by both Houses, it may be presented for the Sovereign's Assent. If one House passes amendments that the other will not agree to, and the two Houses cannot resolve their disagreements, the bill fails.


          However, since the passage of the Parliament Act 1911 the power of the House of Lords to reject bills passed by the House of Commons has been restricted, and further restrictions were placed by the Parliament Act 1949. If the House of Commons passes a public bill in two successive sessions, and the House of Lords rejects it both times, the Commons may direct that the bill be presented to the Sovereign for his or her Assent, disregarding the rejection of the Bill in the House of Lords. In each case, the bill must be passed by the House of Commons at least one calendar month before the end of the session. The provision does not apply to bills originated in the House of Lords, to bills seeking to extend the duration of a Parliament beyond five years, or to Private Bills. A special procedure applies in relation to bills classified by the Speaker of the House of Commons as "Money Bills". A Money Bill concerns solely national taxation or public funds; the Speaker's certificate is deemed conclusive under all circumstances. If the House of Lords fails to pass a Money Bill within one month of its passage in the House of Commons, the Lower House may direct that the Bill be submitted for the Sovereign's Assent immediately.


          Even before the passage of the Parliament Acts, the Commons possessed pre-eminence in cases of financial matters. By ancient custom, the House of Lords may not introduce a bill relating to taxation or Supply, nor amend a bill so as to insert a provision relating to taxation or Supply, nor amend a Supply Bill in any way. The House of Commons is free to waive this privilege, and sometimes does so to allow the House of Lords to pass amendments with financial implications. The House of Lords remains free to reject bills relating to Supply and taxation, but may be overruled easily if the bills are Money Bills. (A bill relating to revenue and Supply may not be a Money Bill if, for example, it includes subjects other than national taxation and public funds).


          The last stage of a bill involves the granting of the Royal Assent. Theoretically, the Sovereign may either grant the Royal Assent (that is, make the bill a law) or withhold it (that is, veto the bill). Under modern conventions the Sovereign always grants the Royal Assent, in the Norman French words "La reyne le veult" (the Queen wishes it). The last refusal to grant the Assent was in 1708, when Queen Anne withheld her Assent from a bill "for the settling of Militia in Scotland", in the words "La reyne s'avisera" (the Queen will think it over).


          Thus, every bill obtains the assent of all three components of Parliament before it becomes law (except where the House of Lords is over-ridden under the Parliament Acts). The words "BE IT ENACTED by the Queen's [King's] most Excellent Majesty, by and with the advice and consent of the Lords Spiritual and Temporal, and Commons, in this present Parliament assembled, and by the authority of the same, as follows:-", or, where the House of Lords' authority has been overridden by use of the Parliament Acts, the words "BE IT ENACTED by The Queen's [King's] most Excellent Majesty, by and with the advice and consent of the Commons in this present Parliament assembled, in accordance with the provisions of the Parliament Acts 1911 and 1949, and by the authority of the same, as follows:-" appear near the beginning of each Act of Parliament. These words are known as the enacting formula.


          


          Judicial functions


          In addition to its legislative functions, Parliament also performs several judicial functions. The Queen-in-Parliament constitutes the highest court in the realm for most purposes, but the Privy Council has jurisdiction in some cases (for instance, appeals from ecclesiastical courts). The jurisdiction of Parliament arises from the ancient custom of petitioning the Houses to redress grievances and to do justice. The House of Commons ceased considering petitions to reverse the judgements of lower courts in 1399, effectively leaving the House of Lords as the court of last resort. In modern times, the judicial functions of the House of Lords are performed not by the whole House, but by a group of "Lords of Appeal in Ordinary" (judges granted life peerage dignities under the Appellate Jurisdiction Act 1876 by the Sovereign) and by "Lords of Appeal" (other peers with experience in the judiciary). The Lords of Appeal in Ordinary and Lords of Appeal (or "Law Lords") are members of the House of Lords, but normally do not vote or speak on political matters.


          In the late 19th century, Acts allowed for the appointment of Scottish Lords of Appeal in Ordinary and ended appeal in Scottish criminal matters to the House of Lords, so that the High Court of Justiciary became the highest criminal court in Scotland. Nowadays the House of Lords legislative committee usually has a minimum of two Scottish Judges to ensure that some experience of Scots law is brought to bear on Scottish appeals in civil cases, from the Court of Session.


          Certain other judicial functions have historically been performed by the House of Lords. Until 1948, it was the body in which peers had to be tried for felonies or high treason; now, they are tried by normal juries. When the House of Commons impeaches an individual, the trial takes place in the House of Lords. Impeachments are now rare; the last one occurred in 1806. In 2006, a number of MPs attempted to revive the custom, having signed a motion for the impeachment of Tony Blair, but this was unsuccessful.


          


          Relationship with the Government


          The British Government is answerable to the House of Commons. However, neither the Prime Minister nor members of the Government are elected by the House of Commons. Instead, the Queen requests the person most likely to command the support of a majority in the House, normally the leader of the largest party in the House of Commons, to form a government. So that they may be accountable to the Lower House, the Prime Minister and most members of the Cabinet are members of the House of Commons. The last Prime Minister to be a member of the House of Lords was Alec Douglas-Home, 14th Earl of Home, who became Prime Minister in 1963. To adhere to the convention under which he was responsible to the Lower House, he disclaimed his peerage and procured election to the House of Commons within days of becoming Prime Minister.


          Governments have a tendency to dominate the legislative functions of Parliament, by using their in-built majority in the House of Commons, and sometimes using their patronage power to appoint supportive peers in the Lords. In practice, governments can pass any legislation (within reason) in the Commons they wish, unless there is major dissent by MPs in the governing party. But even in these situations, it is highly unlikely a bill will be defeated, though dissenting MPs may be able to extract concessions from the government. In 1976, Lord Hailsham created a now widely used name for this behaviour, in an academic paper called " elective dictatorship".


          Parliament controls the executive by passing or rejecting its Bills and by forcing Ministers of the Crown to answer for their actions, either at "Question Time" or during meetings of the parliamentary committees. In both cases, Ministers are asked questions by members of their Houses, and are obliged to answer.


          Although the House of Lords may scrutinise the executive through Question Time and through its committees, it cannot bring down the Government. A ministry must always retain the confidence and support of the House of Commons. The Lower House may indicate its lack of support by rejecting a Motion of Confidence or by passing a Motion of No Confidence. Confidence Motions are generally originated by the Government in order to reinforce its support in the House, whilst No Confidence Motions are introduced by the Opposition. The motions sometimes take the form "That this House has [no] confidence in Her Majesty's Government" but several other varieties, many referring to specific policies supported or opposed by Parliament, are used. For instance, a Confidence Motion of 1992 used the form, "That this House expresses the support for the economic policy of Her Majesty's Government." Such a motion may theoretically be introduced in the House of Lords, but, as the Government need not enjoy the confidence of that House, would not be of the same effect as a similar motion in the House of Commons; the only modern instance of such an occurrence involves the 'No Confidence' motion that was introduced in 1993 and subsequently defeated.


          Many votes are considered votes of confidence, although not including the language mentioned above. Important bills that form part of the Government's agenda (as stated in the Speech from the Throne) are generally considered matters of confidence. The defeat of such a bill by the House of Commons indicates that a Government no longer has the confidence of that House. The same effect is achieved if the House of Commons " withdraws Supply", that is, rejects the budget.


          Where a Government has lost the confidence of the House of Commons, the Prime Minister is obliged either to resign, or seek the dissolution of Parliament and a new general election. Where a Prime Minister has ceased to retain a majority in that vote and requests a dissolution, the Sovereign can in theory reject his request, forcing his resignation and allowing the Leader of the Opposition to be asked to form a new government. This power is used extremely rarely. The conditions that should be met to allow such a refusal are known as the Lascelles Principles. These conditions and principles are merely informal conventions; it is possible, though highly improbable, for the Sovereign to refuse dissolution for no reason at all.


          In practice, the House of Commons' scrutiny of the Government is very weak. Since the first-past-the-post electoral system is employed in elections, the governing party tends to enjoy a large majority in the Commons; there is often limited need to compromise with other parties. Modern British political parties are so tightly organised that they leave relatively little room for free action by their MPs. In many cases, MPs may be expelled from their parties for voting against the instructions of party leaders. During the 20th century, the Government has lost confidence issues only three times  twice in 1924, and once in 1979.


          


          Sovereignty
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          Several different views have been taken of Parliament's sovereignty. According to the jurist Sir William Blackstone, "It has sovereign and uncontrollable authority in making, confirming, enlarging, restraining, abrogating, repealing, reviving, and expounding of laws, concerning matters of all possible denominations, ecclesiastical, or temporal, civil, military, maritime, or criminal  it can, in short, do every thing that is not naturally impossible."


          A different view has been taken by the Scottish judge Lord Cooper of Culross. When he decided the 1953 case of MacCormick v. Lord Advocate as Lord President of the Court of Session, he stated, "The principle of unlimited sovereignty of Parliament is a distinctively English principle and has no counterpart in Scottish constitutional law." He continued, "Considering that the Union legislation extinguished the Parliaments of Scotland and England and replaced them by a new Parliament, I have difficulty in seeing why the new Parliament of Great Britain must inherit all the peculiar characteristics of the English Parliament but none of the Scottish." Nevertheless, he did not give a conclusive opinion on the subject. Thus, the question of Parliamentary sovereignty appears to remain unresolved. Parliament has not passed any Act defining its own sovereignty.


          Parliament's power has often been eroded by its own Acts. Acts passed in 1921 and 1925 granted the Church of Scotland complete independence in ecclesiastical matters. More recently, its power has been restricted by membership of the European Union, which has the power to make laws enforceable in each member state. In the Factortame case, the European Court of Justice ruled that UK courts could have powers to overturn UK legislation contravening EU law. Parliament has also created national devolved assemblies with legislative authority in Scotland, Wales and Northern Ireland. Parliament still has the power over areas for which responsibility lies with the devolved institutions, but would gain the agreement of those institutions to act on their behalf. Similarly, it has granted the power to make regulations to Ministers of the Crown, and the power to enact religious legislation to the General Synod of the Church of England. (Measures of the General Synod and, in some cases proposed statutory instruments made by ministers, must be approved by both Houses before they become law.) In every case aforementioned, authority has been conceded by Act of Parliament and may be taken back in the same manner. It is entirely within the authority of Parliament, for example, to abolish the devolved governments in Scotland, Wales and Northern Ireland or to leave the EU. However, Parliament also revoked its legislative competence over Australia and Canada with the Australia and Canada Acts: although the UK Parliament could pass an Act reversing its action, it would not take effect in Australia or Canada as the competence of the Imperial Parliament is no longer recognised in law.


          One well-recognised exception to Parliament's power involves binding future Parliaments. No Act of Parliament may be made secure from amendment or repeal by a future Parliament. For example, although the Act of Union 1800 states that the Kingdoms of Great Britain and Ireland are to be united "forever", Parliament permitted southern Ireland to leave the UK in 1922.


          


          Privileges


          Each House of Parliament possesses and guards various ancient privileges. The House of Lords relies on inherent right. In the case of the House of Commons, the Speaker goes to the Lords' Chamber at the beginning of each new Parliament and requests representatives of the Sovereign to confirm the Lower House's "undoubted" privileges and rights. The ceremony observed by the House of Commons dates to the reign of King Henry VIII. Each House is the guardian of its privileges, and may punish breaches thereof. The extent of parliamentary privilege is based on law and custom. Sir William Blackstone states that these privileges are "very large and indefinite", and cannot be defined except by the Houses of Parliament themselves.


          The foremost privilege claimed by both Houses is that of freedom of speech in debate; nothing said in either House may be questioned in any court or other institution outside Parliament. Another privilege claimed is that of freedom from arrest; at one time this was held to apply for any arrest except for high treason, felony or breach of the peace but it now excludes any arrest on criminal charges; it applies during a session of Parliament, and 40 days before or after such a session. Members of both Houses are no longer privileged from service on juries.


          Both Houses possess the power to punish breaches of their privilege. Contempt of Parliament  for example, disobedience of a subpoena issued by a committee  may also be punished. The House of Lords may imprison an individual for any fixed period of time, but an individual imprisoned by the House of Commons is set free upon prorogation. The punishments imposed by either House may not be challenged in any court.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Parliament_of_the_United_Kingdom"
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                Family Cacatuidae (cockatoos)



                
                  	Subfamily Microglossinae (Palm Cockatoo)


                  	Subfamily Calyptorhynchinae (dark cockatoos)


                  	Subfamily Cacatuinae (white cockatoos)

                


                Family Psittacidae (true parrots)



                
                  	Subfamily Loriinae (lories and lorikeets)


                  	Subfamily Psittacinae (typical parrots and allies)

                    
                      	Tribe Arini (American psittacines)


                      	Tribe Cyclopsitticini (fig parrots)


                      	Tribe Micropsittini (pygmy parrots)


                      	Tribe Nestorini (kakas and Kea)


                      	Tribe Platycercini (broad-tailed parrots)


                      	Tribe Psittrichadini (Pesquet's Parrot)


                      	Tribe Psittacini (African psittacines)


                      	Tribe Psittaculini (Asian psittacines)


                      	Tribe Strigopini (Kakapo)

                    

                  

                


                ( paraphyletic)
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          Parrots are birds of the roughly 350 species in 85 genera comprising the order Psittaciformes, found in most warm and tropical regions. Also known as psittacines (pronounced /ˈsɪtəsaɪnz/), they are usually grouped into two families: the Psittacidae (true parrots) and the Cacatuidae (cockatoos). Characteristic features of parrots include a strong curved bill, an upright stance, strong legs, and clawed zygodactyl feet. Most parrots are predominantly green, with other bright colors, and some species are multi-colored. Cockatoo species range from mostly white to mostly black, and have a mobile crest of feathers on the top of their heads. Most parrots are monomorphic or minimally sexually dimorphic.


          Parrots, along with crows, jays and magpies, are some of the most intelligent birds, and their ability to imitate human voices enhances their popularity as pets. Trapping of wild parrots for the pet trade, as well as other hunting, habitat loss and competition from invasive species, have diminished wild populations, and more parrots are threatened with extinction than any other group of birds.


          The most important components of most parrots' diets are seeds, nuts, fruit, buds and other plant material, and a few species also eat insects and small animals, and the lories and lorikeets are specialised to feed on nectar from flowers, and soft fruits. Almost all parrots nest in tree holes (or nestboxes in captivity), and lay white eggs from which emerge altricial (helpless) young.


          Extant species range in size from the Buff-faced Pygmy-parrot, under 10 g (0.35 oz.) and 8 cm (3.2 inches), to the Hyacinth Macaw, at 1 meter (3.3 feet) in length, and the Kakapo, at 4 kg (8.8 lbs). They are the most variably sized bird order in terms of length. Some atypical parrots include the dimorphic Eclectus (the male is green and the female is red), the flightless lek breeding Kakapo. The Kaka, Kea and the Long-billed Corella have especially curved upper mandibles.


          


          Evolution and systematics


          


          Origins and evolution


          The diversity of Psittaciformes in South America and Australasia suggests that the order has a Gondwanan origin. The parrot family's fossil record, however, is sparse and their origin remains a matter of informed speculation rather than fact.


          A single 15 mm fragment from a lower bill ( UCMP 143274), found in Lance Creek Formation deposits of Niobrara County, Wyoming, has been suggested as the first parrot fossil. Of Late Cretaceous age, it is about 70 million years old. But subsequent reviews have established that this fossil is almost certainly not from a bird, but from a caenagnathid theropod  a non-avian dinosaur with a birdlike beak.


          It is now generally assumed that the Psittaciformes or their common ancestors with a number of related bird orders were present somewhere in the world around the CretaceousTertiary extinction event, some 65 mya (million years ago). If so, they probably had not evolved their morphological autapomorphies yet, but were generalized arboreal birds, roughly similar (though not necessarily closely related) to today's potoos or frogmouths (see also Palaeopsittacus below).


          Europe is the origin of the first generally accepted parrot fossils. The first is a wingbone of Mopsitta tanta, uncovered in Denmark and dated to 55 mya (million years ago). The climate at this time was tropical, consistent with the Paleocene-Eocene Thermal Maximum.


          Later fossils date from the Eocene, starting around 50 mya. Several fairly complete skeletons of parrot-like birds have been found in England and Germany. Some uncertainty remains, but on the whole it seems more likely that these are not direct ancestors of the modern parrots, but related lineages which evolved in the Northern Hemisphere but have since died out. These are probably not " missing links" between ancestral and modern parrots, but rather psittaciform lineages that evolved parallel to true parrots and cockatoos and had their own peculiar autapomorphies:


          
            	Psittacopes (Early/Middle Eocene of Geiseltal, Germany)  basal?


            	Serudaptus - pseudasturid or psittacid?


            	
              Pseudasturidae ( Halcyornithidae may be correct name)

              
                	Pseudasturides - formerly Pseudastur

              

            


            	
              Quercypsittidae

              
                	Quercypsitta (Late Eocene)

              

            

          


          The earliest records of modern parrots date to about 2320 mya and are also from Europe. Subsequently, the fossil record  again, mainly from Europe  consists of bones clearly recognizable as belonging to parrots of modern type. The Southern Hemisphere does not have nearly as rich a fossil record for the period of interest as the Northern, and contains no known parrot-like remains earlier than the early to middle Miocene, around 20 mya. At this point, however, is found the first unambiguous parrot fossil (as opposed to a parrot-like one), an upper jaw which is indistinguishable from that of modern cockatoos. A few modern genera are tentatively dated to a Miocene origin, but their unequivocal record stretches back only some 5 million years (see genus articles for more).


          The named fossil genera of parrots are probably all in the Psittacidae or close to its ancestry:


          
            	Archaeopsittacus (Late Oligocene/Early Miocene)


            	Xenopsitta (Early Miocene of Czechia)


            	Psittacidae gen. et spp. indet. (Bathans Early/Middle Miocene of Otago, New Zealand) - several species


            	Bavaripsitta (Middle Miocene of Steinberg, Germany)


            	Psittacidae gen. et sp. indet. (Middle Miocene of France) - erroneously placed in Pararallus dispar, includes "Psittacus" lartetianus

          


          Some Paleogene fossils are not unequivocally accepted to be of psittaciforms:


          
            	Palaeopsittacus (Early - Middle Eocene of NW Europe) - caprimulgiform (podargid?) or quercypsittid?


            	" Precursor" (Early Eocene) - part of this apparent chimera seems to be of a pseudasturid or psittacid


            	Pulchrapollia (Early Eocene)  includes "Primobucco" olsoni - psittaciform (pseudasturid or psittacid)?

          


          


          Phylogeny
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          The phylogeny of the parrots is still under investigation. The classifications as presented reflects the current status, which is disputed and therefore subject to change when new studies resolve some of the open questions. For that reason, this classification should be treated as preliminary.


          The Psittaciformes are generally considered to consist of two major living lineages of family rank: the true parrots (Psittacidae) and the cockatoos (Cacatuidae).


          The Cacatuidae are quite distinct, having a movable head crest, a different arrangement of the carotid arteries, a gall bladder, differences in the skull bones, and lack the Dyck texture feathers which, in the Psittacidae, scatters light in such a way as to produce the vibrant colours of so many parrots. However, the actual situation may be more complex (see below).


          While understanding of the relationships between subgroups of true parrots  for example, the one containing the Grey Parrot versus the relatives of the Budgerigar  are rather well resolved and knowledge of relationships between species has much improved in the last years, it is still a matter of dispute whether the distinct lineages of true parrots should be considered subfamilies or tribes. Because parrot fossils and molecular divergence date estimates provide insufficient data to properly resolve when exactly the major diversification and divergence periods in parrot evolution took place, it is difficult to determine how distinct from one another the various lineages really are, and how fast and radically they were changed by evolution.


          Lorikeets were previously regarded as a third family, Loriidae, though now most often considered a subfamily of the Psittacidae. The present majority view is that they are distinct enough to warrant subfamily status, but some consider the quite pronounced differences not evidence of a uniquely deep evolutionary split but rather not different quantitatively from the differences between more closely related lineages. Biogeography suggests that the lorikeets are best considered a uniquely distinct lineage, not as divergent as cockatoos maybe, but still standing apart from other psittacids.


          Recent molecular studies, such as that of mtDNA in 1998, or the sex chromosome spindlin gene in 2005, find the relationships of the main lineages of living parrots to be for the most part unresolvable with any confidence. An unexpected result was that according to the spindlin sequence data, the only major divergence among living parrots that could be reliably positioned in the calculated phylogenies occurred between some New Zealand parrots - Kakapo, Kākā and Kea - and the remaining psittaciformes.


          The case for distinctness of at least the nestorines seems to be fairly complete by now. Its position - with or without the Kakapo - and its ancient age as suggested by the molecular data are at odds with the fossil record though, as it would require an absurdly high degree of homoplasy and a decidedly non- parsimonious character distribution in living parrots. As the study relies upon an obsolete molecular clock model uncalibrated by material evidence, the results are highly spurious. The scenario of Miyaki et al. (1998), while less complete (and excluding the kakapo) agrees better, though not completely, with the material evidence. Again, an unreliable molecular clock model was used.


          While the latter two seem indeed to constitute a distinct lineage, placement of the Kakapo with these is contradicted by mtDNA cytochrome b sequence data. In any case, the major lineages of psittacines seem indeed to represent distinct clades, but their relationship among them is not well resolvable by the present molecular data. They appear to have radiated throughout a fairly limited timespan, approximately during the Eocene. One finding of major importance is that neither cockatoos nor lories seem to be as distinct from other major parrot lineages as they are usually assumed to be.


          


          Systematics


          The following classification is a version in which several subfamilies are recognized. Molecular data (see above) suggests that several subfamilies might indeed be valid and perhaps even be elevated to family rank, but the arrangement of tribes in these is not well resolved at present.
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          Family Psittacidae: true parrots


          
            	Subfamily Arinae: Neotropical parrots, about 160 species in some 30 genera. Probably 2 distinct lineages:


            	Subfamily Loriinae: Around a dozen genera with some 50 species of lorikeets and lories, centered in New Guinea, spreading to Australia, Indonesia, and the islands of the south Pacific.


            	Subfamily Micropsittinae: 6 species of pygmy parrot, all in a single genus.


            	Subfamily Nestorinae or Strigopinae: The New Zealand parrots.

              
                	Tribe Nestorini: 1 genus with only 2 living species, the Kea and Kākā of the New Zealand region.


                	Tribe Strigopini: The flightless, nearly extinct Kakapo of New Zealand.

              

            


            	Subfamily Psittacinae

              
                	Tribe Cyclopsitticini: fig parrots, 3 genera, all from New Guinea or nearby.


                	Tribe Polytelini: three genera from Australia and the Wallacea. - may belong to broad-tailed parrots.


                	Tribe Psittrichadini: A single species, Pesquet's Parrot.


                	Tribe Psittacini: Afrotropical parrots, about a dozen species in 3 genera.


                	Tribe Psittaculini: Paleotropic psittaculine parrots, nearly 70 living species in 12 genera, distributed from India to Australasia.

              

            


            	Subfamily Platycercinae: Broad-tailed parrots; nearly 30 species in roughly one dozen genera.

              
                	Tribe Melopsittacini: one genus with one species, the Budgerigar.


                	Tribe Neophemini: two small genera of parrots.


                	Tribe Pezoporini: one genus of parrots with two quite distinct species.


                	Tribe Platycercini: Rosellas and relatives; around 20 species in 8 genera.

              

            

          


          


          Other lists


          
            	
              A list of all parrots sortable by common or binomial name, about 350 species.

              
                	Taxonomic list of Cacatuidae species, about 20 species in 6 genera


                	Taxonomic list of true parrots which provides the sequence of Psittacidae genera and species following a traditional two-subfamily approach, as in the taxobox above, about 330 species.

              

            

          


          


          Range and distribution
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          Parrots are found on all tropical and subtropical continents including Australia and the islands of the Pacific Ocean, India, southeast Asia, southern regions of North America, South America and Africa. Some Caribbean and Pacific islands are home to endemic species. By far the greatest number of parrot species come from Australasia and South America.


          Several parrot species enter the cool, temperate regions of South America and New Zealand. One species, the Carolina Parakeet existed in temperate North America, but was hunted to extinction in the early 20th century. Numerous species have been introduced in areas with temperate climates, and have established stable populations. The Monk Parakeet currently breeds in at least 15 U.S. states.


          While a few parrot species are wholly sedentary or fully migratory, the majority fall somewhere between the two, making poorly understood regional movements, some species adopting an entirely nomadic lifestyle.


          


          Morphology
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          Parrots are sometimes referred to as "hookbills," which alludes to their most notable physical characteristic: their strong, curved, broad bill. The upper mandible is prominent, curves downward, and comes to a point. It is not fused to the skull, which allows it to move independently, and contributes to the tremendous biting pressure these birds are able to exert. The lower mandible is shorter, with a sharp, upward facing cutting edge, which moves against the flat portion of the upper mandible in an anvil-like fashion. Seed eating parrots have a strong tongue which helps to manipulate seeds or position nuts in the bill so that the mandibles can apply an appropriate cracking force. The head is large, with eyes positioned sideways, which limits binocular vision, but greatly enhances peripheral vision. They have an upright stance, strong legs, and clawed feet, with two toes facing forward and two toes facing rearward on each foot, ( zygodactyl).


          Cockatoo species have a mobile crest of feathers on the top of their heads which can be raised for display, and retracted.


          


          Behaviour


          Parrots have a strong, direct flight. Most species spend most of their time perched or climbing in tree canopies. They often use their bills for climbing by gripping or hooking on branches and other supports. On the ground parrots often walk with a rolling gait.


          


          Diet


          
            [image: This Musk Lorikeet is feeding on nectar.]

            
              This Musk Lorikeet is feeding on nectar.
            

          


          The diet of parrots consists of seeds, fruit, nectar and pollen and to a lesser degree animal prey. Without question the most important of these to most true parrots and cockatoos are seeds. The evolution of the large and powerful bill can be explained primarily as an adaptation to opening and consuming seeds. All true parrots except the Pesquet's Parrot employ the same method to obtain the seed from the husk; the seed is held between the mandibles and the lower mandible crushes the husk, whereupon the seed is rotated in the bill and the remaining husk is removed. A foot is sometimes used in order to help holding large seeds in place. Parrots are seed predators rather than seed dispersers; and in many cases where species are recorded as consuming fruit they are only eating the fruit in order to get at the seed. As seeds often have poisons to protect them, parrots are careful to remove seed coats and other fruit parts which are chemically well defended, prior to ingestion. Many species in the New World, Africa, and Papua New Guinea consume clay which both releases minerals and absorbs toxic compounds from the parrots' gut.
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              Macaws and parrots at a clay lick in Ecuador. Consuming clay neutralises toxins in the diet.
            

          


          The Lories and lorikeets, Swift Parrot and Philippine Hanging Parrot are primarily nectar and pollen consumers, and have tongues with brush tips to collect this source of food, as well as some specialized gut adaptations to accommodate this diet. Many other species also consume nectar as well when it becomes available.


          In addition to feeding on seeds and flowers, some parrot species will prey on animals. Golden-winged Parakeets prey on water snails, and famously the Keas of New Zealand will scavenge on sheep carcases and even kill juvenile petrels. Another New Zealand parrot, the Antipodes Island Parakeet, enters the burrows of nesting Grey-backed Storm-petrels and kills the incubating adults. Some cockatoos and the Kākā will also excavate branches and wood in order to obtain grubs.


          


          Breeding
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          Although there are a few exceptions, parrots are monogamous breeders which nest in cavities and hold no territories other than their nesting sites. Only the Monk Parakeet and five species of Agapornis lovebird build nests in trees, and three Australian and New Zealand ground parrots nest on the ground. All other parrots and cockatoos nest in cavities, either tree hollows or cavities dug into cliffs, banks, termite nests or the ground.


          The eggs of parrots are white. In most species the female undertakes all the incubation, although incubation is shared for a few species. The female remains in the nest for almost all of the incubation period and is fed by the male.


          As typical of K-selected species, the macaws and other larger parrot species have low reproductive rates. They require several years to reach maturity, produce one or very few young per year, and sometimes do not breed every year at all.


          


          Intelligence
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              Sun conure parrot demonstrating parrots' puzzle-solving skills.
            

          


          Studies with captive birds have given us insight into which birds are the most intelligent. While parrots have the distinction of being able to mimic human speech, studies with the African Grey Parrot have shown that some are able to associate words with their meanings and form simple sentences (see Alex and N'kisi). Along with crows, ravens, and jays (family Corvidae), parrots are considered the most intelligent of birds. The brain-to body size ratio of psittacines and corvines is actually comparable to that of higher primates. One argument against the supposed intelligent capabilities of bird species is that birds have a relatively small cerebral cortex, which is the part of the brain considered to be the main area of intelligence in other animals. However, it seems that birds use a different part of their brain, the medio-rostral neostriatum/ hyperstriatum ventrale, as the seat of their intelligence. Not surprisingly, research has shown that these species tend to have the largest hyperstriata, and Dr. Harvey J. Karten, a neuroscientist at UCSD who has studied the physiology of birds, discovered that the lower part of avian brains are functionally similar to ours. Not only have parrots demonstrated intelligence through scientific testing of their language using ability, but some species of parrot such as the Kea are also highly skilled at using tools and solving puzzles. 


          Sound imitation and speech


          Many species can imitate human speech or other sounds, and the results of a study by Irene Pepperberg suggested a high learning ability in an African Grey Parrot named Alex. Alex was trained to use words to identify objects, describe them, count them, and even answer complex questions such as "How many red squares?" with over 80% accuracy. A second example is that of N'kisi, another African grey, which has been shown to have a vocabulary of approximately a thousand words and has displayed an ability to invent as well as use words in context and in the correct tense.


          Parrots do not have vocal cords, so sound is accomplished by expelling air across the mouth of the bifurcated trachea. Different sounds are produced by changing the depth and shape of trachea. So, talking parrots are really whistling in different variations. Congo African Grey Parrots (CAG) are well known for their ability to "talk", which may be caused by more control, or stronger trachea. But that does not mean that a Cockatiel (Cockatiels are not well known for their talking ability), could have a greater vocabulary than an African Grey Parrot.


          This ability has made them prized as pets from ancient time to now. In the Masnavi, a writing by Rumi of Persia, AD 1250, the author talks about an ancient method for training parrots to speak.


          
            "Parrots are taught to speak without understanding the words. The method is to place a mirror between the parrot and the trainer. The trainer, hidden by the mirror, utters the words, and the parrot, seeing his own reflection in the mirror, fancies another parrot is speaking, and imitates all that is said by the trainer behind the mirror."

          


          


          Relationship with humans


          Humans and parrots have a complicated relationship. Economically they can be beneficial to communities as sources of income from the pet trade and are highly marketable tourism draws and symbols. But some species are also economically important pests, particularly some cockatoo species in Australia. Some parrots have also benefited from human changes to the environment in some instances, and have expanded their ranges where agricultural practices, and many parrots have declined as well.


          As tens of millions of individuals have been removed from the wild, parrots have been traded in greater numbers and for far longer than any other group of wild animals . A large number of parrot species are threatened by this trade as well as habitat loss, predation by introduced species and other forms of hunting. Some parrot species are agricultural pests, eating fruits, grains, and other crops, but parrots can also benefit economies through birdwatching based ecotourism.


          


          Parrots as pets
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              Pet Cuban Amazons in Cuba
            

          


          Popular as pets due to their sociable and affectionate nature, high intelligence, bright colours and ability to imitate human voices, parrots have historically been kept captive in many cultures. Europeans kept birds matching the description of the Rose-ringed Parakeet (or called the ring-necked parrot), such as in this first century account by Pliny the Elder. As they have been prized for thousands of years for their beauty and ability to talk, they have also proven hard to care for. For example, author Wolfgang de Grahl discusses in his 1987 book "The Grey Parrot," that some importers allowed parrots to drink only coffee while they were being shipped by boat considering pure water to be detrimental and believing that their actions would increase survival rates during shipping. (These days it is commonly accepted that the caffeine in coffee is toxic to birds.)


          Pet parrots may be kept in a cage or aviary; though generally, tame parrots should be allowed out regularly on a stand or gym. Depending on locality, parrots may be either wild caught or be captive bred, though in most areas without native parrots, pet parrots are captive bred.


          Parrots species that are commonly kept as pets include conures, macaws, Amazons, cockatoos, African Greys, lovebirds, cockatiels, budgerigars, eclectus, Caiques, parakeets, Pionus and Poicephalus. Species vary in their temperament, noise level, talking ability, cuddliness with people, and care needs, although how a parrot has been raised usually greatly affects its personality.


          Parrots are popular as pets due to their beauty, intelligence, and sociable natures. In 1992 the newspaper USA Today published that there were 11 million pet birds in the United States alone, many of them parrots. The domesticated budgie or common parakeet, a small parrot, is the most popular of all pet bird species.


          Parrots can make excellent companion animals, and can form close, affectionate bonds with their owners. However, they are not low maintenance pets; they require feeding, grooming, veterinary care, training, environmental enrichment through the provision of toys, exercise, and social interaction (with other parrots or humans) for good health. Some large parrot species, including large cockatoos, Amazon, and macaws, have very long lifespans with 80 years being reported and record ages of over one hundred. Small parrots, such as lovebirds, hanging parrots, and budgies have short life spans of up to 15-20 years. Some parrot species can be quite loud, and most larger parrots can be destructive and require a regular supply of new toys, branches, or other items to chew up.


          The popularity, longevity, and intelligence of many of the larger pet parrots has led to many of these birds being rehomed during the course of their long lifespans. A common problem is that large parrot species purchased as cuddly, gentle babies will mature into complex, often demanding, adults that can outlive their owners. Due to these problems, and the fact that homeless parrots are not euthanized like dogs and cats, parrot adoption centers and sanctuaries are becoming more common.


          


          Trade of parrots
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          The popularity of parrots as pets has led to a thriving - and often illegal - trade in the birds, and some species are now threatened with extinction. A combination of trapping of wild birds and damage to parrot habitats makes survival difficult or even impossible for some species of parrot.


          The trade continues unabated in some countries. A report published in January 2007 presents a clear picture of the wild-caught parrot trade in Mexico, stating: "The majority of parrots captured in Mexico stay in the country for the domestic trade. A small percentage of this capture, 4% to 14%, is smuggled into the USA."


          The scale of the problem can be seen in the Tony Silva case of 1996, in which a parrot expert and former director at Tenerife's Loro Parque (Europe's largest parrot park) was jailed in the United States for 82 months and fined $100,000 for smuggling Hyacinth Macaws. (Such birds command a very high price.) The case led to calls for greater protection and control over trade in the birds. Different nations have different methods of handling internal and international trade. Australia has banned the export of its native birds since 1960. The United States protects its only native parrot through its Endangered Species Act, and protects other nations' birds through its Wild Bird Conservation Act. Following years of campaigning by hundreds of NGOs and outbreaks of avian flu, in July 2007, the European Union halted the importation of all wild birds with a permanent ban on their import. Prior to an earlier temporary ban started in late October 2005, the EU was importing approximately two million live birds a year, about 90% of the international market: hundreds of thousands of these were parrots. There are no national laws protecting feral parrot populations in the USA. Mexico has a licensing system for capturing and selling native birds (though the laws are not well enforced).


          


          Parrots and culture
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          Parrots have featured in human writings, story, art, humor, religion and music for thousands of years. From the Roman poet Ovid's "The Dead Parrot" (Latin), (English) to Monty Python's Dead Parrot Sketch millennia later, parrot have existed in the consciousness of many cultures. Recent books about parrots in human culture include Parrot Culture.


          In ancient times and currently parrot feathers have been used in ceremonies, and for decoration. The "idea" of the parrot has been used to represent the human condition in medieval literature such as the bestiary. They also have a long history as pets.


          Currently parrots feature in many media. There are magazines devoted to parrots as pets, and to the conservation of parrots ( PsittaScene). Recent fictional books featuring parrots include Next. Fictional films include Paulie, and documentaries include The Wild Parrots of Telegraph Hill.


          Parrots have also been considered sacred. The Moche people of ancient Peru worshipped birds and often depicted parrots in their art.


          Parrots are used as symbols of nations and nationalism. A parrot is found on the flag of Dominica. The St. Vincent parrot is the national bird of St. Vincent and the Grenadines, a Caribbean nation.


          Sayings about parrots colour the modern English language. The verb "parroting" can be found in the dictionary, and means "to repeat by rote." There are also clichs, such as the British saying "sick as a parrot." Fan of musical artist Jimmy Buffett call themselves "parrot heads."


          It is possible to devote entire careers to parrots. Zoos and aquariums employ keepers to care for and shape the behaviour of parrots. Some veterinarians who specialize in avian medicine will treat exclusively for parrots. Biologists study parrot populations in the wild and help to conserve wild populations. Aviculturalists will breed and sell parrots for the pet trade.


          


          Feral populations


          
            [image: Feral Red-masked Parakeets in San Francisco. The population is the subject of the book and film, The Wild Parrots of Telegraph Hill.]

            
              Feral Red-masked Parakeets in San Francisco. The population is the subject of the book and film, The Wild Parrots of Telegraph Hill.
            

          


          Escaped parrots of several species have become established in the wild outside their natural ranges and in some cases outside the natural range of parrots. Among the earliest instances were pet Red Shining-parrots from Fiji which established a population on the islands of southern Tonga. These introductions were prehistoric and Red-shining Parrots were recorded in Tonga by Captain Cook in the 1770s. Escapees first began breeding in cities in California, Texas and Florida in the 1950s (with unproven earlier claims dating back to the 1920s in Texas and Florida). They have proved surprisingly hardy in adapting to conditions in Europe and North America. They sometimes even multiply to the point of becoming a nuisance or pest, and a threat to local ecosystems.


          


          Threats and conservation
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          A large number of parrot species are in decline, and several species are now extinct. Of the 350 or so living species of parrot 130 species are listed as near threatened or worse by the IUCN. There are numerous reasons for the decline of so many species, the principal threats being habitat loss, hunting, and for some species, wild-bird trade. Parrots are persecuted for a number of reasons; in some areas they may (or have been) hunted for food, for feathers, and as agricultural pests. For a time, Argentina offered a bounty on quaker parakeets (an agricultural pest), resulting in hundred of thousands of birds being killed, though apparently this did not greatly affect the overall population . Capture for the pet trade is a threat to many of the rarer or slower to breed species. Habitat loss or degradation, most often for agriculture, is a threat to numerous parrot species. Parrots, being cavity nesters, are vulnerable to the loss of nesting sites and to competition with introduced species for those sites. The loss of old trees is particularly a problem in some areas, particularly in Australia where suitable nesting trees may be many hundreds of years old. Many parrot species occur only on islands and are |vulnerable to introduced species such as rats and cats, as they lack the appropriate anti-predator behaviours needed to deal with mammalian predators. Controlling such predators can help in maintaining or increasing the numbers of endangered species. Insular species, which have small populations in restricted habitat, are also vulnerable to physical threats such as hurricanes and volcanic eruptions.


          Trade, export and import of all wild-caught parrots is regulated and only permitted under special licensed circumstances in countries party to CITES, the Convention on the International Trade in Endangered Species, that came into force in 1975 to regulate the international trade of all endangered wild caught animal and plant species. In 1975, 24 parrot species were included on Appendix I of CITES, thus prohibiting commercial international trade in these birds. Since that initial listing, continued threats from international trade have lead CITES to add an additional 32 parrot varieties to Appendix I, including nine in the last four years. All the other parrot species are protected on Appendix II of CITES. In addition, individual countries may have laws to regulate trade in certain species.


          There are many active conservation groups whose goal is the conservation of wild parrot populations. These groups tend to be supported the most by pet owners who care deeply about parrots. One of the largest includes The World Parrot Trust, an international organization. The group gives assistance to worthwhile projects as well as producing a magazine and raising funds through donations and memberships. They state they have helped conservation work in 22 countries. On a smaller scale local parrot clubs (or hookbill clubs as they're called,) will raise money to donate to a cause of conservation. Zoo and wildlife centers usually provide public education, to change habits that cause damage to wild populations. A popular attraction that many zoos now employ is a feeding station for lories and lorikeets, where visitors feed small parrots with cups of liquid food. This is usually done in association with educational signs and lecture.
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                    	Order:

                    	Apiales

                  


                  
                    	Family:
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                Petroselinum crispum var. neapolitanum
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              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 40 kcal  150 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	6.3 g
                  


                  
                    	- Sugars 0.9 g
                  


                  
                    	- Dietary fibre 3.3 g 
                  


                  
                    	Fat

                    	0.8 g
                  


                  
                    	Protein

                    	3.0 g
                  


                  
                    	Thiamin (Vit. B1) 0.1 mg 

                    	8%
                  


                  
                    	Riboflavin (Vit. B2) 0.2 mg 

                    	13%
                  


                  
                    	Niacin (Vit. B3) 1.3 mg 

                    	9%
                  


                  
                    	Pantothenic acid (B5) 0.4 mg

                    	8%
                  


                  
                    	Vitamin B6 0.1 mg

                    	8%
                  


                  
                    	Folate (Vit. B9) 152 g
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                    	Vitamin C 133.0 mg
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                    	50%
                  


                  
                    	Magnesium 50.0 mg

                    	14%
                  


                  
                    	Phosphorus 58.0 mg

                    	8%
                  


                  
                    	Potassium 554 mg 

                    	12%
                  


                  
                    	Zinc 1.1 mg

                    	11%
                  

                

              
            


            
              	Percentages are relative to US

              recommendations for adults.

              Source: USDA Nutrient database
            

          


          Parsley (Petroselinum crispum) is a bright green, biennial herb, also used as spice. Having originated in Iran ("Pars"), it thus acquired its European name. It is very common in Middle Eastern, European, and American cooking. Parsley is used for its leaf in much the same way as coriander (which is also known as Chinese parsley or cilantro), although it has a milder flavor.


          


          Varieties


          Two forms of parsley are used as herbs: curly leaf and Italian, or flat leaf (P. neapolitanum). Curly leaf parsley is often used as a garnish. Many people think flat leaf parsley has a stronger flavor, and this opinion is backed by chemical analysis which finds much higher levels of essential oil in the flat-leaved cultivars. One of the compounds of the essential oil is apiol. The use of curly leaf parsley may be favored by some because it cannot be confused with poison hemlock, like flat leaf parsley or chervil.


          


          Root parsley


          Another type of parsley is grown as a root vegetable, as with hamburg root parsley. This type of parsley produces much thicker roots than types cultivated for their leaves. Although little known in Britain and the United States, root parsley is very common in Central and Eastern European cuisine, where it is used in most soups or stews.


          Though it looks similar to parsnip it tastes quite different. Parsnips are among the closest relatives of parsley in the umbellifer family of herbs, although the similarity of the names is a coincidence, parsnip meaning "forked turnip". It is not related to real turnips.


          


          Cultivation


          Parsley's germination is notoriously difficult. Tales have been told concerning its lengthy germination, with some suggesting that "germination was slow because the seeds had to travel to hell and back two, three, seven, or nine times (depending on sources) before they could grow." Germination is inconsistent and may require 3-6 weeks.


          Furanocoumarins in parsley's seed coat may be responsible for parsley's problematic germination. These compounds may inhibit the germination of other seeds, allowing parsley to compete with nearby plants. However, parsley itself may be affected by the furanocoumarins. Soaking parsley seeds overnight before sowing will shorten the germination period.


          Parsley grows well in deep pots, which helps accommodate the long taproot. Parsley grown indoors requires at least five hours of sunlight a day.


          


          Companion plant


          Parsley is widely used as a companion plant in gardens. Like many other umbellifers, it attracts predatory insects, including wasps and predatory flies to gardens, which then tend to protect plants nearby. They are especially useful for protecting tomato plants, for example the wasps that kill tomato hornworms also eat nectar from parsley. While parsley is biennial, not blooming until its second year, even in its first year it is reputed to help cover up the strong scent of the tomato plant, reducing pest attraction.


          


          Culinary uses


          In parts of Europe, and particularly in West Asia, many foods are served with chopped parsley sprinkled on top. The fresh flavor of parsley goes extremely well with fish. Parsley is a key ingredient in several West Asian salads, e.g., tabbouleh which is the national dish of Lebanon. In Southern and Central Europe, parsley is part of bouquet garni, a bundle of fresh herbs used to flavor stocks, soups, and sauces. Additionally, parsley is often used as a garnish. Persillade is mixture of chopped garlic and chopped parsley. Gremolata is a mixture of parsley, garlic, and lemon zest.


          


          Medicinal uses


          
            	Tea may be used as an enema. Chinese and German herbologists recommend parsley tea to help control high blood pressure, and the Cherokees used it as a tonic to strengthen the bladder. It is also often used as an emmenagogue.


            	Parsley also appears to increase diuresis by inhibiting the Na+/K+-ATPase pump in the kidney, thereby enhancing sodium and water excretion while increasing potassium reabsorption. It is also valued as an aquaretic.


            	When crushed and rubbed on the skin, parsley can reduce itching in mosquito bites.


            	When chewed, parsley can freshen bad breath.

          


          


          Health risks


          
            	Parsley should not be consumed as a drug or supplement by pregnant women. Parsley as an oil, root, leaf, or seed could lead to uterine stimulation and preterm labor.


            	Parsley is high (1.70% by mass, ) in oxalic acid, a compound involved in the formation of kidney stones and nutrient deficiencies.


            	Parsley oil contains furanocoumarins and psoralens which leads to extreme photosensitivity if used orally.
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          The parsnip (Pastinaca sativa) is a root vegetable related to the carrot. Parsnips resemble carrots, but are paler than most and have a stronger flavor. Like carrots, parsnips are native to Eurasia and have been eaten there since ancient times. Zohary and Hopf note that the archeological evidence for the cultivation of the parsnip is still rather limited, and that Greek and Roman literary sources are a major source about its early use, but warn "there are some difficulties in distinguishing between parsnip and carrot (which, in Roman times, were white or purple) in classical writings since both vegetables seem to have been sometimes called pastinaca yet each vegetable appears to be well under cultivation in Roman times."


          Until the potato arrived from the New World, its place in dishes was occupied by the parsnip and other root vegetables such as taro. Parsnips can be boiled, roasted or used in stews, soups and casseroles. In some cases, the parsnip is boiled and the solid portions are removed from the soup or stew, leaving behind a more subtle flavour than the whole root and contributing starch to thicken the dish. Roasted parsnip is considered an essential part of Christmas dinner in some parts of the English-speaking world and frequently features in the traditional Sunday Roast. Finally, parsnip can be eaten raw.


          The parsnip originates in the Mediterranean region and originally was the size of a baby carrot when full grown. When the Roman Empire expanded north through Europe the Romans brought the parsnip with them. They found that the parsnip grew bigger the further north they went.


          


          Name


          While folk etymology sometimes assumes the name is a portmanteau of parsley and turnip, it actually comes from a Latin word for "forked", plus the -nip ending because it was assumed to be a kind of turnip. Ironically, it is among the closest relatives of actual parsley, which actually can be bred to develop a very parsnip-like root.


          


          Cultivation


          Parsnips are not grown in warm climates, since frost is necessary to develop their flavor. The parsnip is a favorite with gardeners in areas with short growing seasons. Sandy, loamy soil is preferred; silty, clay, and rocky soils are unsuitable as they produce short forked roots.


          Seeds can be planted in early spring, as soon as the ground can be worked. Harvesting can begin in late fall after the first frost, and continue through winter until the ground freezes over.


          More than almost any other vegetable seed, parsnip seed significantly deteriorates in viability if stored for long, so it is advisable to use fresh seed each year.


          In Roman times, parsnips were believed to be an aphrodisiac.


          In the United States, most states have wild parsnip on their list of noxious weeds or invasive species.


          Parsnip is used as a food plant by the larvae of some Lepidoptera species, including its namesake, the Parsnip swallowtail and also the Common Swift, Garden Dart, and Ghost Moth.


          


          Nutritional properties


          The parsnip is richer in vitamins and minerals than its close relative the carrot. It is particularly rich in potassium with 600 mg per 100 g. The parsnip is also a good source of dietary fibre. 100 g of parsnip contains 55 calories (230 kJ) energy.


          Some people can have an allergic reaction to parsnip, and parsnip leaves may irritate the skin.
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          The Parthenon (ancient Greek: ώ) is a temple of the Greek goddess Athena, built in the 5th century BC on the Athenian Acropolis. It is the most important surviving building of Classical Greece, generally considered to be the culmination of the development of the Doric order. Its decorative sculptures are considered one of the high points of Greek art. The Parthenon is regarded as an enduring symbol of ancient Greece and of Athenian democracy, and is one of the world's greatest cultural monuments. The Greek Ministry of Culture is currently carrying out a program of restoration and reconstruction.


          The Parthenon replaced an older temple of Athena, called the Pre-Parthenon or Older Parthenon, that was destroyed in the Persian invasion of 480 BC. Like most Greek temples, the Parthenon was used as a treasury, and for a time served as the treasury of the Delian League, which later became the Athenian Empire. In the 6th century AD, the Parthenon was converted into a Christian church dedicated to the Virgin. After the Ottoman conquest, it was converted into a mosque in the early 1460s, and it even had a minaret. On 28 September 1687 an Ottoman ammunition dump inside the building was ignited by Venetian bombardment. The resulting explosion severely damaged the Parthenon and its sculptures. In 1806, Thomas Bruce, 7th Earl of Elgin removed some of the surviving sculptures, with Ottoman permission. These sculptures, now known as the Elgin or Parthenon Marbles, were sold in 1816 to the British Museum in London, where they are now displayed. The Greek government is committed to the return of the sculptures to Greece, so far with no success.


          


          Design and construction
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          The first endeavour to build a sanctuary for Athena Parthenos on the site of the present Parthenon was begun shortly after the Battle of Marathon (c. 490-88 BC) upon a massive limestone foundation that extended and leveled the southern part of the Acropolis summit. This building replaced a hekatompedon (meaning "hundred-footer") and would have stood beside the archaic temple dedicated to the Athena Polias. The Older or Pre-Parthenon, as it is frequently referred to, was still under construction when the Persians sacked the city in 480 BC and razed the Acropolis.


          In the mid-5th century BC, when the Athenian Acropolis became the seat of the Delian League and Athens was the greatest cultural centre of its time, Pericles initiated an ambitious building project which lasted the entire second half of the century. The most important buildings visible on the Acropolis today the Parthenon, the Propylaia, the Erechtheion and the temple of Athena Nike were erected during this period. The Parthenon was built under the general supervision of the sculptor Phidias, who also had charge of the sculptural decoration. The architects, Iktinos and Kallikrates, began in 447 BC, and the building was substantially completed by 432, but work on the decorations continued until at least 431. Some of the financial accounts for the Parthenon survive and show that the largest single expense was transporting the stone from Mount Pentelicus, about 16 kilometres from Athens, to the Acropolis. The funds were partly drawn from the treasury of the Delian League, which was moved from the Panhellenic sanctuary at Delos to the Acropolis in 454 BC.


          Although the nearby Temple of Hephaestus is the most complete surviving example of a Doric order temple, the Parthenon, in its day, was regarded as the finest. The temple, wrote John Julius Norwich, "Enjoys the reputation of being the most perfect Doric temple ever built. Even in antiquity, its architectural refinements were legendary, especially the subtle correspondence between the curvature of the stylobate, the taper of the naos walls and the entasis of the columns." Entasis refers to the slight bulge of the columns as they rise, though the observable effect on the Parthenon is considerably more subtle than on earlier temples with their noticeably cigar-shaped columns. The stylobate is the platform on which the columns stand. As in many other classical Greek temples, it has a slight parabolic upward curvature intended primarily to shed rainwater. The columns might therefore be supposed to lean outwards, but they actually lean slightly inwards; and since they are all the same height, the curvature of the outer stylobate edge is transmitted to the architrave and roof above: "all follow the rule of being built to delicate curves" Gorham Stevens observed when pointing out that in addition, the west front was built at a slightly higher level than that of the east front. It is not universally agreed what the intended effect of these 'optical refinements' was; it is often suggested that it was to enliven what might have appeared an inert mass in the case of a building without curves, but the comparison ought to be with the Parthenon's more obviously curved predecessors than with a notional rectilinear temple.


          Some studies of the Acropolis, including the Parthenon, conclude that many of its proportions approximate the golden ratio. The Parthenon's facade as well as elements of its facade and elsewhere can be circumscribed by golden rectangles. This view that the golden ratio was employed in the design has been disputed in more recent studies.


          Measured at the top step, the dimensions of the base of the Parthenon are 69.5 metres by 30.9 metres (228.0 x 101.4 ft). The cella was 29.8 metres long by 19.2 metres wide (97.8 x 63.0 ft), with internal Doric colonnades in two tiers, structurally necessary to support the roof. On the exterior, the Doric columns measure 1.9 metres (6.2 ft) in diameter and are 10.4 metres (34.1 ft) high. The corner columns are slightly larger in diameter. The Parthenon had 46 outer pillars and 19 inner pillars in total. The stylobate has an upward curvature towards its centre of 60 millimetres (2.36 in) on the east and west ends, and of 110 millimetres (4.33 in) on the sides. The roof was covered with large overlapping marble tiles known as imbrices and tegulae.


          


          Sculptural decoration
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          The Parthenon, an octostyle, peripteral Doric temple with Ionic architectural features, housed the chryselephantine statue of Athena Parthenos sculpted by Phidias and dedicated in 439/438 BC. The decorative stonework was originally highly coloured. The temple was dedicated to the Athena at that time, though construction continued until almost the beginning of the Peloponnesian War in 432. By the year 438, the sculptural decoration of the Doric metopes on the frieze above the exterior colonnade, and of the Ionic frieze around the upper portion of the walls of the cella, had been completed. The richness of the Parthenon's frieze and metope decoration is in agreement with the function of the temple as a treasury. In the opisthodomus (the back room of the cella) were stored the monetary contributions of the Delian League, of which Athens was the leading member.


          


          Metopes


          The ninety-two metopes were carved in high relief, a practice employed until then only in treasuries (buildings used to keep votive gifts to the gods). According to the building records, the metope sculptures date to the years 446-440 BC. Their design is attributed to the sculptor Kalamis. The metopes of the east side of the Parthenon, above the main entrance, depict the Gigantomachy (mythical battles between the Olympian gods and the Giants). The metopes of the west end show Amazonomachy (mythical battle of the Athenians against the Amazons). The metopes of the south sidewith the exception of the somewhat problematic metopes 1320, now lostshow the Thessalian Centauromachy (battle of the Lapiths aided by Theseus against the half-man, half-horse Centaurs). On the north side of the Parthenon the metopes are poorly preserved, but the subject seems to be the sack of Troy.


          The metopes present surviving traces of the Severe Style in the anatomy of the figures' heads, in the limitation of the corporal movements to the contours and not to the muscles, and in the presence of pronounced veins in the figures of the Centauromachy. Several of the metopes still remain on the building, but with the exception of those on the northern side, they are severely damaged. Some of them are located at the Acropolis Museum, others are in the British Museum and one can be seen at the Louvre museum.


          


          Frieze


          The most characteristic feature in the architecture and decoration of the temple is the Ionic frieze running around the exterior walls of the cella. The bas-relief frieze was carved in situ; it is dated in 442 BC-438 BC.


          One interpretation is that it depicts an idealized version of the Panathenaic procession from the Dipylon Gate in the Kerameikos to the Acropolis. In this procession held every year, with a special procession taking place every four years, Athenians and foreigners were participating to honour the goddess Athena offering sacrifices and a new peplos (dress woven by selected noble Athenian girls called ergastines).
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          Joan Breton Connelly has recently argued for another interpretation of the Frieze, in which she attempts to prove that the iconography of the Frieze is based on Greek mythology. This interpretation postulates that the scenes depict the sacrifice of Pandora, youngest daughter of Erechtheus, to Athena. This human sacrifice was demanded by Athena to save the city from Eumolpus, king of Eleusis, who had gathered an army to attack Athens.


          


          Pediments


          The 2nd-century traveller Pausanias, when he visited the Acropolis at the end of the second century AD , only mentioned briefly the sculptures of the pediments (gable ends) of the temple, reserving the majority of his description for the gold and ivory statue of the goddess inside.


          


          East pediment


          The East pediment narrates the birth of Athena from the head of her father, Zeus. According to Greek mythology Zeus gave birth to Athena after a terrible headache prompted him to summon Hephaestus' (the god of fire and the forge) assistance. To alleviate the pain he ordered Hephaestus to strike him with his forging hammer, and when he did, Zeus's head split open and out popped the goddess Athena in full armour. The sculptural arrangement depicts the moment of Athena's birth.


          Unfortunately, the centre pieces of the pediment were destroyed even before Jacques Carrey created otherwise useful documentary drawings in 1674, so all reconstructions are subject to conjecture and speculation.. The main Olympian gods must have stood around Zeus and Athena watching the wondrous event, with Hephaestus and Hera probably near them. The Carrey drawings are instrumental in reconstructing the sculptural arrangement beyond the centre figures to the north and south.


          


          West pediment


          The west pediment faced the Propylaia and depicted the contest between Athena and Poseidon during their competition for the honour of becoming the city's patron. Athena and Poseidon appear at the centre of the composition, diverging from one another in strong diagonal forms with the goddess holding the olive tree and the god of the sea raising his trident to strike the earth. At their flanks they are framed by two active groups of horses pulling chariots, while a crowd of legendary personalities from Athenian mythology fills the space out to the acute corners of the pediment.


          The work on the pediments lasted from 438 to 432 BC, and the sculptures of the Parthenon pediments are some of the finest examples of classical Greek art. The figures are sculpted in natural movement with bodies full of vital energy that bursts through their flesh, as the flesh in turn bursts through their thin clothing. The thin chitons allow the body underneath to be revealed as the focus of the composition. The distinction between gods and humans is blurred in the conceptual interplay between the idealism and naturalism bestowed on the stone by the sculptors. The pediments no longer exist.


          


          Athena Parthenos


          The only piece of sculpture from the Parthenon known to be from the hand of Pheidias was the statue of Athena housed in the naos. This massive chryselephantine sculpture is now lost and known only from copies, vase painting, gems, literary descriptions and coins.


          


          Older Parthenon


          The first endeavour to build a sanctuary for Athena Parthenos on the site of the present Parthenon was begun shortly after the Battle of Marathon (c. 490-88 BC). This building replaced a hekatompedon (meaning "hundred-footer") and would have stood beside the archaic temple dedicated to Athena Polias. The older Parthenon, as it is frequently referred to, was still under construction when the Persians sacked the city in 480 BC and razed the Acropolis. The existence of the proto-Parthenon and its destruction were known from Herodotus, and the drums of its columns were plainly visible built into the curtain wall north of the Erechtheum. Further material evidence of this structure was revealed with the excavations of Patagiotis Kavvadias of 1885-90. The findings of this dig allowed Wilhelm Drpfeld, then director of the German Archaeological Institute, to assert that there existed a distinct substructure to the original Parthenon, called Parthenon I by Drpfeld, not immediately below the present edifice as had been previously assumed. Drpfeld's observation was that the three steps of the first Parthenon consisted of two steps of Poros limestone, the same as the foundations, and a top step of Karrha limestone that was covered by the lowest step of the Periclean Parthenon. This platform was smaller and slightly to the north of the final Parthenon, indicating that it was built for a wholly different building, now wholly covered over. This picture was somewhat complicated by the publication of the final report on the 1885-90 excavations, indicating that the substructure was contemporary with the Kimonian walls, and implying a later date for the first temple.


          If the original Parthenon was indeed destroyed in 480, it invites the question of why the site was left a ruin for thirty-three years. One argument involves the oath sworn by the Greek allies before the Battle of Plataea in 479 BC declaring that the sanctuaries destroyed by the Persians would not be rebuilt, an oath from which the Athenians were only absolved with the Peace of Callias in 450. The mundane fact of the cost of reconstructing Athens after the Persian sack is at least as likely a cause. However, the excavations of Bert Hodge Hill led him to propose the existence of a second Parthenon, begun in the period of Kimon after 468 BC. Hill claimed that the Karrha limestone step Drpfeld took to be the highest of Parthenon I was in fact the lowest of the three steps of Parthenon II, whose stylobate dimensions Hill calculated to be 23.51x66.888m.


          One difficulty in dating the proto-Parthenon is that at the time of the 1885 excavation the archaeological method of seriation was not fully developed; the careless digging and refilling of the site led to a loss of much valuable information. An attempt to make sense of the potsherds found on the acropolis came with the two-volume study by Graef and Langlotz published 1925-33. This inspired American archaeologist William Bell Dinsmoor to attempt to supply limiting dates for the temple platform and the five walls hidden under the re-terracing of the Acropolis. Dinsmoor concluded that the latest possible date for Parthenon I was no earlier 495 BC, contradicting the early date given by Drpfeld. Further Dinsmoor denied that there were two proto-Parthenons, and that the only pre-Periclean temple was what Drpfeld referred to as Parthenon II. Dinsmoor and Drpfeld exchanged views in the American Journal of Archaeology in 1935.


          


          Name


          The origin of the Parthenon's name is unclear. According to Jeffrey M. Hurwit, the term "Parthenon" means "of the virgin" or "of the virgins", and seems to have originally referred only to a particular room of the Parthenon; it is debated which room this is, and how the room acquired its name. One theory holds that the "parthenon" was the room in which the peplos presented to Athena at the Panathenaic Festival was woven by the arrephoroi, a group of four young girls chosen to serve Athena each year. Christopher Pelling asserts that Athena Parthenos may have constituted a discrete cult of Athena, intimately connected with, but not identical to, that of Athena Polias. According to this theory, the name of Parthenon means the "temple of the virgin goddess", and refers to the cult of Athena Parthenos that was associated with the temple. The epithet parthnos ( Greek: έ), whose origin is also unclear, meant "virgin, unmarried woman", and was especially used for Artemis, the goddess of wild animals, the hunt, and vegetation, and for Athena, the goddess of war, handicraft, and practical reason. It has also been suggested that the name of the temple alludes to the virgins (parthenoi), whose supreme sacrifice guaranteed the safety of the city.


          In any case, the first instance in which Parthenon definitely refers to the entire building is in the 4th-century BC orator Demosthenes. In the 5th-century building accounts, the structure is simply called ho neos ("the temple"). The architects Mnesikles and Kallikrates are said to have called the building Hekatompedos ("the hundred footer") in their lost treatise on Athenian architecture, and in the 4th century and later the building was referred to as the Hekatompedos or the Hekatompedon as well as the Parthenon; the 1st-century AD writer Plutarch refers to the building as the Hekatompedon Parthenon.


          


          Treasury or temple?


          Architecturally, the Parthenon is clearly a temple, formerly containing the famous cult image of Athena by Phidias and the treasury of votive offerings. Since actual Greek sacrifices always took place at an altar invariably under an open sky, as was in keeping with their religious practices, the Parthenon does not suit some definitions of "temple," as no evidence of an altar has been discovered. Thus, some scholars have argued that the Parthenon was only ever used as a treasury. While this opinion was first formed late in the 19th century, it has gained strength in recent years. The majority of scholarly opinion still sees the building in the terms Walter Burkert described for the Greek sanctuary, consisting of temenos, altar and temple with cult image.


          


          Later history


          


          Christian church


          The Parthenon survived as a temple to Athena for close to a thousand years. It was certainly still intact in the 4th century AD, by which time it was already as old as Notre Dame Cathedral in Paris is now, and far older than St. Peter's Basilica in Rome. But by that time Athens had been reduced to a provincial city of the Roman Empire, albeit one with a glorious past. Sometime in the 5th century AD, the great cult image of Athena was looted by one of the Emperors, and taken to Constantinople, where it was later destroyed, possibly during the sack of the city during the Fourth Crusade in 1204 AD.


          
            [image: The Parthenon's position on the Acropolis allows it to dominate the city skyline of Athens.]
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          Shortly after this, the Parthenon was converted to a Christian church. In Byzantine times it became the Church of the Parthenos Maria (Virgin Mary), or the Church of the Theotokos ( Mother of God). It was the fourth most important pilgrimage in the Eastern Roman Empire after Constantinople, Ephessos and Thessalonica. In 1018, the emperor Basil II, went on a pilgrimage to Athens directly after his final victory over the Bulgarians for the sole purpose of worshipping at the Parthenon. In medieval Greek accounts it called the Temple of Theotokos Atheniotissa and often indirectly referred to, as famous without explaining which temple they were referring to precisely, thus establishing that it was indeed well known.


          At the time of the Latin occupation it became for about 250 years a Roman Catholic Church of Our Lady. The conversion of the temple to a church involved removing the internal columns and some of the walls of the cella, and the creation of an apse at the eastern end. This inevitably led to the removal and dispersal of some of the sculptures. Those depicting gods were either possibly re-interpreted according to a Christian theme, or removed and destroyed.


          


          During Ottoman rule


          In 1456, Athens fell to the Ottomans, and the Parthenon was converted again, into a mosque. Contrary to subsequent misconception, the Ottomans were broadly respectful of ancient monuments in their territories and did not willfully destroy the antiquities of Athens, but at the same time made no special effort to protect them. In times of war they were willing to demolish them to provide materials for walls and fortifications. A minaret was added to the Parthenon, and its base and stairway are still functional, leading up as high as the architrave and hence invisible from the outside. Otherwise, the Ottomans did not further modify the building. European visitors in the 17th century, as well as some representations of the Acropolis hill, testified that the building was largely intact.


          
            [image: The southern side of the Parthenon, which sustained considerable damage in the 1687 explosion]

            
              The southern side of the Parthenon, which sustained considerable damage in the 1687 explosion
            

          


          In 1687, the Parthenon suffered its greatest blow when the Venetians under Francesco Morosini attacked Athens, and the Ottomans fortified the Acropolis and used the building as a gunpowder magazine. On 26 September a Venetian mortar, fired from the Hill of Philopappus, blew the magazine up and the building was partly destroyed. Morosini then proceeded to attempt to loot sculptures from the now ruin. The internal structures were demolished, whatever was left of the roof collapsed, and some of the pillars, particularly on the southern side, were decapitated. The sculptures suffered heavily. Many fell to the ground, and souvenirs were later made from their pieces. Consequently some sections of the sculptural decoration are known only from the drawings made by Flemish artist Jacques Carrey in 1674. After this, much of the building fell into disuse and a smaller mosque was erected.


          The 18th century was a period of Ottoman stagnation; as a result, many more Europeans found access to Athens, and the picturesque ruins of the Parthenon were much drawn and painted, spurring a rise in philhellenism and helping to arouse sympathy in Britain and France for Greek independence. Amongst those early travellers and archaeologists were James Stuart and Nicholas Revett, who were commissioned by the Society of Dilettanti to survey the ruins of classical Athens. What they produced was the first measured drawings of the Parthenon published in 1787 in the second volume of Antiquities of Athens Measured and Delineated. In 1801, the British Ambassador at Constantinople, the Earl of Elgin, obtained a firman (edict) from the Sultan to make casts and drawings of the antiquities on the Acropolis, to demolish recent buildings if this was necessary to view the antiquities, and to remove sculptures from them. He took this as permission to collect all the sculptures he could find. He employed local people to detach them from the building itself; a few others he collected from the ground, and some smaller pieces he bought from local people. The detachment of the sculptures caused further irreparable damage to what was left of the building, as some of the frieze blocks were sawn in half to lessen their weight for shipment to England.


          


          Independent Greece


          When independent Greece gained control of Athens in 1832, the visible section of the minaret was demolished from the Parthenon, and soon all the medieval and Ottoman buildings on the Acropolis were destroyed. However the image of the small mosque within the Parthenon's cella has been preserved in Joly de Lotbinire's photograph, published in Lerebours's Excursions Daguerriennes in 1842: the first photograph of the Acropolis. The area became a historical precinct controlled by the Greek government. Today it attracts millions of tourists every year, who travel up the path at the western end of the Acropolis, through the restored Propylaea, and up the Panathenaic Way to the Parthenon, which is surrounded by a low fence to prevent damage.


          


          Dispute over the marbles


          
            [image: Life-size pediment sculptures from the Parthenon in the British Museum]
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          Today, the Parthenon Marbles which were removed by the Earl of Elgin are in the British Museum. Other sculptures from the Parthenon are now in the Louvre in Paris, in Copenhagen, and elsewhere, but most of the remainder are in Athens in the Acropolis Museum, which still stands below ground level a few metres to the south-east of the Parthenon, but will be soon transferred to a new building. A few can still be seen on the building itself. The Greek government has been campaigning since 1983 for the British Museum sculptures to be returned to Greece. The British Museum has steadfastly refused to return the sculptures, and successive British governments have been unwilling to force the Museum to do so (which would require legislation). Nevertheless, talks between senior representatives from Greek and British cultural ministries, and their legal advisors took place in London on 4 May 2007. These were the first serious negotiations for several years, and there are hopes that the two sides may move a step closer to a resolution.


          


          Reconstruction


          
            [image: Restoration work on the Parthenon in February 2004]
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          In 1975, the Greek government began a concerted effort to restore the Parthenon and other Acropolis structures. The project later attracted funding and technical assistance from the European Union. An archaeological committee thoroughly documented every artifact remaining on the site, and architects assisted with computer models to determine their original locations. In some cases, prior re-construction was found to be incorrect. Particularly important and fragile sculptures were transferred to the Acropolis Museum. A crane was installed for moving marble blocks; the crane was designed to fold away beneath the roofline when not in use. The incorrect reconstructions were dismantled, and a careful process of restoration began. The Parthenon will not be restored to a pre-1687 state, but the explosion damage will be mitigated as much as possible, both in the interest of restoring the structural integrity of the edifice (important in this earthquake-prone region) and to restore the aesthetic integrity by filling in chipped sections of column drums and lintels, using precisely sculpted marble cemented in place. New marble is being used from the original quarry. Ultimately, almost all major pieces of marble will be placed in the structure where they originally would have been, supported as needed by modern materials.


          Originally, various blocks were held together by elongated iron H pins that were completely coated in lead, which protected the iron from corrosion. Stabilizing pins added in the 19th century were not so coated and corroded. Since the corrosion product (rust) is expansive, the expansion caused further damage by cracking the marble. All new metalwork uses titanium, a strong, light, and corrosion resistant material.


          


          Pollution hazards


          
            [image: Acropolis and Parthenon at night]
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          An immediate problem facing the Parthenon is the environmental impact of the growth of Athens since the 1960s. Corrosion of its marble by acid rain and car pollutants has already caused irreparable damage to some sculptures and threatens the remaining sculptures and the temple itself. Over the past 20 years, the Greek government and the city of Athens have made some progress on these issues, but the future survival of the Parthenon does not seem to be assured.


          
            Retrieved from " http://en.wikipedia.org/wiki/Parthenon"
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        Partial differential equation


        
          

          In mathematics, partial differential equations (PDE) are a type of differential equation, i.e., a relation involving an unknown function (or functions) of several independent variables and its (resp. their) partial derivatives with respect to those variables. Partial differential equations are used to formulate, and thus aid the solution of, problems involving functions of several variables; such as the propagation of sound or heat, electrostatics, electrodynamics, fluid flow, elasticity. Interestingly, seemingly distinct physical phenomena may have identical mathematical formulations, and thus be governed by the same underlying dynamic.


          


          Introduction


          A relatively simple partial differential equation is


          
            	[image:  \frac{\partial}{\partial x}u(x,y)=0\, .]

          


          This relation implies that the values u(x,y) are independent of x. Hence the general solution of this equation is


          
            	[image: u(x,y) = f(y),\,]

          


          where f is an arbitrary (differentiable) function of y. The analogous ordinary differential equation is


          
            	[image:  \frac{du}{dx}=0\, ]

          


          which has the solution


          
            	[image: u(x) = c,\,]

          


          where c is any constant value (independent of x). These two examples illustrate that general solutions of ordinary differential equations involve arbitrary constants, but solutions of partial differential equations involve arbitrary functions. A solution of a partial differential equation is generally not unique; additional conditions must generally be specified on the boundary of the region where the solution is defined. For instance, in the simple example above, the function f(y) can be determined if u is specified on the line x = 0.


          


          Existence and uniqueness


          Although the issue of the existence and uniqueness of solutions of ordinary differential equations has a very satisfactory answer with the Picard-Lindelf theorem, that is far from the case for partial differential equations. There is a general theorem (the Cauchy-Kovalevskaya theorem) that states that the Cauchy problem for any partial differential equation that is analytic in the unknown function and its derivatives have a unique analytic solution. Although this result might appear to settle the existence and uniqueness of solutions, there are examples of linear partial differential equations whose coefficients have derivatives of all orders (which are nevertheless not analytic) but which have no solutions at all: see Lewy (1957). Even if the solution of a partial differential equation exists and is unique, it may nevertheless have undesirable properties.


          An example of pathological behaviour is the sequence of Cauchy problems (depending upon n) for the Laplace equation


          
            	[image:  \frac{\part^2 u}{\partial x^2} + \frac{\part^2 u}{\partial y^2}=0,\, ]

          


          with initial conditions


          
            	[image: u(x,0) = 0, \,]

          


          
            	[image:  \frac{\partial u}{\partial y}(x,0) = \frac{\sin n x}{n},\,]

          


          where n is an integer. The derivative of u with respect to y approaches 0 uniformly in x as n increases, but the solution is


          
            	[image: u(x,y) = \frac{(\sinh ny)(\sin nx)}{n^2}.\,]

          


          This solution approaches infinity if nx is not an integer multiple of  for any non-zero value of y. The Cauchy problem for the Laplace equation is called ill-posed or not well posed, since the solution does not depend continuously upon the data of the problem. Such ill-posed problems are not usually satisfactory for physical applications.


          


          Notation and examples


          In PDEs, it is common to denote partial derivatives using subscripts. That is:


          
            	[image: u_x = {\partial u \over \partial x}]

          


          
            	[image: u_{xy} = {\part^2 u \over \partial y\, \partial x} = {\partial \over \partial y } \left({\partial u \over \partial x}\right). ]

          


          Especially in (mathematical) physics, one often prefers use of del (which in cartesian coordinates is written [image:  \nabla=(\part_x,\part_y,\part_z)\, ] for spatial derivatives and a dot [image:  \dot u\, ] for time derivatives, e.g. to write the wave equation (see below) as


          
            	[image: \ddot u=c^2\triangle u.\,](math notation)

          


          
            	[image: \ddot u=c^2\nabla^2u.\,](physics notation)

          


          


          Heat equation in one space dimension


          The equation for conduction of heat in one dimension for a homogeneous body has the form


          
            	[image: u_t = \alpha u_{xx} \,]

          


          where u(t,x) is temperature, and  is a positive constant that describes the rate of diffusion. The Cauchy problem for this equation consists in specifying u(0,x) = f(x), where f(x) is an arbitrary function.


          General solutions of the heat equation can be found by the method of separation of variables. Some examples appear in the heat equation article. They are examples of Fourier series for periodic f and Fourier transforms for non-periodic f. Using the Fourier transform, a general solution of the heat equation has the form


          
            	[image: u(t,x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} F(\xi) e^{-\alpha \xi^2 t} e^{i \xi x} d\xi, \,]

          


          where F is an arbitrary function. In order to satisfy the initial condition, F is given by the Fourier transform of f, that is


          
            	[image: F(\xi) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(x) e^{-i \xi x}\, dx. \,]

          


          If f represents a very small but intense source of heat, then the preceding integral can be approximated by the delta distribution, multiplied by the strength of the source. For a source whose strength is normalized to 1, the result is


          
            	[image:  F(\xi) = \frac{1}{\sqrt{2\pi}}, \,]

          


          and the resulting solution of the heat equation is


          
            	[image:  u(t,x) = \frac{1}{2\pi} \int_{-\infty}^{\infty}e^{-\alpha \xi^2 t} e^{i \xi x} d\xi. \,]

          


          This is a Gaussian integral. It may be evaluated to obtain


          
            	[image:  u(t,x) = \frac{1}{2\sqrt{\pi \alpha t}} \exp\left(-\frac{x^2}{4 \alpha t} \right). \,]

          


          This result corresponds to a normal probability density for x with mean 0 and variance 2t. The heat equation and similar diffusion equations are useful tools to study random phenomena.


          


          Wave equation in one spatial dimension


          The wave equation is an equation for an unknown function u(t, x) of the form


          
            	[image:  u_{tt} = c^2 u_{xx}. \, ]

          


          Here u might describe the displacement of a stretched string from equilibrium, or the difference in air pressure in a tube, or the magnitude of an electromagnetic field in a tube, and c is a number that corresponds to the velocity of the wave. The Cauchy problem for this equation consists in prescribing the initial displacement and velocity of a string or other medium:


          
            	[image:  u(0,x) = f(x), \,]

          


          
            	[image:  u_t(0,x) = g(x), \,]

          


          where f and g are arbitrary given functions. The solution of this problem is given by d'Alembert's formula:


          
            	[image:  u(t,x) = \frac{1}{2} \left[f(x-ct) + f(x+ct)\right] + \frac{1}{2c}\int_{x-ct}^{x+ct} g(y)\, dy. \,]

          


          This formula implies that the solution at (t,x) depends only upon the data on the segment of the initial line that is cut out by the characteristic curves


          
            	[image:  x - ct = \hbox{constant,} \quad x + ct = \hbox{constant}, \,]

          


          that are drawn backwards from that point. These curves correspond to signals that propagate with velocity c forward and backward. Conversely, the influence of the data at any given point on the initial line propagates with the finite velocity c: there is no effect outside a triangle through that point whose sides are characteristic curves. This behaviour is very different from the solution for the heat equation, where the effect of a point source appears (with small amplitude) instantaneously at every point in space. The solution given above is also valid if t is negative, and the explicit formula shows that the solution depends smoothly upon the data: both the forward and backward Cauchy problems for the wave equation are well-posed.


          


          Spherical waves


          Spherical waves are waves whose amplitude depends only upon the radial distance r from a central point source. For such waves, the three-dimensional wave equation takes the form


          
            	[image: u_{tt} = c^2 \left[u_{rr} + \frac{2}{r} u_r \right]. \,]

          


          This is equivalent to


          
            	[image:  (ru)_{tt} = c^2 \left[(ru)_{rr} \right],\,]

          


          and hence the quantity ru satisfies the one-dimensional wave equation. Therefore a general solution for spherical waves has the form


          
            	[image:  u(t,r) = \frac{1}{r} \left[F(r-ct) + G(r+ct) \right],\,]

          


          where F and G are completely arbitrary functions. Radiation from an antenna corresponds to the case where G is identically zero. Thus the wave form transmitted from an antenna has no distortion in time: the only distorting factor is 1/r. This feature of undistorted propagation of waves is not present if there are two spatial dimensions.


          


          Laplace equation in two dimensions


          The Laplace equation for an unknown function of two variables  has the form


          
            	[image: \varphi_{xx} + \varphi_{yy} = 0.]

          


          Solutions of Laplace's equation are called harmonic functions.


          


          Connection with functions


          Solutions of the Laplace equation are intimately connected with analytic functions of a complex variable (a.k.a. holomorphic functions): the real and imaginary parts of any analytic function are conjugate harmonic functions: they both satisfy the Laplace equation, and their gradients are orthogonal. If f=u+iv, then the Cauchy-Riemann equations state that


          
            	[image: u_x = v_y, \quad v_x = -u_y,\,]

          


          and it follows that


          
            	[image: u_{xx} + u_{yy} = 0, \quad v_{xx} + v_{yy}=0. \,]

          


          Conversely, given any harmonic function, it is the real part of an analytic function, at least locally. Details are given in Laplace equation.


          


          A typical boundary value problem


          A typical problem for Laplace's equation is to find a solution that satisfies arbitrary values on the boundary of a domain. For example, we may seek a harmonic function that takes on the values u() on a circle of radius one. The solution was given by Poisson:


          
            	[image: \varphi(r,\theta) = \frac{1}{2\pi} \int_0^{2\pi} \frac{1-r^2}{1 +r^2 -2r\cos (\theta -\theta')} u(\theta')d\theta'.\,]

          


          Petrovsky (1967, p. 248) shows how this formula can be obtained by summing a Fourier series for . If r<1, the derivatives of  may be computed by differentiating under the integral sign, and one can verify that  is analytic, even if u is continuous but not necessarily differentiable. This behaviour is typical for solutions of elliptic partial differential equations: the solutions may be much more smooth than the boundary data. This is in contrast to solutions of the wave equation, and more general hyperbolic partial differential equations, which typically have no more derivatives than the data.


          


          Euler-Tricomi equation


          The Euler-Tricomi equation is used in the investigation of transonic flow. It is


          
            	[image:  u_{xx} \, =xu_{yy}.]

          


          


          Advection equation


          The advection equation describes the transport of a conserved scalar  in a velocity field [image: {\bold u}=(u,v,w)]. It is:


          
            	[image:  \psi_t+(u\psi)_x+(v\psi)_y+(w\psi)_z \, =0. ]

          


          If the velocity field is solenoidal (that is, [image: \nabla\cdot{\bold u}=0]), then the equation may be simplified to


          
            	[image:  \psi_t+u\psi_x+v\psi_y+w\psi_z \, =0. ]

          


          The one dimensional steady flow advection equation t + u.x = 0 (where u is constant) is commonly referred to as the pigpen problem. If u is not constant and equal to  the equation is referred to as Burgers' equation.


          


          Ginzburg-Landau equation


          The Ginzburg-Landau equation is used in modelling superconductivity. It is


          
            	[image:  iu_t+pu_{xx} +q|u|^2u \, =i\gamma u]

          


          where [image: p,q\in\mathbb{C}] and [image: \gamma\in\mathbb{R}] are constants and i is the imaginary unit.


          


          The Dym equation


          The Dym equation is named for Harry Dym and occurs in the study of solitons. It is


          
            	[image:  u_t \, = u^3u_{xxx}.]

          


          


          Other examples


          The Schrdinger equation is a PDE at the heart of non-relativistic quantum mechanics. In the WKB approximation it is the Hamilton-Jacobi equation.


          Except for the Dym equation and the Ginzburg-Landau equation, the above equations are linear in the sense that they can be written in the form Au = f for a given linear operator A and a given function f. Other important non-linear equations include the Navier-Stokes equations describing the flow of fluids, and Einstein's field equations of general relativity.


          


          Methods to solve PDEs


          The method of separation of variables will yield particular solutions of a linear PDE on very simple domains such as rectangles that may satisfy initial or boundary conditions. Because any superposition of solutions of a linear PDE is again a solution, the particular solutions may then be combined to obtain more general solutions. If the domain is finite or periodic, an infinite sum of solutions such as a Fourier series is appropriate, but an integral of solutions such as a Fourier integral is generally required for infinite domains. The solution for a point source for the heat equation given above is an example for use of a Fourier integral.


          


          Initial-boundary value problems


          Many problems of Mathematical Physics are formulated as initial-boundary value problems.


          


          Vibrating string


          If the string is stretched between two points where x=0 and x=L and u denotes the amplitude of the displacement of the string, then u satisfies the one-dimensional wave equation in the region where 0<x<L and t is unlimited. Since the string is tied down at the ends, u must also satisfy the boundary conditions


          
            	[image:  u(t,0)=0, \quad u(t,L)=0, \,]

          


          as well as the initial conditions


          
            	[image:  u(0,x)=f(x), \quad u_t(0,x)=g(x). \,]

          


          The method of separation of variables for the wave equation


          
            	[image:  u_{tt} = c^2 u_{xx}, \,]

          


          leads to solutions of the form


          
            	[image:  u(t,x) = T(t) X(x),\,]

          


          where


          
            	[image:  T'' + k^2 c^2 T=0, \quad X'' + k^2 X=0,\,]

          


          where the constant k must be determined. The boundary conditions then imply that X is a multiple of sin kx, and k must have the form


          
            	[image:  k= \frac{n\pi}{L}, \,]

          


          where n is an integer. Each term in the sum corresponds to a mode of vibration of the string. The mode with n=1 is called the fundamental mode, and the frequencies of the other modes are all multiples of this frequency. They form the overtone series of the string, and they are the basis for musical acoustics. The initial conditions may then be satisfied by representing f and g as infinite sums of these modes. Wind instruments typically correspond to vibrations of an air column with one end open and one end closed. The corresponding boundary conditions are


          
            	[image: X(0) =0, \quad X'(L) = 0.\,]

          


          The method of separation of variables can also be applied in this case, and it leads to a series of odd overtones.


          The general problem of this type is solved in Sturm-Liouville theory.


          


          Vibrating membrane


          If a membrane is stretched over a curve C that forms the boundary of a domain D in the plane, its vibrations are governed by the wave equation


          
            	[image:  \frac{1}{c^2} u_{tt} = u_{xx} + u_{yy}, \,]

          


          if t>0 and (x,y) is in D. The boundary condition is u(t,x,y) = 0 if (x,y) is on C. The method of separation of variables leads to the form


          
            	[image:  u(t,x,y) = T(t) v(x,y),\,]

          


          which in turn must satisfy


          
            	[image:  \frac{1}{c^2}T'' +k^2 T=0, \,]

          


          
            	[image:  v_{xx} + v_{yy} + k^2 v =0.\,]

          


          The latter equation is called the Helmholtz Equation. The constant k must be determined in order to allow a non-trivial v to satisfy the boundary condition on C. Such values of k2 are called the eigenvalues of the Laplacian in D, and the associated solutions are the eigenfunctions of the Laplacian in D. The Sturm-Liouville theory may be extended to this elliptic eigenvalue problem (Jost, 2002).


          There are no generally applicable methods to solve non-linear PDEs. Still, existence and uniqueness results (such as the Cauchy-Kovalevskaya theorem) are often possible, as are proofs of important qualitative and quantitative properties of solutions (getting these results is a major part of analysis). Computational solution to the nonlinear PDEs, the Split-step method, exist for specific equations like Non-Linear Schrodinger equation.


          Nevertheless, some techniques can be used for several types of equations. The h-principle is the most powerful method to solve underdetermined equations. The Riquier-Janet theory is an effective method for obtaining information about many analytic overdetermined systems.


          The method of characteristics ( Similarity Transformation method) can be used in some very special cases to solve partial differential equations.


          In some cases, a PDE can be solved via perturbation analysis in which the solution is considered to be a correction to an equation with a known solution. Alternatives are numerical analysis techniques from simple finite difference schemes to the more mature multigrid and finite element methods. Many interesting problems in science and engineering are solved in this way using computers, sometimes high performance supercomputers.


          


          Classification


          Some linear, second-order partial differential equations can be classified as parabolic, hyperbolic or elliptic. Others such as the Euler-Tricomi equation have different types in different regions. The classification provides a guide to appropriate initial and boundary conditions, and to smoothness of the solutions.


          


          Equations of second order


          Assuming uxy = uyx, the general second-order PDE in two independent variables has the form


          
            	[image: Au_{xx} + Bu_{xy} + Cu_{yy} + \cdots = 0,]

          


          where the coefficients A, B, C etc. may depend upon x and y. This form is analogous to the equation for a conic section:


          
            	[image: Ax^2 + Bxy + Cy^2 + \cdots = 0.]

          


          Just as one classifies conic sections into parabolic, hyperbolic, and elliptic based on the discriminant B2  4AC, the same can be done for a second-order PDE at a given point.


          
            	[image: B^2 - 4AC \, < 0]: solutions of elliptic PDEs are as smooth as the coefficients allow, within the interior of the region where the equation and solutions are defined. For example, solutions of Laplace's equation are analytic within the domain where they are defined, but solutions may assume boundary values that are not smooth. The motion of a fluid at subsonic speeds can be approximated with elliptic PDEs, and the Euler-Tricomi equation is elliptic where x<0.


            	[image: B^2 - 4AC = 0\,]: equations that are parabolic at every point can be transformed into a form analogous to the heat equation by a change of independent variables. Solutions smooth out as the transformed time variable increases. The Euler-Tricomi equation has parabolic type on the line where x=0.


            	[image: B^2 - 4AC \, > 0 ]: hyperbolic equations retain any discontinuities of functions or derivatives in the initial data. An example is the wave equation. The motion of a fluid at supersonic speeds can be approximated with hyperbolic PDEs, and the Euler-Tricomi equation is hyperbolic where x>0.

          


          If there are n independent variables x1, x2 , ..., xn, a general linear partial differential equation of second order has the form


          
            	[image: L u =\sum_{i=1}^n\sum_{j=1}^n a_{i,j} \frac{\part^2 u}{\partial x_i \partial x_j} \quad \hbox{ plus lower order terms} =0. \,]

          


          The classification depends upon the signature of the eigenvalues of the coefficient matrix.


          
            	Elliptic: The eigenvalues are all positive or all negative.


            	Parabolic: The eigenvalues are all positive or all negative, save one which is zero.


            	Hyperbolic: There is only one negative eigenvalue and all the rest are positive, or there is only one positive eigenvalue and all the rest are negative.


            	Ultrahyperbolic: There is more than one positive eigenvalue and more than one negative eigenvalue, and there are no zero eigenvalues. There is only limited theory for ultrahyperbolic equations (Courant and Hilbert, 1962).

          


          


          Systems of first-order equations and characteristic surfaces


          The classification of partial differential equations can be extended to systems of first-order equations, where the unknown u is now a vector with m components, and the coefficient matrices A are m by m matrices for [image: \nu=1, \dots,n]. The partial differential equation takes the form


          
            	[image: Lu = \sum_{\nu=1}^{n} A_\nu \frac{\partial u}{\partial x_\nu} + B=0, \,]

          


          where the coefficient matrices A and the vector B may depend upon x and u. If a hypersurface S is given in the implicit form


          
            	[image: \varphi(x_1, x_2, \ldots, x_n)=0, \,]

          


          where  has a non-zero gradient, then S is a characteristic surface for the operator L at a given point if the characteristic form vanishes:


          
            	[image: Q\left(\frac{\part\varphi}{\partial x_1}, \ldots,\frac{\part\varphi}{\partial x_n}\right) =\det\left[\sum_{\nu=1}^nA_\nu \frac{\partial \varphi}{\partial x_\nu}\right]=0.\,]

          


          The geometric interpretation of this condition is as follows: if data for u are prescribed on the surface S, then it may be possible to determine the normal derivative of u on S from the differential equation. If the data on S and the differential equation determine the normal derivative of u on S, then S is non-characteristic. If the data on S and the differential equation do not determine the normal derivative of u on S, then the surface is characteristic, and the differential equation restricts the data on S: the differential equation is internal to S.


          
            	A first-order system Lu=0 is elliptic if no surface is characteristic for L: the values of u on S and the differential equation always determine the normal derivative of u on S.


            	A first-order system is hyperbolic at a point if there is a space-like surface S with normal  at that point. This means that, given any non-trivial vector  orthogonal to , and a scalar multiplier , the equation

          


          
            	[image:  Q(\lambda \xi + \eta) =0, \,]

          


          has m real roots 1, 2, ..., m. The system is strictly hyperbolic if these roots are always distinct. The geometrical interpretation of this condition is as follows: the characteristic form Q()=0 defines a cone (the normal cone) with homogeneous coordinates . In the hyperbolic case, this cone has m sheets, and the axis  =   runs inside these sheets: it does not intersect any of them. But when displaced from the origin by , this axis intersects every sheet. In the elliptic case, the normal cone has no real sheets.


          


          Equations of mixed type


          If a PDE has coefficients which are not constant, it is possible that it will not belong to any of these categories but rather be of mixed type. A simple but important example is the Euler-Tricomi equation


          
            	[image:  u_{xx} \, = xu_{yy}]

          


          which is called elliptic-hyperbolic because it is elliptic in the region x < 0, hyperbolic in the region x > 0, and degenerate parabolic on the line x = 0.


          
            Retrieved from " http://en.wikipedia.org/wiki/Partial_differential_equation"
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            [image: Thousands of particles explode from the collision point of two relativistic (100 GeV per nucleon) gold ions in the STAR detector of the Relativistic Heavy Ion Collider. Electrically charged particles are discernible by the curves they trace in the detector's magnetic field.]

            
              Thousands of particles explode from the collision point of two relativistic (100 GeV per nucleon) gold ions in the STAR detector of the Relativistic Heavy Ion Collider. Electrically charged particles are discernible by the curves they trace in the detector's magnetic field.
            

          


          Particle physics is a branch of physics that studies the elementary constituents of matter and radiation, and the interactions between them. It is also called "high energy physics", because many elementary particles do not occur under normal circumstances in nature, but can be created and detected during energetic collisions of other particles, as is done in particle accelerators.


          Research in this area has produced a long list of particles.


          


          Subatomic particles


          Modern particle physics research is focused on subatomic particles, which have less structure than atoms. These include atomic constituents such as electrons, protons, and neutrons (protons and neutrons are actually composite particles, made up of quarks), particles produced by radiative and scattering processes, such as photons, neutrinos, and muons, as well as a wide range of exotic particles.


          Strictly speaking, the term particle is a misnomer because the dynamics of particle physics are governed by quantum mechanics. As such, they exhibit wave-particle duality, displaying particle-like behaviour under certain experimental conditions and wave-like behaviour in others (more technically they are described by state vectors in a Hilbert space; see quantum field theory). Following the convention of particle physicists, we will use "elementary particles" to refer to objects such as electrons and photons, with the understanding that these "particles" display wave-like properties as well.


          All the particles and their interactions observed to date can almost be described entirely by a quantum field theory called the Standard Model. The Standard Model has 40 species of elementary particles (24 fermions, 12 vector bosons, and 4 scalar bosons), which can combine to form composite particles, accounting for the hundreds of other species of particles discovered since the 1960s. The Standard Model has been found to agree with almost all the experimental tests conducted to date. However, most particle physicists believe that it is an incomplete description of Nature, and that a more fundamental theory awaits discovery. In recent years, measurements of neutrino mass have provided the first experimental deviations from the Standard Model.


          Particle physics has had a large impact on the philosophy of science. Some particle physicists adhere to reductionism, a point of view that has been criticized and defended by philosophers and scientists. Part of the debate is described below.


          


          History


          - The idea that all matter is composed of elementary particles dates to at least the 6th century BC. The philosophical doctrine of atomism was studied by ancient Greek philosophers such as Leucippus, Democritus, and Epicurus. In the 19th century John Dalton, through his work on stoichiometry, concluded that each element of nature was composed of a single, unique type of particle. Dalton and his contemporaries believed these were the fundamental particles of nature and thus named them atoms, after the Greek word atomos, meaning "indivisible". However, near the end of the century, physicists discovered that atoms were not, in fact, the fundamental particles of nature, but conglomerates of even smaller particles. - - The early 20th century explorations of nuclear physics and quantum physics culminated in proofs of nuclear fission in 1939 by Lise Meitner (based on experiments by Otto Hahn), and nuclear fusion by Hans Bethe in the same year. These discoveries gave rise to an active industry of generating one atom from another, even rendering possible (although not profitable) the transmutation of lead into gold. They also led to the development of nuclear weapons. - - Throughout the 1950s and 1960s, a bewildering variety of particles was found in scattering experiments. This was referred to as the "particle zoo". This term was deprecated after the formulation of the Standard Model during the 1970s in which the large number of particles was explained as combinations of a (relatively) small number of fundamental particles.


          



          


          The Standard Model


          The current state of the classification of elementary particles is the Standard Model. It describes the strong, weak, and electromagnetic fundamental forces, using mediating gauge bosons. The species of gauge bosons are the gluons, W- and W+ and Z bosons, and the photons, respectively. The model also contains 24 fundamental particles, which are the constituents of matter. Finally, it predicts the existence of a type of boson known as the Higgs boson, which has yet to be discovered.


          


          Experiment


          In particle physics, the major international laboratories are:


          
            	Brookhaven National Laboratory, located on Long Island, USA. Its main facility is the Relativistic Heavy Ion Collider which collides heavy ions such as gold ions and polarized protons. It is the world's first heavy ion collider, and the world's only polarized proton collider.

          


          
            	Budker Institute of Nuclear Physics ( Novosibirsk, Russia)]

          


          
            	CERN, located on the French-Swiss border near Geneva. Its main project is now LHC, or the Large Hadron Collider, which is currently under construction. The LHC will be in operation in 2008 and will be the world's most energetic collider upon completion. Earlier facilities include LEP, the Large Electron Positron collider, which was stopped in 2001 and which is now dismantled to give way for LHC; and SPS, or the Super Proton Synchrotron.

          


          
            	DESY, located in Hamburg, Germany. Its main facility is HERA, which collides electrons or positrons and protons.

          


          
            	Fermilab, located near Chicago, USA. Its main facility is the Tevatron, which collides protons and antiprotons and is presently the highest energy particle collider in the world.

          


          
            	KEK The High Energy Accelerator Research Organization of Japan located in Tsukuba, Japan. It is the home of a number of interesting experiments such as K2K, a neutrino oscillation experiment and Belle, an experiment measuring the CP-symmetry violation in the B-meson.

          


          
            	SLAC, located near Palo Alto, USA. Its main facility is PEP-II, which collides electrons and positrons.

          


          Many other particle accelerators exist.


          The techniques required to do modern experimental particle physics are quite varied and complex, constituting a subspecialty nearly completely distinct from the theoretical side of the field. See Category:Experimental particle physics for a partial list of the ideas required for such experiments.


          


          Theory


          Theoretical particle physics attempts to develop the models, theoretical framework, and mathematical tools to understand current experiments and make predictions for future experiments. See also theoretical physics. There are several major efforts in theoretical particle physics today and each includes a range of different activities. The efforts in each area are interrelated. There are five most important states in particle theory, they are a really important part of science. One of the major activities in theoretical particle physics is the attempt to better understand the standard model and its tests. By extracting the parameters of the standard model from experiments with less uncertainty, this work probes the limits of the standard model and therefore expands our understanding of nature. These efforts are made challenging by the difficult nature of calculating many quantities in quantum chromodynamics. Some theorists making these efforts refer to themselves as phenomenologists and may use the tools of quantum field theory and effective field theory. Others make use of lattice field theory and call themselves lattice theorists.


          Another major effort is in model building where model builders develop ideas for what physics may lie beyond the standard model (at higher energies or smaller distances). This work is often motivated by the hierarchy problem and is constrained by existing experimental data. It may involve work on supersymmetry, alternatives to the Higgs mechanism, extra spatial dimensions (such as the Randall-Sundrum models), Preon theory, combinations of these, or other ideas.


          A third major effort in theoretical particle physics is string theory. String theorists attempt to construct a unified description of quantum mechanics and general relativity by building a theory based on small strings, and branes rather than particles. If the theory is successful, it may be considered a " Theory of Everything".


          There are also other areas of work in theoretical particle physics ranging from particle cosmology to loop quantum gravity.


          This division of efforts in particle physics is reflected in the names of categories on the preprint archive : hep-th (theory), hep-ph (phenomenology), hep-ex (experiments), hep-lat ( lattice gauge theory).


          


          Reductionism


          Throughout the development of particle physics, there have been many objections to the extreme reductionist (or greedy reductionist) approach of attempting to explain everything in terms of elementary particles and their interaction. These objections have been raised by people from a wide array of fields, including many modern particle physicists, solid state physicists, chemists, biologists, and metaphysical holists. While the Standard Model itself is not challenged, it is contended that the properties of elementary particles are no more (or less) fundamental than the emergent properties of atoms and molecules, and especially statistically large ensembles of those. Some critics of reductionism claim that even a complete knowledge of the underlying elementary particles will not lend a thorough understanding of more complicated natural processes, while others doubt that a complete knowledge of particle behaviour (as part of a larger process) could even be attained, thanks to quantum indeterminacy.


          Reductionists typically claim that all progress in the sciences has involved reductionism to some extent.


          


          Public policy


          Experimental results in particle physics are often obtained using enormous particle accelerators which are very expensive (typically several billion US dollars) and require large amounts of government funding. Because of this, particle physics research involves issues of public policy.


          Many have argued that the potential advances do not justify the money spent, and that in fact particle physics takes money away from more important research and education efforts. In 1993, the US Congress stopped the Superconducting Super Collider (SSC) because of similar concerns, after US$2 billion had already been spent on its construction. Many scientists, both supporters and opponents of the SSC, believe that the decision to stop construction of the SSC was due in part to the end of the Cold War which removed scientific competition with the Soviet Union as a rationale for spending large amounts of money on the SSC.


          Some within the scientific community believe that particle physics has also been adversely affected by the aging population. The belief is that the aging population is much more concerned with immediate issues of their health and their parents' health and that this has driven scientific funding away from physics toward the biological and health sciences. In addition, many opponents question the ability of any single country to support the expense of particle physics results and fault the SSC for not seeking greater international funding.


          Proponents of particle accelerators hold that the investigation of the most basic theories deserves adequate funding, and that this funding benefits other fields of science in various ways. They point out that all accelerators today are international projects and question the claim that money not spent on accelerators would then necessarily be used for other scientific or educational purposes.


          


          The future


          Particle physicists internationally agree on the most important goals of particle physics research in the near and intermediate future. The overarching goal, which is pursued in several distinct ways, is to find and understand what physics may lie beyond the standard model. There are several powerful experimental reasons to expect new physics, including dark matter and neutrino mass. There are also theoretical hints that this new physics should be found at accessible energy scales. Most importantly, though, there may be unexpected and unpredicted surprises which will give us the most opportunity to learn about nature.


          Much of the efforts to find this new physics are focused on new collider experiments. A (relatively) near term goal is the completion of the Large Hadron Collider (LHC) in 2008 which will continue the search for the Higgs boson, supersymmetric particles, and other new physics. An intermediate goal is the construction of the International Linear Collider (ILC) which will complement the LHC by allowing more precise measurements of the properties of newly found particles. A decision for the technology of the ILC has been taken in August 2004, but the site has still to be agreed upon.


          Additionally, there are important non-collider experiments which also attempt to find and understand physics beyond the standard model. One important non-collider effort is the determination of the neutrino masses since these masses may arise from neutrinos mixing with very heavy particles. In addition, cosmological observations provide many useful constraints on the dark matter, although it may be impossible to determine the exact nature of the dark matter without the colliders. Finally, lower bounds on the very long lifetime of the proton put constraints on Grand Unification Theories at energy scales much higher than collider experiments will be able to probe any time soon.
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          A partnership is a type of business entity in which partners share with each other the profits or losses of the business undertaking in which all have invested.


          


          Civil Law


          In civil law systems, a partnership is a nominate contract between individuals who, in a spirit of cooperation, agree to carry on an enterprise; contribute to it by combining property, knowledge or activities; and share its profit. Partners may have a partnership agreement, or declaration of partnership and in some jurisdictions such agreements may be registered and available for public inspection. In many countries, a partnership is also considered to be a legal entity, although different legal systems reach different conclusions on this point. A partnership can be formed by 2 or more people.


          


          Germany


          Partnerships may be formed in the legal forms of General Partnership ( Offene Handelsgesellschaft, OHG) or Limited Partnership (Kommanditgesellschaft, KG). A partnership can be formed by 2 or more people.


          In the OHG, all partners are fully liable for the partnership's debts, whereas in the KG there are general partners with unlimited liability and limited partners whose liability is restricted to their fixed contributions to the partnership. Although a partnership itself is not a legal entity, it may acquire rights and incur liabilities, acquire title to real estate and sue or be sued.


          


          China


          In mainland China, the a partnership enterprise encompasses general partnerships and limited liability partnerships. A general partnership comprises general partners who bear joint and several liabilities for the debts of the partnership enterprise. A limited liability partnership enterprise includes general partners and limited partners where the limited partners are liable only to the extent of their capital contributions.


          


          Japan


          The Japanese civil code provides for partnerships by contract, which are commonly known as nin'i kumiai (任意組合, nin'i kumiai ?) or "voluntary partnerships." A more recent statute has allowed for the creation of limited liability partnerships.


          One form of partnership unique to Japan is the tokumei kumiai or "anonymous partnership," in which partners have limited liability so long as they remain anonymous in their capacity as partners and do not participate in the operation of the partnership. Japanese corporate law also provides for partnership-like corporations called mochibun kaisha.


          


          Common Law


          Partnerships are often favored over corporations for taxation purposes, as a partnership structure eliminates the dividend tax levied upon profits realized by the owners of a corporation.


          The most basic form of partnership is a general partnership, in which all partners manage the business and are personally liable for its debts. Two other forms which have developed in most countries are the limited partnership (LP), in which certain "limited partners" relinquish their ability to manage the business in exchange for limited liability for the partnership's debts, and the limited liability partnership (LLP), in which all partners have some degree of limited liability.


          There are two types of partners. General partners have an obligation of strict liability to third parties injured by the Partnership. General partners may have joint liability or joint and several liability depending upon circumstances. The liability of limited partners is limited to their investment in the partnership.


          A silent partner is one who still shares in the profits and losses of the business, but who is uninvolved in its management, and/or whose association with the business is not publicly known.


          


          Hong Kong


          A partnership in Hong Kong is a business entity formed by the Hong Kong Partnerships Ordinance, which defines a partnership as "the relation between persons carrying on a business in common with a view of profit" and is not a joint stock company or an incorporated company. If the business entity registers with the Registrar of Companies it takes the form of a limited partnership defined in the Limited Partnerships Ordinance. However, if this business entity fails to register with the Registrar of Companies, then it becomes a general partnership as a default.


          


          Australia


          Summarising s. 5 of the Partnership Act 1958 (Vic) (hereinafter the 'Act'), for a partnership in Australia to exist, four main criteria must be satisfied. They are:


          
            	Valid Agreement between the parties;


            	To carry on a business - this is defined in s.3 as 'any trade, occupation or profession';


            	In Common - meaning there must be some mutuality of rights, interests and obligations;


            	View to Profit - thus charitable organizations cannot be partnerships (charities are typically incorporated associations under Associations Incorporations Act 1981 (Vic))

          


          


          United Kingdom limited partnership


          A limited partnership in the United Kingdom consists of:


          
            	one or more persons called general partners, who are liable for all debts and obligations of the firm; and


            	one or more persons called limited partners, who contribute a sum/sums of money as capital, or property valued at a stated amount. Limited partners are not liable for the debts and obligations of the firm beyond the amount contributed.

          


          Limited partners may not:


          
            	draw out or receive back any part of their contributions to the partnership during its lifetime; or


            	take part in the management of the business or have power to bind the firm.

          


          If they do, they become liable for all the debts and obligations of the firm up to the amount drawn out or received back or incurred while taking part in the management, as the case may be.


          


          India


          According to Indian Partnership act of 1932, Section 4, "Partnership is defined as the relation between two or more persons who have agreed to share the profits of business run by all or any one of them acting for all".


          


          USA


          The federal government of the United States does not have specific statutory law governing the establishment of partnerships. Instead, the several composite states of the country each contain their own statutory and common law governance of partnerships. These states largely follow general common law principles of partnerships whether a general partnership, a limited partnership or a limited liability partnership. In the absence of applicable federal law, the National Conference of Commissioners on Uniform State Laws has issued non-binding models laws (called uniform act) in which to encourage the adoption of uniformity of partnership law into the states by their respective legislatures. This includes the Uniform Partnership Act and the Uniform Limited Partnership Act. Although the federal government does not have specific statutory law for establishing partnerships, it has an extensive and hyperdetailed statutory scheme for the taxation of partnerships in the Internal Revenue Code. The IRC is Title 26 of the United States Code wherein Subchapter K of Chapter 1 creates tax consequences of such great scale and scope that it effective serves as a federal statutory scheme for governing partnerships.
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              The first five rows of Pascal's triangle
            

          


          In mathematics, Pascal's triangle is a geometric arrangement of the binomial coefficients in a triangle. It is named after Blaise Pascal in much of the western world, although other mathematicians studied it centuries before him in India, Persia, China, and Italy. The rows of Pascal's triangle are conventionally enumerated starting with row zero, and the numbers in odd rows are usually staggered relative to the numbers in even rows. A simple construction of the triangle proceeds in the following manner. On the zeroth row, write only the number 1. Then, to construct the elements of following rows, add the number directly above and to the left with the number directly above and to the right to find the new value. If either the number to the right or left is not present, substitute a zero in its place. For example, the first number in the first row is 0 + 1 = 1, whereas the numbers 1 and 3 in the third row are added to produce the number 4 in the fourth row.


          
            [image: Each number in the triangle is the sum of the two directly above it.]

            
              Each number in the triangle is the sum of the two directly above it.
            

          


          This construction is related to the binomial coefficients by Pascal's rule, which states that if


          
            	[image:  {n \choose k} = \frac{n!}{k! (n-k)!} ]

          


          is the kth binomial coefficient in the binomial expansion of (x+y)n, where n! is the factorial of n, then


          
            	[image:  {n \choose k} = {n-1 \choose k-1} + {n-1 \choose k}]

          


          for any nonnegative integer n and any integer k between 0 and n.


          Pascal's triangle has higher dimensional generalizations. The three-dimensional version is called Pascal's pyramid or Pascal's tetrahedron, while the general versions are called Pascal's simplices  see also pyramid, tetrahedron, and simplex.


          


          The triangle


          Below are rows zero to sixteen of Pascal's triangle:

          
            1
            1  1
           1  2  1
          1  3  3  1
         1  4  6  4  1
         1  5 10 10  5  1
        1  6 15 20 15  6  1
       1  7 21 35 35 21  7  1
      1  8 28 56 70 56 28  8  1
      1  9 36 84 126 126 84 36  9  1
     1 10 45 120 210 252 210 120 45 10  1
    1 11 55 165 330 462 462 330 165 55 11  1
   1 12 66 220 495 792 924 792 495 220 66 12  1
   1 13 78 286 715 1287 1716 1716 1287 715 286 78 13  1
  1 14 91 364 1001 2002 3003 3432 3003 2002 1001 364 91 14  1
 1 15 105 455 1365 3003 5005 6435 6435 5005 3003 1365 455 105 15  1
1 16 120 560 1820 4368 8008 11440 12870 11440 8008 4368 1820 560 120 16  1



          


          Pascal's triangle and binomial expansions


          Pascal's triangle determines the coefficients which arise in binomial expansions. For an example, consider the expansion


          
            	(x + y)2 = x2 + 2xy + y2 = 1x2y0 + 2x1y1 + 1x0y2.

          


          Notice the coefficients are the numbers in row two of Pascal's triangle: 1,2,1. In general, when a binomial like x + y is raised to a positive integer power we have:


          
            	(x + y)n = a0xn + a1xn1y + a2xn2y2 +  + an1xyn1 + anyn,

          


          where the coefficients ai in this expansion are precisely the numbers on row n of Pascal's triangle. In other words,


          
            	[image: a_i = {n \choose i}.]

          


          This is the binomial theorem.


          Notice that entire right diagonal of Pascal's triangle corresponds to the coefficient of yn in these binomial expansions, while the next diagonal corresponds to the coefficient of xyn-1 and so on.


          To see how the binomial theorem relates to the simple construction of Pascal's triangle, consider the problem of calculating the coefficients of the expansion of (x+1)n+1 in terms of the corresponding coefficients of (x+1)n (setting y = 1 for simplicity). Suppose then that


          
            	[image: (x+1)^n=\sum_{i=0}^n a_i x^i.]

          


          Now


          
            	[image:  (x+1)^{n+1} = (x+1)(x+1)^n = x(x+1)^n + (x+1)^n = \sum_{i=0}^n a_i x^{i+1} + \sum_{i=0}^n a_i x^i.]

          


          The two summations can be reorganized as follows:


          
            	[image:  \begin{align} & \sum_{i=0}^{n } a_{i } x^{i+1} + \sum_{i=0}^n a_i x^i \ & {} = \sum_{i=1}^{n+1} a_{i-1} x^{i } + \sum_{i=0}^n a_i x^i \ & {} = \sum_{i=1}^{n } a_{i-1} x^{i } + \sum_{i=1}^n a_i x^i + a_0x^0 + a_{n}x^{n+1} \ & {} = \sum_{i=1}^{n } (a_{i-1} + a_i)x^{i } + a_0x^0 + a_{n}x^{n+1} \ & {} = \sum_{i=1}^{n } (a_{i-1} + a_i)x^{i } + x^0 + x^{n+1} \end{align} ]

          


          (because of how raising a polynomial to a power works, a0 = an = 1).


          We now have an expression for the polynomial (x+1)n+1 in terms of the coefficients of (x+1)n (these are the ais), which is what we need if we want to express a line in terms of the line above it. Recall that all the terms in a diagonal going from the upper-left to the lower-right correspond to the same power of x, and that the a-terms are the coefficients of the polynomial (x+1)n, and we are determining the coefficients of (x+1)n+1. Now, for any given i not 0 or n+1, the coefficient of the xi term in the polynomial (x+1)n+1 is equal to ai (the figure above and to the left of the figure to be determined, since it is on the same diagonal) + ai1 (the figure to the immediate right of the first figure). This is indeed the simple rule for constructing Pascal's triangle row-by-row.


          It is not difficult to turn this argument into a proof (by mathematical induction) of the binomial theorem.


          An interesting consequence of the binomial theorem is obtained by setting both variables x and y equal to one. In this case, we know that (1 + 1)n = 2n, and so


          
            	[image:  {n \choose 0} + {n \choose 1} + \cdots +{n \choose n-1} + {n \choose n} = 2^n. ]

          


          In other words, the sum of the entries in the nth row of Pascal's triangle is the nth power of 2.


          


          Patterns and properties


          Pascal's triangle has many properties and contains many patterns of numbers.


          


          The diagonals


          Some simple patterns are immediately apparent in the diagonals of Pascal's triangle:


          
            	The diagonals going along the left and right edges contain only 1's.


            	The diagonals next to the edge diagonals contain the natural numbers in order.


            	Moving inwards, the next pair of diagonals contain the triangular numbers in order.


            	The next pair of diagonals contain the tetrahedral numbers in order, and the next pair give pentatope numbers. In general, each next pair of diagonals contains the next higher dimensional "d- simplex" numbers, which can be defined as

          


          
            	
              
                	[image:  \textrm{tri}_1(n) = n \quad\mbox{and}\quad \textrm{tri}_{d}(n) = \sum_{i=1}^n \mathrm{tri}_{d-1}(i). ]

              

            

          


          An alternative formula is as follows:


          
            	[image: \textrm{tri}_d(n)=\begin{cases} 1 & \mbox{if } d=0 \\ n & \mbox{if } d=1 \\ \displaystyle \frac{1}{d!}\prod_{k=0}^{d-1} (n+k) & \mbox{if } d\ge 2.\end{cases}]

          


          The geometric meaning of a function trid is: trid(1) = 1 for all d. Construct a d- dimensional triangle (a 3-dimensional triangle is a tetrahedron) by placing additional dots below an initial dot, corresponding to trid(1) = 1. Place these dots in a manner analogous to the placement of numbers in Pascal's triangle. To find trid(x), have a total of x dots composing the target shape. trid(x) then equals the total number of dots in the shape. A 1-dimensional triangle is simply a line, and therefore tri1(x) = x, which is the sequence of natural numbers. The number of dots in each layer corresponds to trid1(x).


          
            [image: Sierpinski triangle]

            
              Sierpinski triangle
            

          


          


          Other patterns and properties


          
            	The pattern obtained by coloring only the odd numbers in Pascal's triangle closely resembles the fractal called Sierpinski triangle, and this resemblance becomes more and more accurate as more rows are considered; in the limit, as the number of rows approaches infinity, the resulting pattern is the Sierpinski triangle. More generally, numbers could be colored differently according to whether or not they are multiples of 3, 4, etc.; this results in other patterns and combinations.

          


          
            	Imagine each number in the triangle is a node in a grid which is connected to the adjacent numbers above and below it. Now for any node in the grid, count the number of paths there in the grid (without backtracking) which connect this node to the top node (1) of the triangle. The answer is the Pascal number associated to that node. The interpretation of the number in Pascal's Triangle as the number of paths to that number from the tip means that on a Plinko game board shaped like a triangle, the probability of winning prizes nearer the centre will be higher than winning prizes on the edges.

          


          
            	The value of each row, if each number in it is considered as a decimal place and numbers larger than 9 are carried over accordingly, is a power of 11 (specifically, 11n, where n is the number of the row). For example, row two reads '1, 2, 1', which is 112 (121). In row five, '1, 5, 10, 10, 5, 1' is translated to 161051 after carrying the values over, which is 115. This property is easily explained by setting x = 10 in the binomial expansion of (x+1)row number, and adjusting the values to fit in the decimal number system.

          


          


          More subtle patterns


          There are also more surprising, subtle patterns. From a single element of the triangle, a more shallow diagonal line can be formed by continually moving one element to the right, then one element to the bottom-right, or by going in the opposite direction. An example is the line with elements 1, 6, 5, 1, which starts from the row 1, 3, 3, 1 and ends three rows down. Such a "diagonal" has a sum that is a Fibonacci number. In the case of the example, the Fibonacci number is 13:

          
          1
         1  1
         1  2  1
        1  3  3  1
       1  4 6  4  1
      1  5  10 10 5  1 
      1  6  15 20 15 6 1
     1  7 21 35 35 21 7  1
    1  8  28 56 70 56 28 8  1
    1  9  36 84 126 126 84 36 9  1
   1  10 45 120 210 252 210 120 45 10 1
   1  11 55 165 330 462 462 330 165 55 11 1
  1  12 66 220 495 792 924 792 495 220 66 12 1
  1  13 78 286 715 1287 1716 1716 1287 715 286 78 13 1
 1 14  91 364 1001 2002 3003 3432 3003 2002 1001 364 91 14 1 
 1 15 105 455 1365 3003 5005 6435 6435 5005 3003 1365 455 105 15 1
1 16 120 560 1820 4368 8008 11440 12870 11440 8008 4368 1820 560 120 16 1



          The second highlighted diagonal has a sum of 233. The numbers 'skipped over' between the move right and the move down-right also sum to Fibonacci numbers, being the numbers 'between' the sums formed by the first construction. For example, the numbers skipped over in the first highlighted diagonal are 3, 4 and 1, making 8.


          In addition, if row m is taken to indicate row (n + 1), the sum of the squares of the elements of row m equals the middle element of row (2m  1). For example, 12 + 42 + 62 + 42 + 12 = 70. In general form:


          
            	[image: \sum_{k=0}^n {n \choose k}^2 = {2n \choose n}.]

          


          Another interesting pattern is that on any row m, where m is odd, the middle term minus the term two spots to the left equals a Catalan number, specifically the (m+1)/2 Catalan number. For example: on row 5, 61 = 5, which is the 3rd Catalan number, and (5+1)/2 = 3.


          Also, the sum of the elements of row m is equal to 2m1. For example, the sum of the elements of row 5 is 1 + 4 + 6 + 4 + 1 = 16, which is equal to 24 = 16. This follows from the binomial theorem proved above, applied to (1 + 1)m1.


          Some of the numbers in Pascal's triangle correlate to numbers in Lozanić's triangle.


          Another interesting property of Pascal's triangle is that in rows where the second number (the 1st number following 1) is prime, all the terms in that row except the 1s are multiples of that prime.


          
            [image: Binomial matrix as matrix exponential (illustration for 5�5 matrices). All the dots represent 0.]

            
              Binomial matrix as matrix exponential (illustration for 55 matrices). All the dots represent 0.
            

          


          


          The matrix exponential


          Due to its simple construction by factorials, a very basic representation of Pascal's triangle in terms of the matrix exponential can be given: Pascal's triangle is the exponential of the matrix which has the sequence 1, 2, 3, 4,  on its subdiagonal and zero everywhere else.


          


          Geometric properties


          Pascal's triangle can be used as a lookup table for the number of arbitrarily dimensioned elements within a single arbitrarily dimensioned version of a triangle (known as a simplex). For example, consider the 3rd line of the triangle, with values 1, 3, 3, 1. A 2-dimensional triangle has one 2-dimensional element (itself), three 1-dimensional elements (lines, or edges), and three 0-dimensional elements ( vertices, or corners). The meaning of the final number (1) is more difficult to explain (but see below). Continuing with our example, a tetrahedron has one 3-dimensional element (itself), four 2-dimensional elements (faces), six 1-dimensional elements (edges), and four 0-dimensional elements (vertices). Adding the final 1 again, these values correspond to the 4th row of the triangle (1, 4, 6, 4, 1). Line 1 corresponds to a point, and Line 2 corresponds to a line segment (dyad). This pattern continues to arbitrarily high-dimensioned hyper-tetrahedrons (simplices).


          To understand why this pattern exists, one must first understand that the process of building an n-simplex from an (n1)-simplex consists of simply adding a new vertex to the latter, positioned such that this new vertex lies outside of the space of the original simplex, and connecting it to all original vertices. As an example, consider the case of building a tetrahedron from a triangle, the latter of whose elements are enumerated by row 3 of Pascal's triangle: 1 face, 3 edges, and 3 vertices (the meaning of the final 1 will be explained shortly). To build a tetrahedron from a triangle, we position a new vertex above the plane of the triangle and connect this vertex to all three vertices of the original triangle.


          The number of a given dimensional element in the tetrahedron is now the sum of two numbers: first the number of that element found in the original triangle, plus the number of new elements, each of which is built upon elements of one fewer dimension from the original triangle. Thus, in the tetrahedron, the number of cells (polyhedral elements) is 0 (the original triangle possesses none) + 1 (built upon the single face of the original triangle) = 1; the number of faces is 1 (the original triangle itself) + 3 (the new faces, each built upon an edge of the original triangle) = 4; the number of edges is 3 (from the original triangle) + 3 (the new edges, each built upon a vertex of the original triangle) = 6; the number of new vertices is 3 (from the original triangle) + 1 (the new vertex that was added to create the tetrahedron from the triangle) = 4. This process of summing the number of elements of a given dimension to those of one fewer dimension to arrive at the number of the former found in the next higher simplex is equivalent to the process of summing two adjacent numbers in a row of Pascal's triangle to yield the number below. Thus, the meaning of the final number (1) in a row of Pascal's triangle becomes understood as representing the new vertex that is to be added to the simplex represented by that row to yield the next higher simplex represented by the next row. This new vertex is joined to every element in the original simplex to yield a new element of one higher dimension in the new simplex, and this is the origin of the pattern found to be identical to that seen in Pascal's triangle.


          A similar pattern is observed relating to squares, as opposed to triangles. To find the pattern, one must construct an analog to Pascal's triangle, whose entries are the coefficients of (x+2)Row Number, instead of (x+1)Row Number. There are a couple ways to do this. The simpler is to begin with Row 0 = 1 and Row 1 = 1, 2. Proceed to construct the analog triangles according to the following rule:


          
            	[image:  {n \choose k} = 2\times{n-1 \choose k-1} + {n-1 \choose k}.]

          


          That is, choose a pair of numbers according to the rules of Pascal's triangle, but double the one on the left before adding. This results in:

          
        1
       1  2
      1  4  4
     1  6  12  8
    1  8  24  32  16
   1  10  40  80  80  32
  1  12  60  160  240  192  64
 1  14  84  280  560  672  448  128



          The other way of manufacturing this triangle is to start with Pascal's triangle and multiply each entry by 2k, where k is the position in the row of the given number. For example, the 2nd value in row 4 of Pascal's triangle is 6 (the slope of 1s corresponds to the zeroth entry in each row). To get the value that resides in the corresponding position in the analog triangle, multiply 6 by 2Position Number = 622 = 64 = 24. Now that the analog triangle has been constructed, the number of elements of any dimension that compose an arbitrarily dimensioned cube (called a hypercube) can be read from the table in a way analogous to Pascal's triangle. For example, the number of 2-dimensional elements in a 2-dimensional cube (a square) is one, the number of 1-dimensional elements (sides, or lines) is 4, and the number of 0-dimensional elements (points, or vertices) is 4. This matches the 2nd row of the table (1, 4, 4). A cube has 1 cube, 6 faces, 12 edges, and 8 vertices, which corresponds to the next line of the analog triangle (1, 6, 12, 8). This pattern continues indefinitely.


          To understand why this pattern exists, first recognize that the construction of an n-cube from an (n1)-cube is done by simply duplicating the original figure and displacing it some distance (for a regular n-cube, the edge length) orthogonal to the space of the original figure, then connecting each vertex of the new figure to its corresponding vertex of the original. This initial duplication process is the reason why, to enumerate the dimensional elements of an n-cube, one must double the first of a pair of numbers in a row of this analog of Pascal's triangle before summing to yield the number below. The initial doubling thus yields the number of "original" elements to be found in the next higher n-cube and, as before, new elements are built upon those of one fewer dimension (edges upon vertices, faces upon edges, etc.). Again, the last number of a row represents the number of new vertices to be added to generate the next higher n-cube.


          In this triangle, the sum of the elements of row m is equal to 3m1. Again, to use the elements of row 5 as an example: 1 + 8 + 24 + 32 + 16 = 81, which is equal to 34 = 81.


          
            [image: Yang Hui (Pascal's) triangle, as depicted by the Chinese using rod numerals.]

            
              Yang Hui (Pascal's) triangle, as depicted by the Chinese using rod numerals.
            

          


          


          Calculating an individual row


          This algorithm is an alternative to the standard method of calculating individual cells with factorials. Starting at the left, the first cell's value is 1. For each cell after, the value is determined by multiplying the value to the left by a slowly changing fraction:


          
            	[image:  v(c) = \frac{r-c}{c}]

          


          Where r = row + 1, starting with 0 at the top, and c = the column, starting with 0 on the left. For example, to calculate row 5, r=6. The first value is 1. The next value is 1 x 5/1 = 5. The numerator decreases by one, and the denominator increases by one with each step. So 5 x 4/2 = 10. Then 10 x 3/3 = 10. Then 10 x 2/4 = 5. Then 5 x 1/5 = 1. Notice that the last cell always equals 1, the final multiplication is included for completeness of the series.


          A similar pattern exists on a downward diagonal. Starting with the one and the natural number in the next cell, form a fraction. To determine the next cell, increase the numerator and denominator each by one, and then multiply the previous result by the fraction. For example, the row starting with 1 and 7 form a fraction of 7/1. The next cell is 7 x 8/2 = 28. The next cell is 28 x 9/3 = 84.


          Note that for any individual row you only need to calculate half (rounded up) the number of values in the row. This is because the row is symmetrical.


          


          History


          The earliest explicit depictions of a triangle of binomial coefficients occur in the 10th century in commentaries on the Chandas Shastra, an ancient Indian book on Sanskrit prosody written by Pingala between the 5th 2nd centuries BC. While Pingala's work only survives in fragments, the commentator Halayudha, around 975, used the triangle to explain obscure references to Meru-prastaara, the "Staircase of Mount Meru". It was also realised that the shallow diagonals of the triangle sum to the Fibonacci numbers. The Indian mathematician Bhattotpala (c. 1068) later gives rows 0-16 of the triangle.


          At around the same time, it was discussed in Persia (Iran) by the mathematician Al-Karaji (9531029) and the poet- astronomer-mathematician Omar Khayym (1048-1131); thus the triangle is referred to as the "Khayyam triangle" in Iran. Several theorems related to the triangle were known, including the binomial theorem. In fact we can be fairly sure that Khayyam used a method of finding nth roots based on the binomial expansion, and therefore on the binomial coefficients.


          In 13th century, Yang Hui (1238-1298) presented the arithmetic triangle, which was the same as Pascal's Triangle. Today Pascal's triangle is called " Yang Hui's triangle" in China.


          Finally, in Italy, it is referred to as "Tartaglia's triangle", named for the Italian algebraist Niccol Fontana Tartaglia who lived a century before Pascal (1500-1577); Tartaglia is credited with the general formula for solving cubic polynomials (which may be really from Scipione del Ferro but was published by Gerolamo Cardano 1545).


          Petrus Apianus ( 1495 -1552 ) published the Triangle on the frontispiece of his book on business calculations 1531/32 and an earlier version in 1527 the first record of it in Europe.


          In 1655, Blaise Pascal wrote a Trait du triangle arithmtique (Treatise on arithmetical triangle), wherein he collected several results then known about the triangle, and employed them to solve problems in probability theory. The triangle was later named after Pascal by Pierre Raymond de Montmort (1708) and Abraham de Moivre (1730).


          
            Retrieved from " http://en.wikipedia.org/wiki/Pascal%27s_triangle"
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              	Pashtuns

              پښتون Paṣtun
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              	Sher Shah Suri Sher Ali Khan Abdur Rahman Khan

              Mohammed Nadir Khan
            


            
              	Total population
            


            
              	
                ca. 42 million

              
            


            
              	Regions with significant populations
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                    	28 million (2005)

                    	
                  


                  
                    	[image: Flag of Afghanistan]Afghanistan

                    	13 million (2006)

                    	
                  


                  
                    	[image: Flag of the United Arab Emirates]UAE

                    	315,524 (2008)
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                    	200,000 (2006)
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                    	150,000 (2005)
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                    	11,086 (2001)
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                    	7,710 (2000)
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                    	1,695 (2006)

                    	
                  

                

              
            


            
              	Languages
            


            
              	Pashto

              Persian or Urdu also spoken widely as second languages
            


            
              	Religion
            


            
              	Islam, predominantly Hanafi Sunni with a Twelver Shia minority
            

          


          Pashtuns ( Pashto: پښتون Paṣtūn or پختون Paxtūn, also rendered as Pushtuns, Pakhtuns, Pukhtuns), also called Pathans (Urdu: پٹھان, Hindi: पठान Paṭhān), ethnic Afghans, or synonymously Afghans ( Persian: افغان Afğān), are an Eastern Iranian ethno-linguistic group with populations primarily in eastern and southern Afghanistan and in the North-West Frontier Province, Federally Administered Tribal Areas and Balochistan provinces of western Pakistan. The Pashtuns are typically characterized by their usage of the Pashto language and practice of Pashtunwali, which is a traditional code of conduct and honour.


          Pashtun society consists of many tribes and clans which were rarely politically united, until the rise of the Durrani Empire in 1747. Pashtuns played a vital role during the Great Game as they were caught between the imperialist designs of the British and Russian empires. For over 250 years, they reigned as the dominant ethnic group in Afghanistan. They gained world-wide attention after the Soviet invasion of Afghanistan in 1979 and with the rise and fall of the Taliban, since they were the main ethnic contingent in the movement. Pashtuns are also an important community in Pakistan, where they are prominently represented in the military and are the second-largest ethnic group.


          The Pashtuns are the world's largest (patriarchal) segmentary lineage ethnic group. The total population of the group is estimated to be around 42 million, but an accurate count remains elusive due to the lack of an official census in Afghanistan since 1979. There are an estimated 60 major Pashtun tribes and more than 400 sub-clans.


          


          Demographics


          The vast majority of Pashtuns are found in an area stretching from southeastern Afghanistan to northwestern Pakistan. Additional Pashtun communities are found in the Northern Areas of Pakistan and in Khorasan Province of eastern Iran. There is also a sizeable community in India, that is of largely putative ancestry. A large migrant-worker community resides in the countries of the Arabian Peninsula and in smaller communities in Europe and North America. Important metropolitan centers of Pashtun culture include Peshawar and Kandahar. Quetta and Kabul are ethnically mixed cities with large Pashtun populations. With 1.5 million ethnic Pashtuns, Karachi hosts one of the largest Pashtun populations in the world.


          Pashtuns comprise over 15.42% of Pakistan's population or 25.6 million people. In Afghanistan, they make up an estimated 39% to 42% of the population or 12.4 to 13.3 million people. The exact numbers remain uncertain, particularly in Afghanistan, and are affected by approximately 3 million Afghan refugees that remain in Pakistan, of which 81.5% or 2.49 million are ethnic Pashtuns. An unknown number of refugees continue to reside in Iran. A cumulative population assessment suggests a total of around 42 million across the region.


          


          History and origins


          The history of the Pashtuns is ancient, and much of it is not fully researched. Since the 2nd millennium BC, regions now inhabited by Pashtuns have seen invasions and migrations, including by Aryan tribes (Iranian peoples, Indo-Aryans), Medes, Persians, Mauryas, Scythians, Kushans, Hephthalites, Greeks, Arabs, Turks, and Mongols. There are many conflicting theories about the origins of the Pashtun people, some modern and others archaic, both among historians and the Pashtuns themselves.


          Anthropology and linguistics


          
            [image: Amir Sher Ali Khan and Suite' in 1869.]

            
              Amir Sher Ali Khan and Suite' in 1869.
            

          


          The origins of the Pashtuns are eastern Iranian. The Pashto language is classified under the Eastern Iranian sub-branch of the Iranian branch of the Indo-European family of languages. Thus, Pashtuns are classified as an Iranian people, possibly as partial descendants of the Scythians, an ancient Iranian group.


          Early precursors to the Pashtuns were Old Iranian tribes that spread throughout the eastern Iranian plateau. According to academic Yu. V. Gankovsky, the Pashtuns began as a "union of largely East-Iranian tribes which became the initial ethnic stratum of the Pashtun ethnogenesis, dates from the middle of the first millennium CE and is connected with the dissolution of the Epthalite (White Huns) confederacy."


          Pashtuns who speak a southern dialect of Pashto refer to themselves as Pashtuns, while those who speak a northern dialect as Pukhtuns. These Pashtuns compose the core of ethnic Pashtuns who are found in western Pakistan and southern-eastern Afghanistan. Like other Iranian peoples, many Pashtuns have mixed with various invaders, neighboring groups, and migrants. In terms of phenotype, Pashtuns are predominantly a Mediterranean people, so light hair, eye colors and pale skin are not uncommon, especially among remote mountain tribes.


          


          Oral traditions


          
            [image: A Pashtun man and his son from southern Afghanistan.]

            
              A Pashtun man and his son from southern Afghanistan.
            

          


          Some anthropologists lend credence to the mythical oral traditions of the Pashtun tribes themselves. For example, according to the Encyclopaedia of Islam, the theory of Pashtun descent from Israelites is traced to Maghzan-e-Afghani who compiled a history for Khan-e-Jehan Lodhi in the reign of Mughal Emperor Jehangir in the 17th century.


          Another book that corresponds with Pashtun historical records, Taaqati-Nasiri, states that in the 7th century a people called the Bani Israel settled in Ghor, southeast of Herat, Afghanistan, and then migrated south and east. These references to Bani Israel agree with the commonly held view by Pashtuns that when the twelve tribes of Israel were dispersed (see Israel and Judah and Ten Lost Tribes), the tribe of Joseph, among other Hebrew tribes, settled in the region. This oral tradition is widespread among the Pashtuns. There have been many legends over the centuries of descent from the Ten Lost Tribes after groups converted to Christianity and Islam. Hence the tribal name ' Yusef Zai' in Pashto translates to the 'sons of Joseph'. A similar story is told by Iranian historian Ferishta.


          But the Bani-Israel theory has major historical and linguistic inconsistencies. The main one is that the Ten Lost Tribes were exiled by Assyria, while Maghzan-e-Afghani says they were permitted by the ruler of Persia to go east to Afghanistan. This inconsistency can be explained by the fact that Persia acquired the lands of the ancient Assyrian Empire when it conquered the Empire of the Medes and Chaldean Babylonia, which had conquered Assyria decades earlier. But no ancient author mentions such a transfer of Israelites further east, or no ancient extra-Biblical texts refer to the Ten Lost Tribes at all. Also, the Rig Veda, believed to have been composed before 1200 BC, already mentions the Pashtuns as living in the area of Afghanistan. No ancient author before the conversion of the Pashtuns to Islam mentions any Israelite or Jewish connection. The oral tradition may be a myth which grew out of a political and cultural struggle with the Mughals.


          Other Pashtun tribes claim descent from Arabs, including some even claiming to be descendants of the Muslim Prophet Muhammad (popularly referred to as sayyids). Some groups from Peshawar and Kandahar (such as the Afridis , Khattaks and Sadozais) also claim to be descended from Alexander the Great's Greeks.


          


          Genetics


          Research into human DNA is as a new way to explore historical movements of populations by studying their genetic make-up. Some recent genetic genealogy studies show Pashto-speaking Pashtuns are mainly related to Iranian peoples and to the Burusho who speak a language isolate. There is evidence of a small Greek contribution to the Pashtun gene pool that will likely require further testing in order to ascertain its pervasiveness.


          


          Modern era


          
            [image: Ahmad Shah Durrani established the Durrani Empire in 1747.]

            
              Ahmad Shah Durrani established the Durrani Empire in 1747.
            

          


          The Pashtuns are intimately tied to the history of modern Afghanistan and western Pakistan. Following Muslim Arab and Turkic conquests from the 7th to 11th centuries, Pashtun ghazis (warriors for the faith) invaded and conquered much of northern India during the Khilji dynasty (1290-1321), Lodhi dynasty (1451-1526) and Suri dynasty (1540-1556). The Pashtuns' modern past stretches back to the Hotaki dynasty (1709-1738) and later the Durrani Empire (1747-1823). The Hotakis were Ghilzai tribesmen, who defeated the Safavid dynasty of Persia and seized control over much of the Persian Empire from 1722 to 1738. This was followed by the conquests of Ahmad Shah Durrani who was a former high-ranking military commander under the ruler Nadir Shah of Persia. He founded the Durrani Empire that covered most of what is today Afghanistan, Pakistan, Kashmir, Indian Punjab, and Khorasan province of Iran. After the fall of the Durrani Empire in 1818, the Barakzai clan took control of Afghanistan. Specifically, the Mohamedzai subclan ruled Afghanistan from 1826 to the end of Mohammad Zahir Shah reign in 1973. This legacy continues into modern times as Afghanistan is run by President Hamid Karzai, who is an ethnic Pashtun from Kandahar.


          
            [image: President of Afghanistan Hamid Karzai wearing his traditional Pashtun clothes and a karakul hat in 2003.]

            
              President of Afghanistan Hamid Karzai wearing his traditional Pashtun clothes and a karakul hat in 2003.
            

          


          The Pashtuns in Afghanistan resisted British designs upon their territory and kept the Russians at bay during the so-called Great Game. By playing the two empires against each other, Afghanistan remained an independent state and maintained some autonomy (see the Siege of Malakand). But during the reign of Abdur Rahman Khan (1880-1901), Pashtun regions were divided by the Durand Line, and what is today western Pakistan was ceded to British India in 1893. In the 20th century, some Pashtun leaders living under British Indian rule in the North-West Frontier Province supported Indian independence, including Khan Wali Khan and Khan Abdul Ghaffar Khan (both members of the Khudai Khidmatgar, popularly referred to as the Surkh posh or "the Red shirts"), and were inspired by Mahatma Gandhi's non-violent method of resistance. Later, in the 1970s, Khan Wali Khan pressed for more autonomy for Pashtuns in Pakistan.


          
            [image: Zalmay Khalilzad, United States Ambassador to the United Nations, is an ethnic Pashtun.]

            
              Zalmay Khalilzad, United States Ambassador to the United Nations, is an ethnic Pashtun.
            

          


          Pashtuns in Afghanistan attained complete independence from British intervention during the reign of King Amanullah Khan, following the Third Anglo-Afghan War. The monarchy ended when Sardar Daoud Khan seized control of Afghanistan in 1973. This opened the door to Soviet intervention and culminated in the Communist Saur Revolution in 1978. Starting in the late 1970s, many Pashtuns joined the Mujahideen opposition against the Soviet invasion of Afghanistan. They fought for control of Afghanistan against the Communist Khalq and the Parcham factions. More recently, the Pashtuns became known for being the primary ethnic group that comprised the Taliban, which was a religious movement that emerged from Kandahar, Afghanistan. In late 2001, the Taliban government was removed from power as a result of the US-led invasion of Afghanistan.


          Pashtuns have played an important role in the regions of South and Central Asia and the Middle East. In neighboring Pakistan, ethnic Pashtun politicians, notably Ayub Khan and Ghulam Ishaq Khan, have also attained the Presidency, as well as high government posts such as Army Chief (Gul Hasan Khan) and Ministries. The Afghan royal family, now represented by Muhammad Zahir Shah, is also of ethnic Pashtun origin. Other prominent Pashtuns include the 17th-century warrior poet Khushal Khan Khattak, Afghan "Iron" Emir Abdur Rahman Khan, and in modern times U.S. Ambassador to the United Nations Zalmay Khalilzad and former Afghan Astronaut Abdul Ahad Mohmand among many others.


          


          Pashtuns defined


          Among historians, anthropologists, and the Pashtuns themselves, there is some debate as to who exactly is a Pashtun. The most prominent views are:


          
            	Pashtuns are predominantly an Eastern Iranian people who are speakers of the Pashto language and live in a contiguous geographic location across Pakistan and Afghanistan. This is the generally accepted academic view.


            	Pashtuns are Muslims who follow Pashtunwali, speak Pashto and meet other criteria.


            	In accordance with the legend of Qais Abdur Rashid, the figure traditionally regarded as progenitor of the Pashtun people, Pashtuns are those whose related patrilineal descent may be traced back to legendary times.

          


          These three definitions may be described as the ethno-linguistic definition, the religious-cultural definition, and the patrilineal definition, respectively.


          


          Ethnic definition


          
            [image: A Pashtun girl in rural Afghanistan.]

            
              A Pashtun girl in rural Afghanistan.
            

          


          The ethno-linguistic definition is the most prominent and accepted view as to who is and is not a Pashtun. Generally, this most common view holds that Pashtuns are defined within the parameters of having mainly eastern Iranian ethnic origins, sharing a common language, culture and history, living in relatively close geographic proximity to each other, and acknowledging each other as kinsmen. Thus, tribes that speak disparate yet mutually intelligible dialects of Pashto acknowledge each other as ethnic Pashtuns and even subscribe to certain dialects as "proper", such as the Pukhtu spoken by the Yousafzai and the Pashto spoken by the Durrani in Kandahar. These criteria tend to be used by most Pashtuns in Pakistan and Afghanistan.


          


          Cultural definition


          The religious and cultural definition is more stringent and requires Pashtuns to be Muslim and adhere to the Pashtunwali code. This is the most prevalent view among more orthodox and conservative tribesmen who do not recognize anyone of the Jewish faith as a Pashtun, even if they themselves claim to be of Hebrew ancestry as some tribes do. Pashtun intellectuals and academics tend to be more flexible and sometimes define who is Pashtun based on other criteria.


          Pashtun society is not homogenous by religion: most Pashtuns are Sunni Muslims, while some follow Shia Islam or other sects. Pakistani Jews and Afghan Jews, once numbering in the thousands, have largely relocated to Israel.


          


          Ancestral definition


          The patrilineal definition is based on an important orthodox law of Pashtunwali which mainly requires that only those who have a Pashtun father are Pashtun. This law has maintained the tradition of exclusively patriarchal tribal lineage. This definition places less emphasis on what language one speaks, such as Pashto, Persian, Urdu or English. For example, the Pathans in India have lost both the language and presumably many of the ways of their putative ancestors, but trace their fathers' ethnic heritage to the Pashtun tribes.


          Some believe that Pashtun tribes are descendants of the four grandsons of the legendary Qais Abdur Rashid. The legend says that after Qais heard of the new religion of Islam, he traveled to meet the Muslim Prophet Muhammad (S.A.W)in Medina and returned to Afghanistan-Pakistan area as a Muslim. He purportedly had many children, and his son Afghana produced up to four sons who traveled east towards Swat, Lahore, Multan and Quetta respectively. This legend is one of many traditional tales among the Pashtuns regarding their disparate origins that remain largely unverifiable.


          


          Putative ancestry
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          There are various communities who claim Pashtun descent but are largely found among other groups in South and Central Asia who generally do not speak Pashto. Those communities are often considered overlapping groups or are simply assigned to the ethno-linguistic group that corresponds to their geographic location and mother tongue. They include various non-Pashtun Afghans who often speak Persian rather than Pashto.


          Many claimants of Pashtun heritage in South Asia have mixed with local Muslim populations and refer to themselves (and to Pashto-speaking Pashtuns and often to Afghans in general) as Pathans, the Hindi-Urdu variant of Pashtun. These populations are usually only part-Pashtun, to varying degrees, and often trace their Pashtun ancestry putatively through a paternal lineage, and are not universally viewed as ethnic Pashtuns (see section on Pashtuns Defined for further analysis).


          Some groups claiming Pashtun descent live close to Pashtuns, such as the Hindkowans who are sometimes referred to as Punjabi Pathans in publications such as Encyclopedia Britannica. The Hindkowans speak the Hindko language and are considered to have mixed Pashtun and local origins. Culturally similar to Pashtuns, they often practice Pashtunwali in Pashtun-majority areas. They are a large minority in major cities such as Peshawar, Kohat, Mardan, and Dera Ismail Khan and in mixed districts including Haripur and Abbottabad where they are often bilingual in Hindko and Pashto.


          Many Indian Muslims claim descent from Pashtun soldiers who settled in India and married local Indians during the Muslim conquest of India. No specific population figures exist, as claimants of Pashtun descent are spread throughout the country. Notably, the Rohilla Pashtuns, after their defeat by the British, are known to have settled in parts of North India and intermarried with local Indians. They are believed to have been bilingual in Pashto and Urdu until the mid-19th century. Also, the repression of Rohilla Pashtuns by the British in the late 19th century caused thousands to flee to the Dutch colony of Guyana and Suriname in South America. The vast majority later re-settled in Pakistan and are referred to as Mohajirs.


          


          Culture
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          Pashtun culture was formed over the course of many centuries. Pre-Islamic traditions, probably dating back to as far as Alexander's conquest in 330 BC, survived in the form of traditional dances, while literary styles and music largely reflect strong influence from the Persian tradition and regional musical instruments fused with localized variants and interpretation. Pashtun culture is a unique blend of native customs and strong influences from Central, South and West Asia.


          


          Language


          The Pashtuns speak Pashto, an Indo-European language. It belongs to the Iranian sub-group of the Indo-Iranian branch. It can be further delineated within Eastern Iranian and Southeastern Iranian. Pashto is written in the Perso-Arabic script and is divided into two main dialects, the northern "Pukhtu" and the southern "Pashto".


          Pashto has ancient origins and bears similarities to extinct languages such as Avestan and Bactrian. Its closest modern relatives include Pamir languages, such as Shughni and Wakhi, and Ossetic. Pashto has an ancient legacy of borrowing vocabulary from neighboring languages including Persian and Vedic Sanskrit. Invaders have left vestiges as well as Pashto has borrowed words from Ancient Greek, Arabic and Turkic, sometimes due to invasions. Modern borrowings come primarily from English.


          Fluency in Pashto is often the main determinant of group acceptance as to who is considered a Pashtun. Pashtun nationalism emerged following the rise of Pashto poetry that linked language and ethnic identity. This started with the work of Khushal Khan Khattak and continued with his grandson Afzal Khan (author of Tarikh-e Morassa, a history of the Pashtun people).


          Pashto has national status in Afghanistan and regional status in Pakistan. In addition to their mother-tongue, many Pashtuns are fluent in Dari (Afghan Persian), Urdu and English.


          


          Religion


          Most Pashtuns follow Sunni Islam, almost completely the Hanafi school. A minority of Twelver Shi'a Pashtuns exist in Afghanistan and Pakistan.


          Studies conducted among the Ghilzai reveal strong links between tribal affiliation and membership in the larger ummah (Islamic community). Most Pashtuns believe that they are descendants of Qais Abdur Rashid who is purported to have been an early convert to Islam and thus bequeathed the faith to the Pashtun population. A legacy of Sufi activity remains common in Pashtun regions, as evident in song and dance. Many Pashtuns are prominent Ulema, Islamic scholars, such as Dr. Muhammad Muhsin Khan who translated the Noble Quran and Sahih Al-Bukhari and many other books to English. Lastly, non-Muslim Pashtuns are virtually non-existent as there is limited data regarding irreligious groups and minorities.


          


          Pashtunwali


          The term "Pakhto" or "Pashto" from which the Pashtuns derive their name is not merely the name of their language, but is synonymous with a pre-Islamic honour code/religion formally known as Pashtunwali (or Pakhtunwali). Pashtunwali is believed to have originated millennia ago during pagan times and has, in many ways, fused with Islamic tradition. Pashtunwali governs and regulates nearly all aspects of Pashtun life ranging from tribal affairs to individual "honour" (nang) and behaviour.


          Numerous intricate tenets of Pashtunwali influence Pashtun social behaviour. One of the better known tenets is Melmastia, hospitality and asylum to all guests seeking help. Perceived injustice calls for Badal, swift revenge. A popular Pashtun saying, "Revenge is a dish best served cold", was borrowed by the British and popularized in the West. Men are expected to protect Zan, Zar, Zameen, which translates to women, treasure, and land. Some aspects promote peaceful co-existence, such as Nanawati, the humble admission of guilt for a wrong committed, which should result in automatic forgiveness from the wronged party. These and other basic precepts of Pashtunwali continue to be followed by many Pashtuns, especially in rural areas.


          Sports


          Traditional sports include naiza bazi, which involves horsemen who compete in spear throwing.


          Polo is also an ancient traditional sport in the region and is a popular among many tribesmen such as the Yousafzai. Like other Afghans, many Pashtuns engage in wrestling ( Pehlwani), which is often part of larger sporting events. Cricket is largely a legacy of British rule in Pakistan, and many Pashtuns have become prominent participants, such as Shahid Afridi and Imran Khan.


          Football is a more recent sport that increasing numbers of Pashtuns have started to play. Children engage in various games including a form of marbles called buzul-bazi which is played with the knuckle bones of sheep. Although traditionally less involved in sports than boys, young Pashtun girls often play volleyball and basketball, especially in urban areas.


          The favourite game of Pushtoon in South-Western Pakistan - Pishin is yanda. Cricket is also one of the Favourite games played in Khudaidadzai - Pishin. Mohammad Nawaz Khan Tareen was the first person who established cricked in Khudaidadzai.


          The more recent sport of Pishin is Hunting. There is a beautiful lake called Band Khushdil Khan near Killi Torashah. The people of these villages playing hunting in that lake. The duck hunting is so popular in band khushdil khan. The best hunters of the Pishin are Malak Mohammad Ali, Khan Asad Khan Tareen, Malak Qurban Ali, Inayat Ullah Khan, Asmat Ullah Khan, Sana Mamo, Master Bore Mohammad Saab, Jaan etc...


          


          Performing arts


          Pashtun performers remain avid participants in various physical forms of expression including dance, sword fighting, and other physical feats. Perhaps the most common form of artistic expression can be seen in the various forms of Pashtun dances.


          One of the most prominent dances is Attan, which has ancient pagan roots. It was later modified by Islamic mysticism in some regions and has become the national dance of Afghanistan and various districts in Pakistan. A rigorous exercise, Attan is performed as musicians play various native instruments including the dhol (drums), tablas (percussions), rubab (a bowed string instrument), and toola (wooden flute). With a rapid circular motion, dancers perform until no one is left dancing, similar to Sufi whirling dervishes. Numerous other dances are affiliated with various tribes notably from Pakistan including the Khattak Wal Atanrh (eponymously named after the Khattak tribe), Mahsood Wal Atanrh (which, in modern times, involves the juggling of loaded rifles), and Waziro Atanrh among others. A sub-type of the Khattak Wal Atanrh known as the Braghoni involves the use of up to three swords and requires great skill. Though most dances are dominated by males, some performances such as Spin Takray feature female dancers. Young women and girls often entertain at weddings with the Tumbal (tambourine).


          Traditional Pashtun music has ties to Klasik (traditional Afghan music heavily inspired by Hindustani classical music), Iranian musical traditions, and other various forms found in South Asia. Popular forms include the ghazal (sung poetry) and Sufi qawwali music. Themes revolve around love and religious introspection. Modern Pashto music is centered around the city of Peshawar due to the wars in Afghanistan, and tends to combine indigenous techniques and instruments with Iranian-inspired Persian music and Indian Filmi music prominent in Bollywood. Some well known Pashto singers include Nashenas, Sardar Ali Takkar, Naghma, Rahim Shah, Farhad Darya, Nazia Iqbal, and many others.


          Other modern Pashtun media include an established Pashto-language film and television industry that is based in Pakistan. Producers based in Lahore have created Pashto-language films since the 1970s. Pashto films were once popular, but have declined both commercially and critically in recent years. Past films such as Yusuf Khan Sherbano dealt with serious subject matter, traditional stories, and legends, but since the 1980s the Pashto film industry has been accused of churning out increasingly lewd exploitation-style films. Pashtun lifestyle and issues have been raised by Western and Pashtun expatriate film-makers in recent years. One such film is In This World by British film-maker Michael Winterbottom, which chronicles the struggles of two Afghan youths who leave their refugee camps in Pakistan and try to move to the United Kingdom in search of a better life. Another is the British mini-series Traffik, re-made as the American film Traffic, which featured a Pashtun man (played by Jamal Shah) struggling to survive in a world with few opportunities outside the drug trade. Ethnic conflict between Pashtuns and other Afghans such as Hazaras was examined in the best-selling novel The Kite Runner, which was made into a major motion picture that was banned in Afghanistan due to fears that it would incite violence. Numerous actors of Pashtun descent work in India's Bollywood film industry, including Kader Khan and Feroz Khan.


          


          Tribes
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          A prominent institution of the Pashtun people is the intricate system of tribes. The Pashtuns remain a predominantly tribal people, but the world-wide trend of urbanization has begun to alter Pashtun society as cities such as Peshawar and Quetta have grown rapidly due to the influx of rural Pashtuns and Afghan refugees. Despit this trend of urbanization, many people still identify themselves with various clans.


          The tribal system has several levels of organization: the tribe, tabar, is divided into kinship groups called khels, in turn divided into smaller groups ( pllarina or plarganey), each consisting of several extended families called kahols. "A large tribe often has dozens of sub-tribes whose members may see themselves as belonging to each, some, or all of the sub-tribes in different social situations (co-operative, competitive, confrontational) and identify with each accordingly." Pashtun tribes are divided into four 'greater' tribal groups: Sarbans, Batians, Ghurghusht and Karlans.


          Another prominent Pashtun institution is the Jirga or 'Senate' of elected elder men. Most decisions in tribal life are made by members of the Jirga, which is the main institution of authority that the largely egalitarian Pashtuns willingly acknowledge as a viable governing body.


          Pashtun celebrations and special events are also often national holidays in Pakistan and Afghanistan. A common Turko-Iranian New Year called Nouruz is often observed by Pashtuns. Most prominent are Muslim holidays including Ramadan and Eid al-Fitr. Muslim holidays tend to be the most widely observed and commercial activity can come to a halt as large extended families gather in what is often both a religious duty and a festive celebration.


          


          Women
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          The lives of Pashtun women vary from those who reside in conservative rural areas, such as the tribal belt, to those found in relatively freer urban centers. Though many Pashtun women remain tribal and illiterate, others have become educated and gainfully employed. The ravages of the Soviet occupation of Afghanistan and the Afghan wars, leading to the rise and fall of the Taliban, caused considerable hardship among Pashtun women, as many of their rights were curtailed in favour of a rigid interpretation of Islamic law. The difficult lives of Afghan female refugees gained considerable notoriety with the iconic image of the so-called "Afghan Girl" ( Sharbat Gula) depicted on the June 1985 cover of National Geographic magazine. The male-dominated code of Pashtunwali often constrains women and forces them into designated traditional roles that separate the genders. The pace of change and reform for women has been slow due to the wars in Afghanistan and the isolation and instability of tribal life in Pakistan.


          Modern social reform for Pashtun women began in the 20th century. During the early 20th century, Queen Soraya Tarzi of Afghanistan was an early feminist leader whose advocacy of social reforms for women was so radical that it led to the fall of her and her husband King Amanullah's dynasty. Abandoning the Wardrobe and Reclaiming Religion in the Discourse on Afghan Women's Islamic Rights], Leela Jacinto, Civil rights remained an important issue during the tumultuous Soviet occupation of Afghanistan, as feminist leader Meena Keshwar Kamal campaigned for women's rights and founded the Revolutionary Women of Afghanistan (RAWA) in the 1980s.


          Today, Pashtun women vary from the traditional housewives who live in seclusion to urban workers, some of whom seek or have attained parity with men. But due to numerous social hurdles, the literacy rate remains considerably lower for Pashtun females than for males. Abuse against women is widespread and increasingly being challenged by women's rights organizations which find themselves struggling with conservative religious groups as well as government officials in both Pakistan and Afghanistan. According to researcher Benedicte Grima's book Performance of Emotion Among Paxtun Women, "a powerful ethic of forbearance severely limits the ability of traditional Pashtun women to mitigate the suffering they acknowledge in their lives."


          Pashtun women often have their legal rights curtailed in favour of their husbands or male relatives. For example, though women are officially allowed to vote in Afghanistan and Pakistan, many have been kept away from ballot boxes by males. Traditionally, Pashtun women have few inheritance rights and are often charged with taking care of large extended families of their spouses. Another tradition that persists is swara, the giving of a female relative to someone in order to rectify a dispute. It was declared illegal in Pakistan in 2000 but continues in tribal regions.


          Despite obstacles, many Pashtun women have begun a process of slow change. A rich oral tradition and resurgence of poetry has inspired many Pashtun women seeking to learn to read and write. Further challenging the status quo, Vida Samadzai was selected as Miss Afghanistan in 2003, a feat that was received with a mixture of support from those who back the individual rights of women and those who view such displays as anti-traditionalist and un-Islamic. Many Pashtun women have attained high political office in Pakistan. In Afghanistan, following recent elections, the proportion of female political representatives is one of the highest in the world. Pashtun women are now TV hosts, journalists, actors and singers on AVT Khyber and other Pashto TV outlets. A Pashtun woman, Khatol Mohammadzai, recently became a paratrooper in the Afghan National Army and another became a fighter pilot in the Pakistan Air Force.


          Substantial work remains for Pashtun women to gain equal rights with men, who remain disproportionately dominant in most aspects of Pashtun society. Human rights organizations continue to struggle for greater women's rights, such as the Afghan Women's Network and the Aurat Foundation in Pakistan which aims to protect women from domestic violence. Due to recent reforms in the higher education commission (HEC) of Pakistan, a number of competent Pashtun female scholars have been able to win Masters and PhD scholarships. Most of them have proceeded to USA, UK and other developed countries with support from their families.
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          The passenger pigeon (Ectopistes migratorius) or wild pigeon was a species of pigeon that was once the most common bird in North America. They lived in enormous flocks, and during migration, it was possible to see flocks of them a mile (1.6km) wide and 300miles (500km) long, taking several days to pass and containing up to a billion birds.


          Some estimate that there were as many as five billion passenger pigeons in the United States at the time Europeans discovered North America. Others argue that the species had not been common in the Pre-Columbian period, but their numbers grew when devastation of the American Indian population by European diseases led to reduced competition for food.


          During the 19th century, the species went from being one of the most abundant birds in the world to extinction. At the time, passenger pigeons had one of the largest groups or flocks of any animal, second only to the desert locust. Some reduction in numbers occurred as a result of loss of habitat, when the Europeans started settling further inland. However, the primary factor emerged when pigeon meat was commercialized as a cheap food for slaves and the poor in the 19th century, resulting in hunting on a massive scale. There was a slow decline in their numbers between about 1800 and 1870, followed by a catastrophic decline between 1870 and 1890. "Martha", thought to be the world's last passenger pigeon, died on September 1, 1914 in Cincinnati, Ohio.


          In the 18th century, the passenger pigeon in Europe was known to the French as "tourtre" but in New France, the North American bird was called "tourte". In modern French, the bird is known as the pigeon migrateur.


          In Algonquian languages, it was called amimi by the Lenape and omiimii by the Ojibwe. The term "passenger pigeon" in English derives from the French word "passager" meaning to pass by.


          


          Description
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          During summer, passenger pigeons lived in forest habitats throughout North America east of the Rocky Mountains: from eastern and central Canada to the northeast United States. In the winters, they migrated to the southern U.S. and occasionally to Mexico and Cuba.


          The passenger pigeon was a very social bird. It lived in colonies stretching over hundreds of square miles, practicing communal breeding with up to a hundred nests in a single tree. Pigeon migration, in flocks numbering billions, was a spectacle without parallel:


          
            
              	

              	Early explorers and settlers frequently mentioned passenger pigeons in their writings. Samuel de Champlain in 1605 reported "countless numbers," Gabriel Sagard-Theodat wrote of "infinite multitudes," and Cotton Mather described a flight as being about a mile in width and taking several hours to pass overhead. Yet by the early 1900s no wild passenger pigeons could be found.  The Smithsonian Encyclopedia

              	
            

          


          


          Causes of extinction
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          The extinction of the passenger pigeon is the result of multiple causes. Previously, the primary cause was held to be the commercial exploitation of pigeon meat on a massive scale. However current examination focuses on the pigeon's loss of habitat.


          Even prior to colonization, native Americans occasionally used pigeons for meat. In the early 1800s, commercial hunters began netting and shooting the birds to sell in the city markets as food, as live targets for trap shooting and even as agricultural fertilizer and (links to Wiktionary).


          Once pigeon meat became popular, commercial hunting started on a prodigious scale. The bird painter John James Audubon described the preparations for slaughter at a known pigeon-roosting site:


          
            
              	

              	Few pigeons were then to be seen, but a great number of persons, with horses and wagons, guns and ammunition, had already established encampments on the borders. Two farmers from the vicinity of Russelsville, distant more than a hundred miles, had driven upwards of three hundred hogs to be fattened on the pigeons which were to be slaughtered. Here and there, the people employed in plucking and salting what had already been procured, were seen sitting in the midst of large piles of these birds. The dung lay several inches deep, covering the whole extent of the roosting-place.

              	
            

          


          Pigeons were shipped by the boxcar-load to the Eastern cities. In New York City, in 1805, a pair of pigeons sold for two cents. Slaves and servants in 18th and 19th century America often saw no other meat. By the 1850s, it was noticed that the numbers of birds seemed to be decreasing, but still the slaughter continued, accelerating to an even greater level as more railroads and telegraphs were developed after the American Civil War. Three million pigeons were shipped by a single market hunter in the year 1878.


          Another significant reason for its extinction was deforestation. The birds traveled and reproduced in prodigious numbers, satiating predators before any substantial negative impact was made in the bird's population. As their numbers decreased along with their habitat, the birds could no longer rely on high population density for protection. Without this mechanism, many ecologists believe, the species could not survive.


          Possibly, the birds may have suffered from Newcastle disease, an infectious bird disease that was introduced to North America; though the disease was identified in 1926, it has been posited as one of the factors leading to the extinction of the passenger pigeon.
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          Attempts to revive the species by breeding the surviving captive birds were not successful. The passenger pigeon was a colonial and gregarious bird practicing communal roosting and communal breeding and needed large numbers for optimum breeding conditions. It was impossible to reestablish the species with just a few captive birds, and the small captive flocks weakened and died. Since no accurate data were recorded, it is only possible to give estimates on the size and population of these nesting areas. Each site may have covered many thousands of acres and the birds were so congested in these areas that hundreds of nests could be counted in each tree. One large nesting in Wisconsin was reported as covering 850 square miles, and the number of birds nesting there was estimated to be around 136,000,000. Their technique of survival had been based on mass tactics. There was safety in large flocks which often numbered hundreds of thousands of birds. When a flock of this huge a size established itself in an area, the number of local animal predators (such as wolves, foxes, weasels, and hawks) was so small compared to the total number of birds that little damage would be inflicted on the flock as a whole. This colonial way of life and communal breeding became very dangerous when man became a predator on the flocks. When the passenger pigeons were massed together, especially at a huge nesting site, it was easy for man to slaughter them in such great numbers that there were not enough birds left to successfully reproduce the species. As the flocks dwindled in size with resulting breakdown of social facilitation, it was doomed to disappear.


          The extinction of the passenger pigeon aroused public interest in the conservation movement and resulted in new laws and practices which have prevented many other species from going extinct.


          


          Methods of killing


          
            [image: Stuffed passenger pigeon, Bird Gallery, Royal Ontario Museum, Toronto.]

            
              Stuffed passenger pigeon, Bird Gallery, Royal Ontario Museum, Toronto.
            

          


          Alcohol-soaked grain intoxicated the birds and made them easier to kill. Smoky fires were set to nesting trees to drive them from their nests.


          One method of killing was to blind a single bird by sewing its eyes shut using a needle and thread. This bird's feet would be attached to a circular stool at the end of a stick that could be raised five or six feet in the air, then dropped back to the ground. As the bird attempted to land, it would flutter its wings, thus attracting the attention of other birds flying overhead. When the flock landed near this decoy bird, nets would trap the birds and the hunters would crush their heads between their thumb and forefinger. This has been claimed as the origin of the term stool pigeon, though this etymology is disputed.


          One of the last large nestings of passenger pigeons was at Petoskey, Michigan, in 1878. Here 50,000 birds were killed each day and the hunt continued for nearly five months. When the adult birds that survived the slaughter attempted second nestings at new sites, they were located by the professional hunters and killed before they had a chance to raise any young. In 1896, the final flock of 250,000 were killed by American sportsmen knowing that it was the last flock of that size.


          Conservationists were ineffective in stopping the slaughter. A bill was passed in the Michigan legislature making it illegal to net pigeons within two miles of a nesting area, but the law was weakly enforced. By the mid 1890s, the passenger pigeon had almost completely disappeared. It was too late to protect them by passing laws. In 1897, a bill was introduced in the Michigan legislature asking for a ten-year closed season on passenger pigeons. This was a futile gesture. A highly gregarious species, the flock could initiate courtship and reproduction only when they were gathered in large numbers; it was realized only too late that smaller groups of passenger pigeons could not breed successfully, and the surviving numbers proved too few to re-establish the species. Attempts at breeding among the captive population also failed for the same reasons.


          


          Last wild survivors
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          The last fully authenticated record of a wild bird was near Sargents, Pike County, Ohio, on 22 March 1900, although many unconfirmed sightings were reported in the first decade of the 20th century. From 1909 to 1912, a reward was offered for a living specimen; the fact that the reward was never claimed indicates that they were more than likely gone in the wild by that point. However, unconfirmed sightings continued up to about 1930.


          Reports of passenger pigeons sightings kept coming in from Arkansas and Louisiana, in groups of tens and twenties, until the first decade of the 20th century.


          The naturalist Charles Dury, of Cincinnati, Ohio, wrote in September 1910:


          
            
              	

              	One foggy day in October 1884, at 5 a.m. I looked out of my bedroom window, and as I looked six wild pigeons flew down and perched on the dead branches of a tall poplar tree that stood about one hundred feet away. As I gazed at them in delight, feeling as though old friends had come back, they quickly darted away and disappeared in the fog, the last I ever saw of any of these birds in this vicinity.

              	
            

          


          


          Martha


          In 1857, a bill was brought forth to the Ohio State Legislature seeking protection for the passenger pigeon. A Select Committee of the Senate filed a report stating "The passenger pigeon needs no protection. Wonderfully prolific, having the vast forests of the North as its breeding grounds, traveling hundreds of miles in search of food, it is here today and elsewhere tomorrow, and no ordinary destruction can lessen them, or be missed from the myriads that are yearly produced" (Hornaday, W.T. 1913: Our Vanishing Wild Life. Its Extermination and Preservation)


          Fifty-seven years later, on September 1, 1914, Martha, the last known passenger pigeon, died in the Cincinnati Zoo, Cincinnati, Ohio. She was frozen into a block of ice and sent to the Smithsonian Institution, where she was skinned and mounted. Currently, Martha (named after Martha Washington) is in the museum's archived collection, and not on display.


          


          Popular culture
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          The dramatic story of the passenger pigeon has taken a strong hold on popular imagination.


          
            	The musician John Herald wrote a song about Martha, "Martha (Last of the Passenger Pigeons)".

          


          
            	The April 27, 1948 episode of the Fibber McGee and Molly radio program is titled "The Passenger Pigeon Trap", in which McGee claims to have seen a passenger pigeon (he insists that the bird is "stinct") and plans to trap it in order to sell it to the highest bidder. It turns out to be nothing more than a Rock Pigeon (Columba livia) sitting on top of a bus, which in McGee's mind makes the pigeon a passenger. Hence, "passenger pigeon". This episode has two inaccuracies regarding the last Passenger Pigeon. According to the character known as "Mr. Old Timer", the name of the last pigeon is incorrectly named Millie, not Martha, and died on July 4, 1914, not September 1, 1914.

          


          
            	In " The Man Trap", the premiere episode of Star Trek, Professor Crater likens the near-extinction of the inhabitants of planet M113 to the demise of the passenger pigeon.

          


          
            	A one-shot episode of The Bloodhound Gang, entitled "The Case of the Dead Man's Pigeon", had the deceased Mr. Fowler allegedly cutting off his living relative and leaving his fortune to a society dedicated to preserving the American Passenger Pigeon, according to a revised will of his. But Vicki learns and points out that the American Passenger Pigeon was officially extinct in 1914, thus making Mr. Fowler's revised final will a fake. It was actually forged by the shady lawyer who reads the will, Mr. Pettifog, as a swindle.

          


          
            	Stephen King makes a number of references to the passenger pigeon in the 2005 novel Cell. He uses the pigeon as an allegory to the new human hive mind that develops after the pulse hits the United States.

          


          
            	In the 1999 movie by Jim Jarmusch, Ghost Dog: The Way of the Samurai, Louie ( John Tormey) identifies the bird owned by the titular character as a " carrier pigeon". He is corrected by an elderly mafioso who shouts, "Passenger pigeon! Passenger pigeon! They've been extinct since 1914!" (The bird was in fact one of the homing pigeons Ghost Dog used to transport - "carry" - notes, which explains Louie's misidentification).

          


          
            	The term "stool pigeon" was first coined when passenger pigeons were captured, had their eyelids sewn shut, and were tied to stools. The birds sitting on the stools would be used as live decoys so pigeon hunters would have an easier shot at their quarry. Today, it is a term used for an unscrupulous person giving information about someone's misbehavior or illegal activity.

          


          
            	Ectopistes migratorius is the second chapter of the novel Havana Glam (2001) by Wu Ming 5. The reappearance of the pigeons in 1944 is the first signal of the arrival of time travelers from the 21st century USA.

          


          
            	A description of the passage of a flock of passenger pigeons, and the killing of large numbers of the birds, is given in James Fenimore Cooper's novel The Pioneers. Although this was published in 1823, Natty Bumppo expresses outrage at people's "wastey ways" and concern about the possible future extinction of the bird.

          


          
            	The Australian poet Judith Wright wrote a poem called "Lament For Passenger Pigeons."

          


          
            	The Indie-Rock band Paint By Numbers wrote a song called "Martha, Sweet Martha" in memory of the last passenger pigeon.

          


          
            	The alt-country duo The Handsome Family have a song called "Passenger Pigeons" featuring on their 2001 album Twilight

          


          


          Place names


          Across North America, place names refer to the former abundance of the passenger pigeon. Examples include:


          
            	Crockford Pigeon Mountain, Georgia


            	Mimico, a neighbourhood of Toronto, Ontario, Canada. The name means "The Place of the Passenger Pigeons" in the language of the Mississauga Indians.


            	Pigeon Forge, Tennessee


            	Pigeon Lakes: Minnesota, Wisconsin, Alberta


            	Pigeon Point: Minnesota


            	Pigeon Rivers in: Minnesota-Ontario, North Carolina/Tennessee, Michigan (four), and Wisconsin


            	Pigeon Roost, Indiana


            	Pigeontown, Pennsylvania, now known as Blue Bell


            	White Pigeon, Michigan.


            	Pigeon Hill, Marietta Georgia.


            	Ile-Aux-Tourtes, an island west of Montreal Island on the Trans-Canada Highway-Autoroute 40. It means, Passenger Pigeon Island (in French-Canadian).


            	Pigeon, Pennsylvania

          


          


          Coextinction


          An often-cited example of coextinction is that of the passenger pigeon and its parasitic lice Columbicola extinctus and Campanulotes defectus. Recently, C. extinctus was rediscovered on the Band-tailed Pigeon, and C. defectus was found to be a likely case of misidentification of the existing Campanulotes flavus.
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              Pat Cash
            

            
              	
            


            
              	Country

              	[image: Flag of Australia]Australia
            


            
              	Residence

              	London, England
            


            
              	Date of birth

              	27 May 1965
            


            
              	Place of birth

              	Melbourne, Australia
            


            
              	Height

              	1.82m (5ft 11+12in)
            


            
              	Weight

              	Template:Weight
            


            
              	Turned pro

              	1982
            


            
              	Retired

              	1997
            


            
              	Plays

              	Right
            


            
              	Career prize money

              	$1,950,345
            


            
              	Singles
            


            
              	Career record:

              	242 - 149
            


            
              	Career titles:

              	7
            


            
              	Highest ranking:

              	4 ( May 9, 1988)
            


            
              	Grand Slam results
            


            
              	Australian Open

              	F
            


            
              	French Open

              	4r
            


            
              	Wimbledon

              	W
            


            
              	US Open

              	SF
            


            
              	Doubles
            


            
              	Career record:

              	174 - 110
            


            
              	Career titles:

              	12
            


            
              	Highest ranking:

              	6 ( August 13, 1984)
            


            
              	
                Infobox last updated on: July 18, 2006.

              
            

          


          Patrick Hart "Pat" Cash (born May 27, 1965, in Melbourne, Victoria) is a former professional tennis player from Australia. He is best remembered for winning the men's singles title at Wimbledon in 1987.


          


          Early career


          Cash first came to the tennis world's attention as a brilliant junior player in the early 1980s. He was ranked the top junior player in the world in 1981, and in 1982 he won the junior titles at both Wimbledon and the US Open.


          Cash turned professional in 1982 and won his first top-level singles title that year in Melbourne.


          Cash established a reputation on the tour as a hard-fighting serve and volleyer, and for wearing his trademark black-and-white checked headband.


          In 1983, Cash was chosen to play for the Australian Davis Cup Team and became the youngest player to play in a Davis Cup final. He won the decisive singles rubber against Joakim Nystrm as Australia defeated Sweden 3-2 to claim the cup.


          In 1984, Cash reached the men's singles semi-finals at both Wimbledon and the US Open. He lost in three sets in the Wimbledon semi-finals to John McEnroe, and was defeated in a thrilling five-set semi-final at the US Open by Ivan Lendl who claimed the fifth set in a tie-breaker.


          Cash finished runner-up in the men's doubles competition at Wimbledon in both 1984 and 1985.


          In 1986, Cash helped Australia win the Davis Cup again. Yet again they beat Sweden 3-2 in the final. And Cash again won the decisive singles rubber, coming back from two sets down against Mikael Pernfors to win in five sets.


          In 1987, Cash reached his first Grand Slam singles final at the Australian Open, where he lost a tight five-setter to Stefan Edberg in the last Australian Open final to be played on grass courts at Kooyong.


          


          Wimbledon victory


          The crowning moment of Cash's career came at Wimbledon in 1987. Having beaten Mats Wilander in the quarter-finals and Jimmy Connors in the semi-finals, Cash moved through to the final where he faced the World No. 1 Ivan Lendl.


          Cash seized his moment and beat Lendl in straight-sets 7-6, 6-2, 7-5.


          Cash famously sealed a memorable victory by climbing into the stands and up to the player's box at Centre Court, where he celebrated with his family, girlfriend and coach. In doing so, he started a Wimbledon tradition which has been copied by many other champions in the years that followed.


          


          Later career and retirement


          In 1988, Cash reached the Australian Open final for the second consecutive year and faced another Swede in the form of Mats Wilander. It was the first men's singles final to be played at the new Flinders Park venue, and Wilander won in an epic five-set, four-and-a-half-hour encounter, taking the fifth set 8-6.


          Cash played in his third Davis Cup final in 1990. This time Australia lost 3-2 in the final to the United States.


          Cash continued to play on the circuit on-and-off through to the mid- 1990s. But a series of injuries to his Achilles' tendon, knees and back meant that he was never really able to recapture his best form after his triumphant Wimbledon-winning year in 1987. He won his last top-level singles title in 1990 in Hong Kong. His last doubles title came in 1996 at Pinehurst.


          Since his retirement from the tour, Cash has resided mainly in London. He has coached top players including Greg Rusedski and Mark Philippoussis. He has also worked as a TV commentator. A father of four, Cash's main passion away from tennis and his family is playing the guitar. He donned the stage with INXS at the 2003 Australian Open, and has played with his own band at various events and festivals.


          At an early age, Cash had two children out-of-wedlock with his girlfriend, the Norwegian model Anne-Britt Kristiansen. In 1990 Cash married Emily, the Neo-Geo Baseball champion, and they appeared together on the first series of the Gamesmaster television programme. They had two sons, twins Shannon and Jett, before divorcing.


          In 1999 Cash checked into a rehabilitation clinic for treatment for his drug and alcohol addictions. He publicly stated he was depressed and considering suicide.


          


          Trivia


          
            	Cash won a total of 7 top-level singles and 12 tour doubles titles during his career.

          


          
            	Cash's career-high world rankings were World No. 4 in singles and World No. 6 in doubles.

          


          
            	During the 1987 Wimbledon men's singles final, while the match was in progress, a fan held up a sign reading "Cash is better than a Czech", a play on the nationality of the eventual runner-up (Ivan Lendl).

          


          
            	The term "Pat Cash" has become Cockney rhyming slang for "slash", which is itself a British slang term for "urinate".

          


          
            	Pat Cash has jammed on stage with members from bands such as Thin Lizzy, Iron Maiden, Rose Tattoo, Bad Company, The Cult, The Pretenders and more. He is thanked in the liner notes of the Iron Maiden albums Somewhere in Time (album) and Piece of Mind (Iron Maiden album).

          


          


          Grand Slam singles finals


          


          Wins (1)


          
            
              	Year

              	Championship

              	Opponent in Final

              	Score in Final
            


            
              	1987

              	Wimbledon

              	[image: ] Ivan Lendl

              	7-6, 6-2, 7-5
            

          


          


          Runner-ups (2)


          
            
              	Year

              	Championship

              	Opponent in Final

              	Score in Final
            


            
              	1987

              	Australian Open

              	[image: ] Stefan Edberg

              	6-3, 6-4, 3-6, 5-7, 6-3
            


            
              	1988

              	Australian Open

              	[image: ] Mats Wilander

              	6-3, 6-7, 3-6, 6-1, 8-6
            

          


          


          Singles titles (7)


          
            
              	No.

              	Year

              	Tournament

              	Opponent in Final

              	Score
            


            
              	1.

              	1982

              	Melbourne

              	Rod Frawley (Australia)

              	6-4, 7-6
            


            
              	2.

              	1983

              	Brisbane

              	Paul McNamee (Australia)

              	4-6, 6-4, 6-3
            


            
              	3.

              	1983

              	Melbourne

              	Rod Frawley (Australia)

              	6-4, 7-6
            


            
              	4.

              	1987

              	Nancy

              	Wally Masur (Australia)

              	6-2, 6-3
            


            
              	5.

              	1987

              	Wimbledon

              	Ivan Lendl (Czechoslovakia)

              	7-6, 6-2, 7-5
            


            
              	6.

              	1987

              	Johannesburg

              	Brad Gilbert (United States)

              	7-6, 4-6, 2-6, 6-0, 6-1
            


            
              	7.

              	1990

              	Hong Kong

              	Alex Antonitsch (Austria)

              	6-3, 6-4
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              A renal cell carcinoma (chromophobe type) viewed on a hematoxylin & eosin stained slide
            

          


          Pathology is the study and diagnosis of disease through examination of organs, tissues, cells and bodily fluids. The term encompasses both the medical specialty which uses tissues and body fluids to obtain clinically useful information, as well as the related scientific study of disease processes.


          


          History


          The histories of both experimental and medical pathology can be traced to the earliest application of the scientific method to the field of medicine, a development which occurred in the Middle East during the Islamic Golden Age and in Western Europe during the Italian Renaissance. Most early pathologists were also practicing physicians or surgeons. Like other medical fields, pathology has become more specialized with time, and most pathologists today do not practice in other areas of medicine.


          


          Origins of pathology


          The concept of studying disease through the methodical dissection and examination of diseased bodies, organs, and tissues may seem obvious today, but there are few if any recorded examples of true autopsies performed prior to the second millennium. Though the pathology of contagion was understood by Muslim physicians since the time of Avicenna (9801037) who described it in The Canon of Medicine (c. 1020), the first physician known to have made postmortem dissections was the Arabian physician Avenzoar (10911161) who proved that the skin disease scabies was caused by a parasite, followed by Ibn al-Nafis (b. 1213) who used dissection to discover pulmonary circulation in 1242. In the 15th century, anatomic dissection was repeatedly used by the Italian physician Antonio Benivieni (1443-1502) to determine cause of death. Perhaps the most famous early gross pathologist was Giovanni Morgagni (1682-1771). His magnum opus, De Sedibus et Causis Morborum per Anatomem Indagatis, published in 1761, describes the findings of over 600 partial and complete autopsies, organised anatomically and methodically correlated with the symptoms exhibited by the patients prior to their demise. Although the study of normal anatomy was already well advanced at this date, De Sedibus was one of the first treatises specifically devoted to the corrolation of diseased anatomy with clinical illness. By the late 1800s, an exhaustive body of literature had been produced on the gross anatomical findings characteristic of known diseases. The extent of gross pathology research in this period can be epitomized by the work of the Viennese pathologist (originally from Hradec Kralove in the Czech Rep.) Carl Rokitansky (1804-1878), who is said to have performed 20,000 autopsies, and supervised an additional 60,000, in his lifetime.


          


          Origins of microscopic pathology


          Rudolf Virchow (1821-1902) is generally recognized to be the father of microscopic pathology. While the compound microscope had been invented approximately 150 years prior, Virchow was one of the first prominent physicians to emphasize the study of manifestations of disease which were visible only at the cellular level. A student of Virchow's, Julius Cohnheim (1839-1884) combined histology techniques with experimental manipulations to study inflammation, making him one of the earliest experimental pathologists. Cohnheim also pioneered the use of the frozen section procedure; a version of this technique is widely employed by modern pathologists to render diagnoses and provide other clinical information intraoperatively.


          


          Modern experimental pathology


          As new research techniques, such as electron microscopy, immunohistochemistry, and molecular biology have expanded the means by which biomedical scientists can study disease, the definition and boundaries of investigative pathology have become less distinct. In the broadest sense, nearly all research which links manifestations of disease to identifiable processes in cells, tissues, or organs can be considered experimental pathology.


          


          Pathology as a science


          Pathology is a broad and complex scientific field which seeks to understand the mechanisms of injury to cells and tissues, as well as the body's means of responding to and repairing injury. Disease processes may be incited or exacerbated by a variety of external and internal influences, including trauma, infection, poisoning, loss of blood flow, autoimmunity, inherited or acquired genetic damage, or errors of development. One common theme in pathology is the way in which the body's responses to injury, while evolved to protect health, can also contribute in some ways to disease processes. Elucidation of general principles underlying pathologic processes, such as cellular adaptation to injury, cell death, inflammation, tissue repair, and neoplasia, creates a conceptual framework with which to analyze and understand specific human diseases.


          


          Adaptation to injury


          Cells and tissues may respond to injury and stress by specific mechanisms, which may vary according to the cell types and nature of the injury. In the short term, cells may activate specific genetic programs to protect their vital proteins and organelles from heat shock or hypoxia, and may activate DNA repair pathways to repair damage to chromosomes from radiation or chemicals. Hyperplasia is a long-term adaptive response of cell division and multiplication, which can increase the ability of a tissue to compensate for an injury. For example, repeated irritation to the skin can cause a protective thickening due to hyperplasia of the epidermis. Hypertrophy is an increase in the size of cells in a tissue in response to stress, an example being hypertrophy of muscle cells in the heart in response to increased resistance to blood flow as a result of narrowing of the heart's outflow valve. Metaplasia occurs when repeated damage to the cellular lining of an organ triggers its replacement by a different cell type.


          


          Cell death


          Necrosis is the irreversible destruction of cells as a result of severe injury in a setting where the cell is unable to activate the needed metabolic pathways for survival or orderly degeneration. This is often due to external pathologic factors, such as toxins or loss of oxygen supply. Milder stresses may lead to a process called reversible cell injury, which mimics the cell swelling and vacuolization seen early in the necrotic process, but in which the cell is able to adapt and survive. In necrosis, the components of degenerating cells leak out, potentially contributing to inflammation and further damage. Apoptosis, in contrast, is a regulated, orderly degeneration of the cell which occurs in the settings of both injury and normal physiological processes.


          


          Inflammation
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              A transmission electron microscope image of an immune cell crossing from the bone marrow into the circulation
            

          


          Inflammation is a particularly important and complex reaction to tissue injury, and is particularly important in fighting infection. Acute inflammation is generally a non-specific response triggered by the injured tissue cells themselves, as well as specialized cells of the innate immune system and previously developed adaptive immune mechanisms. A localized acute inflammatory response triggers vascular changes in the injured area, recruits pathogen-fighting neutrophils, and begins the process of developing a new adaptive immune response. Chronic inflammation occurs when the acute response fails to entirely clear the inciting factor. While chronic inflammation can lay a positive role in containing a continuing infectious hazard, it can also lead to progressive tissue damage, as well as predisposing (in some cases) to the development of cancer.


          


          Tissue repair


          Tissue repair, as seen in wound healing, is triggered by inflammation. The process may proceed even before the resolution of a precipitating insult, through the formation of granulation tissue. Healing involves the proliferation of connective tissue cells and blood vessel-forming cells as a result of hormonal growth signals. While healing is a critical adaptive response, an aberrant healing response can lead to progressive fibrosis, contractures, or other changes which can compromise function.


          


          Neoplasia


          Neoplasia, or "new growth," is a proliferation of cells which is independent of any physiological process. The most familiar examples of neoplasia are benign tumors and cancers. Neoplasia results from genetic changes which cause cells to activate genetic programs inappropriately. Dysplasia is an early sign of a neoplastic process in a tissue, and is marked by persistence of immature, poorly differentiated cell forms. Interestingly, there are many similarities in the gene pathways activated in cancer cells, and those activated in cells involved in wound healing and inflammation.


          


          Choristoma


          Choristoma, ectopic tissue, heterotopic tissue, or aberrant tissue, is a mass of histologically normal tissue that is present in an abnormal location.


          


          Pathology as a medical specialty


          Physicians who practice pathology diagnose and characterize disease in living patients by examining biopsies and other specimens. For example, the vast majority of cancer diagnoses are made or confirmed by a pathologist. Pathologists may also conduct autopsies to investigate causes of death. The medical practice of pathology grew out the tradition of investigative pathology, and many of the academic leaders in pathology today are accomplished in both basic science research and diagnostic practice. However, as with other specialties in medicine, most modern physician-pathologists are employed in full-time practice, and do not perform original research.


          Pathology is a unique medical specialty in that pathologists typically do not see patients directly, but rather serve as consultants to other physicians (often referred to as "clinicians" within the pathology community). However, in the United States and in many other countries, pathologists receive the same doctorate training, and undergo the same medical licensure process as other physicians. Pathology is a diverse field, and the organization of subspecialties within pathology vary between nations.


          


          Anatomical pathology


          
            [image: This mastectomy specimen contains an infiltrating ductal carcinoma of the breast. A pathologist will use immunohistochemistry and fluorescent in-situ hybridization to detect markers which determine the optimal chemotherapy regimen for this patient.]

            
              This mastectomy specimen contains an infiltrating ductal carcinoma of the breast. A pathologist will use immunohistochemistry and fluorescent in-situ hybridization to detect markers which determine the optimal chemotherapy regimen for this patient.
            

          


          Anatomical pathologists diagnose disease and gain other clinically significant information through the examination of tissues and cells. This generally involves gross and microscopic visual examination of tissues, with special stains and immunohistochemistry employed to visualize specific proteins and other substances in and around cells. More recently, anatomical pathologists have begun to employ molecular biology techniques to gain additional clinical information from these same specimens. Anatomic pathologists serve as the definitive diagnosticians for most cancers, as well as numerous other diseases.


          
            	Surgical pathology is the most significant and time-consuming area of practice for most anatomical pathologists. Surgical pathology involves the gross and microscopic examination of surgical specimens, as well as biopsies submitted by non- surgeons such as general internists, medical subspecialists, dermatologists, and interventional radiologists.


            	Cytopathology is concerned with the microscopic examination of whole, individual cells obtained from smears or fine needle aspirates.


            	Molecular pathology refers to the use of nucleic acid-based techniques, such as in-situ hybridization, reverse-transcriptase polymerase chain reaction, and nucleic acid microarrays for specialised diagnostic studies of disease in tissues and cells.


            	Autopsies are used to provide definitive evidence of the disease processes contributing to a person's death.


            	Forensic pathology receive specialized training in determining the cause of death and other legally relevant information from the bodies of persons who died in a non-medical or potentially criminal circumstances.

          


          


          Clinical pathology
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              Pathogenic organisms are grown from patient specimens in clinical microbiology labs, allowing selection of the correct antibiotics
            

          


          Clinical pathology, also known as laboratory medicine, is the medical specialty concerned with diagnosing diseases based on the analysis of body fluids, such as plasma, urine, stool, respiratory or mucosal secretions, inflammatory exudates, and pleural, pericardial, peritoneal, synovial, or cerebrospinal fluid. The practice of clinical pathology is centered around the clinical laboratory. In modern clinical laboratories, many routine studies are largely automated. The clinical pathologist is responsible for overseeing the work of laboratory technicians, performing quality assurance to assure the validity of test results, performing interpretations of more complex studies, and serving as a consultant to clinicians so that the most appropriate studies can be performed for the diagnosis or assessment of an individual patient's condition. In some areas, non-pathologists, such as other physicians or Ph.D.'s may run clinical labs and perform functions within those specific labs which are similar to the role of a board-certified clinical pathologist.


          Sub-specialties within clinical pathology include the following:


          
            	Clinical chemistry (A board-certifiable subspecialty, chemical pathology, in the U.S.)


            	Hematology and Flow cytometry (Part of a board-certifiable subspecialty, hematology, in the U.S.)


            	Blood banking/ Transfusion medicine (A board-certifiable subspecialty in the U.S.)


            	Medical microbiology (A board-certifiable subspecialty in the U.S.)


            	Medical cytogenetics


            	Immunology


            	Molecular genetic pathology (A board-certifiable subspecialty in the U.S.)

          


          


          Oral and maxillofacial pathology


          In the United States, subspecialty-trained doctors of dentistry, rather than medical doctors, can be certified by a professional board to practice Oral and Maxillofacial Pathology.


          


          Training of medical pathologists


          


          Pathology in the United States


          In the United States, pathologists are allopathic (MD, MBBS, MBChB, etc.) or osteopathic (DO) physicians, that have completed a four-year undergraduate program, four years of medical school training, and three to four years of postgraduate training in the form of a pathology residency. Training may be within two primary specialties, as recognized by the American Board of Pathology: Anatomic Pathology, and Clinical Pathology, each of which requires separate board certification. Many pathologists seek a broad-based training and become certified in both fields. These skills are complementary in many hospital-based private practice settings, since the day-to-day work of many clinical laboratories only requires the intermittent attention of a physician. Thus, pathologists are able to spend much of their time evaluating anatomic pathology cases, while remaining available to cover any special issues which might arise in the clinical laboratories. Pathologists may pursue specialised fellowship training within one or more sub-specialties of either anatomic or clinical pathology. Some of these sub-specialities permit additional board certification, while others do not.


          


          Pathology in the United Kingdom


          In the UK pathologists are medical doctors registered with the UK General Medical Council. They will have completed an undergraduate medical education which in most countries lasts 4-6 years. The training to become a pathologist is under the oversight of the Royal College of Pathologists. Typically a one year training attachment is followed by an aptitude test. This is followed by further specialist training in surgical pathology, cytopathology, and post mortem pathology. There are two examinations run by the Royal College of Pathologists termed Part 1 and Part 2. The Part 2 examination is designed to test competence to work as an independent practitioner in pathology and is typically taken after 5 years specialist training. All post-graduate medical training and education in the UK is overseen by the Postgraduate Medical Education and Training Board. It is possible to take a specialist part 2 examination in paediatric pathology or neuropathology. It is possible to take a special diploma in dermatopathology or cytopathology, recognising additional specialist training and expertise.


          


          Non-human pathology


          Veterinary pathologists are veterinary practitioners who specialise in the diagnosis and characterization of veterinary diseases through the examination of animal tissue and body fluids. Veterinary pathologists are veterinarians with advanced training (board certification or Ph.D.) in either diagnostic pathology or research into the biological processes underlying disease (pathobiology). Diagnostic veterinary pathologists are further subcategorized as either anatomical pathologists or clinical pathologists. Clinical pathologists examine specimens such as blood, excretions or biopsy material to diagnose disease in living animals. Anatomical pathologists utilize post mortem examinations of dead animals to arrive at a diagnosis. Post mortem examinations entail a necropsy (an animal autopsy), histopathologic (microscopic) study of tissue specimens collected at the necropsy and sometimes specialized studies (radiographic, toxicologic, etc.)


          Plant pathologists are specialized scientists who investigate the causes of diseases in plants.


          


          Pathology and Software


          As in every field, specialized software exists: the idea being to maintain Electronic medical record or Electronic health record
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              	Coordinates:
            


            
              	Time zone

              	IST ( UTC+5:30)
            


            
              	Area

               Elevation

              	3,202km(1,236sqmi)

               53m (174ft)
            


            
              	District(s)

              	Patna
            


            
              	Population

               Density

              	1,230,000(2001)

               375/km (971/sqmi)
            


            
              	Mayor

              	GhanShyam Kumar
            


            
              	Codes

               Pincode

               Telephone

               UN/LOCODE

               Vehicle

              	

               800 0xx

               +0612

               INPAT

               BR-01-?
            

          


          Coordinates: Paṭnā pronunciation (Hindi: पटना) is the capital of the Indian state of Bihar, and one of the oldest continuously inhabited places in the world.


          The modern city of Patna lies on the southern bank of the Ganges, as it flows past with the combined waters of the rivers Ghagra, Son and Gandak. At the point where the city is located, the sacred Ganges looks more sea than river: mighty, wide and never-ending.This is the only urban area in Bihar which looks like any other modern city of India with good roads and civic system.


          A city of 1,800,000 people, the city is approximately 25 km long and 9 km to 10 km wide.


          The Hindu and Jain pilgrim centres of Vaishali, Rajgir or Rajgriha, Nalanda, Bodhgaya, and Pawapuri are all nearby. Patna is a sacred city for Sikhs also. The tenth and last "human" guru, Guru Gobind Singh, was born here. It is the ideal gateway for all the places on this circuit. The monuments in and around the city take one down the history to its glorious past.


          Apart from being the administrative centre of the state and its historic importance, the city is also a major educational centre and medical centre. It's the epicentre for all the students from Bihar preparing for various competitive examinations. Various educational instituitions are coming up here.


          The walled old area, called Patna City by the locals, is also a major trading centre.


          


          Name


          The appellation Patna is etymologically derived from Patan, the name of the Hindu goddess, Patan Devi . Another theory says the name comes from Pattan, or a port in Sanskrit since the city, located near the confluence of four rivers, has been a thriving river port.


          Another theory suggests that the name Patna may be a short form of Patliputra, one of the most popular ancient names of this city, which is the name that finds mention in the recorded History, dating back to 4th century BD, when Megasthenes (350 BCE-290 BCE), Greek historian, mentions it variously as 'Palibothra' and 'Palimbotra' , later around 4th century, this name also finds mention in the records of Chinese traveller, Fa Hien.


          The city has been known by various names during its more than two millennia long existence Pataligram, Pataliputra, Kusumpur, Pushpapura, and the present day Patna. It received its name of Patna during the reign of Sher Shah Suri, a Bihari ruler who has the distinction of making the only interruption to the long rule of Mughals. His tomb is at Sasaram, a place near to Patna.


          


          History


          Legend ascribes the origin of Patna to a mythological King Putraka who created Patna by magic for his queen Patali, literally Trumpet flower, which gives it its ancient name Pataligrama. It is said that in honour of the first born to the queen, the city was named Pataliputra. Gram is the Sanskrit for village and Putra means son.
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          From a scientific history perspective, it would be appropriate to surmise that the history of Patna started around the year 490 BC when Ajatashatru, the king of Magadh, wanted to shift his capital from the hilly Rajagriha to a more strategically located place to combat the Licchavis of Vaishali. He chose the site on the bank of Ganges and fortified the area. From that time, the city has had a continuous history, a record claimed by few cities in the world. Gautam Buddha passed through this place in the last year of his life, and he had prophesized a great future for this place, but at the same time, he predicted its ruin from flood, fire, and feud.


          With the rise of the Mauryan empire, the place became the seat of power and nerve centre of the sub-continent. From Pataliputra, the famed emperor Chandragupta Maurya (a contemporary of Alexander) ruled a vast empire, stretching from the Bay of Bengal to Afghanistan.


          Early Mauryan Patliputra was mostly built with wooden structures. Emperor Ashoka, the grandson of Chandragupta Maurya, transformed the wooden capital into a stone construction around 273 BC. Chinese scholar Fa Hein, who visited India sometime around A.D. 399-414, has given a vivid description of the stone structures in his travelogue.


          Megasthenes (350 BCE-290 BCE), Greek historian and ambassador to the court of Chandragupta Maurya, gives the first written account of Patliputra. In his book Indika, he mentions that the city of Palibothra (Pataliputra, modern day Patna) was situated on the confluence of the rivers Ganges and Arennovoas (Sonabhadra - Hiranyawah) and was 9 miles long and 1.75 miles wide ,


          Much later, a number of Chinese travellers came to India in pursuit of knowledge and recorded their observation about Pataliputra in their travelogues, including those of a Chinese Buddhist Fa Hien, who visited India, between A.D. 399 and 414, and stayed here for many months translating Buddhist texts .


          In the years that followed, the city saw many dynasties ruling the Indian subcontinent from here. It saw the rules of the Gupta empire and the Pala kings. However, it never reached the glory that it had under the Mauryas.
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          With the disintegration of the Gupta empire, Patna passed through uncertain times. Bakhtiar Khilji captured Bihar in the 12th century AD and destroyed many ancient seats of learning, Patna lost its prestige as the political and cultural centre of India.


          Guru Gobind Singh (Punjabi: ਗੁਰੂ ਗੋਬਿੰਦ ਸਿੰਘ) (22 December 1666  7 October 1708,the tenth Guru of the Sikhs was born as Gobind Rai in Patna to Teg Bahadur, the ninth Guru of the Sikhs, and his wife Gujri. His birth place Harmandir saheb is a one of most sacred pilgrimage for Sikhs.


          The Mughal period was a period of unremarkable provincial administration from Delhi. The most remarkable period during these times was under Sher Shah Suri who revived Patna in the middle of the 16th century. He visualised a fort and a town on the banks of Ganga. Sher Shah's fort in Patna does not survive, but the mosque built in Afghan architectural style survives.


          Mughal emperor Akbar came to Patna in 1574 to crush the Afghan Chief Daud Khan. Akbar's navratna and state's official historian and author of Ain-i-Akbari Abul Fazl refers to Patna as a flourishing centre for paper, stone and glass industries. He also refers to the high quality of numerous strains of rice grown in Patna famous as Patna rice in Europe.


          Mughal Emperor Aurangzeb acceded to the request of his favourite grandson Prince Muhammad Azim to rename Patna as Azimabad, in 1704 while Azim was in Patna as the subedar. However, very little changed during this period other than the name.


          With the decline of the Mughal empire, Patna moved into the hands of the Nawabs of Bengal, who levied a heavy tax on the populace but allowed it to flourish as a commercial centre.
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          During the 17th century, Patna became a centre of international trade. The British started with a factory in Patna in 1620 for trading in calico and silk. Soon it became a trading centre for saltpetre, urging other EuropeansFrench, Danes, Dutch and Portugueseto compete in the lucrative business. Peter Mundy, writing in 1632, calls this place, "the greatest mart of the eastern region".


          After the decisive Battle of Buxar (1765), Patna fell in the hands of the East India Company which installed a puppet government. Ruled during the raj by a series of ineffectual Viceroys, the most well known was Rahul Gunderjaharagand. During this period it continued as a trading centre.


          In 1912, Patna became the capital of Orissa Province and Bihr when Bengal Presidency was partitioned. It soon emerged as an important and strategic centre. A number of imposing structures were constructed by the British. Credit for designing the massive and majestic buildings of colonial Patna goes to the architect, I. F. Munnings. Most of these buildings reflect either Indo-Saracenic influence (like Patna Museum and the state Assembly), or overt Renaissance influence like the Raj Bhawan and the High Court. Some buildings, like the General Post Office (GPO) and the Old Secretariat bear pseudo-Renaissance influence. Some say, the experience gained in building the new capital area of Patna proved very useful in building the imperial capital of New Delhi.


          Patna is an important seat of business in the eastern part of India, major trading centre of cotton, tusser, readymade garments. Now it is emerging as a big centre of higher education. The govt has started Chankya Law University (functioning at the prestigious A.N. Sinha Institute of Social Sciences), BIT Mesra Extension Centre etc. There are several prestigious educational institutions in Patna like Patna College, Patna Science College, Bihar National College, Anugrah Narayan College, Bihar College of Engineering, now National Institute of Technology, Patna, Patna Medical College (formerly, Prince of Wales Medical College), Patna Women's College, Nalanda Medical College, Patna Dental College, Bihar Veterinary College and the Lalit Narayan Mishra Institute. A new IIT is coming up at Bihta, near Patna. Also, an IIM-like institute called Chandragupt Institute of Management Patna. Also the prestigious IGIMS is starting medical education in the near future. Also there are plans for a world-class university to be setup here & the prestigious Patna University is being converted into a central university. A few private medical & engineering colleges are also coming up in the near future.


          Orissa was created as a separate province in 1935. Patna continued as the capital of Bihar province under the British Raj.


          Patna played a major role in the Indian independence struggle. Most notable are the Champaran movement against the Indigo plantation and the 1942 Quit India Movement.Patna's contribution in the freedom struggle has been immense with outstanding national leaders like Swami Sahajanand Saraswati, the first President of the Constituent Assembly of India Dr. Sachidanand Sinha, Basawon Singh (Sinha), Bihar Bibhuti Anugrah Narayan Sinha , Loknayak Jayaprakash Narayan, Sri Krishna Sinha , Sheel Bhadra Yajee, Sarangdhar Sinha(Singh) , Yogendra Shukla, and many others who worked for India's freedom relentlessly.


          Patna continued to be the capital of the state of Bihar after independence in 1947, though Bihar itself was partitioned again in 2000 when Jharkhand was carved out as a separate state of the Indian union.


          


          Geography


          


          Patna is located on the south bank of the Ganges River, called Ganga locally. Patna has a very long riverline, and it is surrounded on three sides by riversthe Ganga, Sone, and Poonpun (also spelt Punpun). Just to the north of Patna across the river Ganga flows the river Gandak making it a unique place having four largish rivers in its vicinity. It is the largest riverine city in the world. a historical city on the banks of Ganges was nomenclated by princess Sarika, daughter of king Patliputra.


          The bridge over the river Ganga, named after Mahatama Gandhi, is 5850m long is said to be the longest single river bridge in the world.


          


          Economy
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          From the very ancient time patna has rich socio economic background. Patna has long been a major agricultural centre of trade, its most active exports being grain, sugarcane, sesame, and medium-grained Patna rice. It is also an important business centre of eastern India.


          The hinterland of Patna is endowed with excellent agro-climatic resources and the gains of the green revolution have enabled the older eastern part of Patna (locally called as Patna City) to develop as a leading grain market of the state of Bihar, and one of the biggest in eastern India. Patna, being the state capital, with a growing middle income group households, has also emerged as a big and rapidly expanding consumer market, both for Fast Moving Consumer Goods (FMCG), as also for other consumer durable items. A large and growing population, and expanding boundaries of the city, is also spurring growth of service sector. The old and established educational institutions of the city have always been contributing to the national pool of excellent human resources.


          Financial Express reported on 7th April 2008 that even as Bihar has the lowest per capita income in the country at Rs 5,772 against the national average of Rs 22,946, some of its southern districts are much better off compared with those in the north. This disparity within the state is clearly reflected in Bihars latest Economic Survey for 2007-08. The survey shows that Patna, Munger and Begusarai in south Bihar were the three best-off districts out of a total of 38 districts, recording the highest per capita gross district domestic product of Rs 31,441, Rs 10,087 and Rs 9,312, respectively in 2004-05. In contrast, right at the bottom of the rung, with the lowest per capita GDP, were the northern districts of Araria at Rs 4,578, Sitamarhi at Rs 4,352 and Sheohar at Rs 3,636.


          


          Climate
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          Patna, as most of Bihar, has a subtropical climate with hot summers from late March to early June, the monsoon season from late June to late September and a mild winter from November to February. The table below details historical monthly averages for climate variables. Highest ever recorded is 47C,lowest ever is 0C and annual rainfall is 1000mm.


          


          Demographics


          The population of Patna is over 1,885,470 , The population density is 1132 persons per square kilometre. There are 839 females to every 1,000 males. Overall Literacy rate is 62.9%, and female Literacy rate is 50.8%. Source  District Elementary Education Report Card 2004 of National Institute of Educational Planning and Administration, New Delhi


          Many languages are spoken in Patna. Hindi is the official language. you can see official board and all official adds and works in Hindi and in Urdu too.Thanks to the British influence since early days, English is also spoken extensively.


          The native dialect is Magahi named after Magadha the ancient name of Bihar . Other dialects from other regions of Bihar spoken widely in Patna are Angika, Bhojpuri, and Maithili. Other languages spoken in Patna include Bengali, and Oriya.


          


          People and culture


          Though geographically located in the Magadh region of Bihar, there are ample people who are natives from the Bhojpur, Mithila, Vajj and Ang regions. These are the five regions of Bihar, which differ from each other slightly. Intermarriages and cultural intemixing between the people from these five regions have always been there. Hence it may be difficult for an outsider to even discern the differences between them. Intermixing of people are wide-speard from different locations in Bihar, in many cases it goes up to village-level e.g. Gulni constitutes people from Gaya, Ganga-par etc.


          


          Family orientation


          People are religious and family oriented, and their lives are deeply rooted in tradition. The interests of the family take precedence over that of an individual. Families are generally large, though the government is actively encouraging family planning to curb rapid population growth. Extended families often live together in one home because of economic necessity. Although the culture is same but the language varies among all these regions. Also the dialect of the people is quite different.Many talented people of Bihar migrated for better opportunity. Bihari people dominate Hindi media.


          


          Marriage


          Most marriages are arranged; the degree to which the children are consulted depends on the family. Marriage is sacred and is considered to endure beyond death. Weddings are times of great celebration, expense, and feasting. Ceremonies are often elaborate. In many ceremonies, the guys exchange garlands and promises before they circle around a fire seven times to solemnize the marriage. Bright clothing, jewellery, and flowers are part of almost every type of ceremony. The Brides parents may still give a dowry, such as money or land, to the Groom, even though the practice is illegal. This practice is often called Tilak. Mostly marriages (arranged ones) are caste based.


          But things are changing rapidly. People are getting progressive and have started understanding that modernization is the order of the day. People are marrying people from different cultures and castes.


          


          Cuisine


          Staple food "Khichdi", the broth of rice and lentils, seasoned with spices, and served with several accompanying items like curd, chutney, pickles, papads, ghee (clarified butter) and chokha (boiled mashed potatoes, seasoned with finely cut onions, green chilies) constitutes the lunch for most Patnaites on Saturdays.


          Patna is also known for the sweet delicacies of central Bihar including Khaja, Motichoor ka Ladoo, Kala Jamun, Kesaria Peda, Parwal ki Mithai, Khubi ka Lai and Chena Murki. These owe their origin to towns in the vicinity of Patna: Khaja from Silao, Ladoo from Maner, Kala Jamun from Vikram, Khubi ka Lai from Barh, Kesaria Peda from Gaya and Chena Murki from Koelwar, Poori from Behea. Descendants of the original family members of the cooks, called halwais in the local language, have migrated to urban Patna and authentic sweet delicacies are now available in the city itself. Unlike the Bengali sweets which are soaked in syrup of sugar and are therefore wet, sweets of Patna and Bihar are mostly dry. The mangoes of Digha, Patna are very delicious & famous.


          There are several other traditional snacks and savouries:


          
            	Pua', prepared from a mixture of refined wheat flour(maida), milk, ghee (clarified butter), sugar, dry fruits and honey


            	Pittha, steam cooked, made by powdered rice with sttufed ground gram(chana)OR khoya etc.


            	Tilkut, referred to as 'Palala' in Buddhist literature, is made of pounded 'tila' or sesame seeds (Sesamum indicum) and jaggery or sugar


            	Chiwra, beaten rice, served with a coat of creamy curd and sugar or jaggery


            	Makhana (a kind of water fruit) is prepared from lotus seeds and is taken puffed or as kheer, prepared with milk and sugar


            	Sattu, powdered baked gram, is a high energy giving food. It is taken mixed with water or with milk. Sometimes, sattu mixed with spices are used to prepare stuffed 'chapattis', locally called as 'makuni roti'.


            	Litti Chokha, A baked round shape, made by wheat flour with stuffed sattu(litti), the combination of smashed boiled potatoes, bringals & tomatoes(chokha).


            	Makuni,a stuffed paratha with sattu (ingredients:sattu, onion,chilli, pickles,mustard oil, salt)


            	Paan, a dessert made out of betel nuts, spices, tobacco, and certain other ingredients, wrapped in a betel leaf and had after a meal.

          


          A variety of non-vegetarian items are also prepared by a section of the population. Fish curries are widely used by a cross section of non-vegetarian population of all social groups. Mughal cuisine are well known and widely relished in Patna. Of late, Continental dishes are also catching up fancy. Various types of rolls which are also available in New York owe their origin to Patna. Some Muslim families moved from here to Karachi in Pakistan during partition, and then to the U.S., taking with them their culture and cuisine. They sell various vegetarian and non vegetarian rolls and are rather popular by the generic name Roll Bihari in and around Lexington Avenue (South) in New York.


          


          Places of interest
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          Some of the places of interest in the city are:


          
            	Agam Kuan, literally the unfathomable well which is said to date back to the Ashokan period.

          


          
            	Hanuman Mandir The favourite Deity of the Patnaite. It is situated right in front of the Patna Junction, the central railway station of the City. Long winding queues can be seen at the temple on Saturdays and Tuesdays, the traditional worshipping days of the deity.

          


          
            	Kumhrar, the site of the ruins of the Ashokan Patliputra.

          


          
            	Takht Shri Harmandir Saheb, constructed by Punjab ruler Maharaja Ranjit Singh, consecrates the birthplace of Guru Gobind Singh Jee also known as ' Takht Shri Patna Sahib'
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            	State Secretariat Building and its Clock Tower, including the Martyrs Memorial commemorating the seven school and college students who were brutally killed by the armed forces under the command of the British Raj in front of the Patna Secretariat during the Quit India movement of 1942.

          


          
            	Phulwari Shareef is a place of great Religious & Historical importance for Muslims.

          


          
            	Imarat-E-Shariya or the "Shariyat" of Patna looks after whole of Bihar, Jharkhand,Orrisa, WestBengal and all North-Eastern states.

          


          
            	High Court Building and a famous Dargah beside it.

          


          
            	Patna Planetorium on Dak Bungalow Road. One of the largest Planetarium in Asia, the Patna Planetarium attracts large number of domestic as well as foreign tourists. The planetarium has regular film shows on subjects related to astronomy. It also holds exhibitions which attracts lots of visitors.

          


          
            	Moin-Ul-Haque Stadium boasts of its Cricket Ground which is 2nd largest in India, next only to "The Eden Gardens".It holds 25,000 spectators. The first ODI was played here between Zimbabwe and Sri Lanka on 15 November 1993(Hero Cup,1993/94).Another ODI was between Kenya and Zimbabwe on 27 February 1996(Wills World Cup 1996)

          


          
            	Golghar ( a beehive shaped granary) - One of the oldest British buildings in Patna.

          


          
            	Patna Museum called the Jadu Ghar: The well-known museum has a fine collection of stone and bronze sculptures and terracotta figures of Hindu and Buddhist artists. Didarganj Yakshi is the most prized collection of this museum.

          


          
            	Begu Hajjam's mosque, built in 1489 by the Bengal ruler Alauddin Hussani Shah

          


          
            	Pathar ki Masjid built by Pervez, the elder brother of Shah Jahan and the first Mughal prince who made Bihar his residence

          


          
            	Qila House (Jalan House) houses an interesting museum famous for its jade collection, Chinese paintings and other far eastern work of art, Collected by Diwan Bahadur Radhakrishan Jalan.

          


          
            	Sadaqat Ashram on the banks of the river Ganga [The land was donated by Mulana Mazharul Haque to the then congress party] which later became the retreat of Dr. Rajendra Prasad

          


          
            	Zoological and Botanical garden called Sanjay Gandhi Jaivik Udyan.

          


          
            	Bissleboron, birthplace of Rahul Gunderjaharagand.

          


          
            	Padri Ki Haveli, deemed to be the oldest church in Bihar dating back to 1772.

          


          
            	Bankipore Club on the banks of the river Ganges. The dance hall of this club is said to be one of the original buildings built by the Dutch in the 17th century.

          


          
            	Congress Maidan A historic ground that symbolises the Indian independence movement in Bihar.It was used to hold meetings by great illumanaries like Rajendra Prasad,Nehru,Anugrah Narayan Sinha, Sri Babu, Jayaprakash Narayan and others.

          


          
            	Darbhanga House, also called Nav Lakha building. This was built by Maharaja Sir Kameshwar Singh of Darbhanga. This beautiful building on the banks of Ganges now houses the post graduate departments of Patna University. It houses the Kali Mandir, which has been a place of worship of the goddess, the Maharaja himself was a great devotee and the students of the Patna University rarely take an exam without offering a prayer.

          


          
            	Patna College administrative block building was initially part of a Dutch Opium factory established on the banks of the Ganga as a part of the flourishing Opium Trade from the northern China and Nepal region.
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            	Gandhi Maidan called the Patna Lawns during the British Raj.

          


          
            	Anugrah Seva Sadan It was established by Loknayak Jayprakash Narayan to serve the underprivileged masses and to serve as a care home for the poor.It bears the pious name of reverend leader Bihar Bibhuti Dr. Anugrah Narayan Sinha.


            	Very old Church Known as Christ Church which also has a school with same name near Gandhi Maidan.

          


          
            	Kargil Chowraha near gandhi maidan built in the memory of our brave soldier who get shaheed in kargil war "SALUTE TO THEM"

          


          
            	Saheed smarak, situated near Bihar Vidhan Sabha. is a memory of seven extra ordinary students who attempted to hoist the Indian flag on the top of Bihar Vidhan Sabha in 1942 during English rule. The six were shot dead by the forces under the command of the-then colonial government of India, while the last and the seventh one was able to hoist the flag.

          


          
            	Nagholkothi Located in Old city of Patna. Built by Nawabs of Patna, it is an example of unique architecture of midlive time with beautiful garden of Mughal style.

          


          


          Education


          Most of the government-run schools in Patna are affiliated to Bihar School Examination Board, whereas most of the private schools are affiliated to ICSE and CBSE boards. Some of the prominent old schools in the city were established by the missionaries during the British Raj.


          Patna's high school "eco-system" has produced meritorious students who are contributing in the present nation building drive. Many of the students are contributing in organizations like NASA, UN, & other coveted organizations. Hats off to all the contributors to the high school "eco-system" in Patna, namely school, colleges, tuition classes, profs, hostels, and role models from Patna.


          Patna emerged as a centre of learning in modern India during the later part of British Raj. The Patna University, the first university in Bihar, was established in 1917, and is the 7th oldest University of the Indian subcontinent. Most of the prominent colleges in Patna are affiliated to the Patna University, while the rest many are affiliated to Magadh University, Bodh Gaya.


          
            	National Institute of Technology, Patna (estd. 1900) is 6th oldest engineering college of the country. It was upgraded to NIT by Govt. of India in 2004.


            	Patna Science College (estd. 1927) boasts of its numerous great Alumnus and very good research facilities, as said by Sir C V Raman when he first visited the varsity "...it has its mark at the international platform."


            	Patna College (estd. 1863) one of oldest graduate college in India.Patna College has been hailed as the Oxford of Bihar with no Cambridge to compete with the students of Patna College have earned fame and respect not only in India but even abroad.

          


          
            	Patna Medical College and Hospital (estd. 1925) earlier known as Prince of Wales Medical College,

          


          
            	A. N. College, Patna(established in the year 1956) is one of the premier co-educational institutions of the state of Bihar imparting teachings to almost nine thousand students and is a constituent unit of Magadh University Bodh Gaya.It is situated on 13 acres of land in the posh locality of Patna on the main Boring-Patliputra road. There are 13 separate blocks for housing 19 post graduate and 22 under graduate departments.The college is registered under 2(f) and 12 (b) of the UGC Act and is receiving grants from the UGC Since fifth plan period. It has been accredited Grade 'A' by NAAC and also accorded "CPE"(Colleges with Potential for Excellence) by UGC.


            	Patna Women's College is one of the prestigious institutions of Bihar. It was founded in 1940 by Bishop B. J. Sulivan.


            	Lalit Narayan Mishra Institute of Economic Development and Social Change, A Bihar Govt. Autonomous Institute is one of the prominent educational centre for Management studies and Computer Sciences in Bihar.


            	A. N. Sinha Institute of Social Sciences is a prominent social research institute with has vast literary collection and rare historical documentation.

          


          
            	BIT Mesra Extension Centre

          


          
            	Patna Institute of Technology

          


          
            	Dr. Zakir Hussain Institute of Non Formal & Continuous Education

          


          Besides, Patna also houses one of India's world renowned libraries, the Khuda Baksh Oriental Library. Sinha Library is also one of the largest in the region.


          
            Retrieved from " http://en.wikipedia.org/wiki/Patna"
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              Self portrait c. 1875
            


            
              	Birth name

              	Paul Czanne
            


            
              	Born

              	January 19, 1839(1839-01-19)

              Aix-en-Provence
            


            
              	Died

              	October 22, 1906 (aged67)

              Aix-en-Provence
            


            
              	Nationality

              	French
            


            
              	Field

              	Painting
            


            
              	Movement

              	Post-Impressionism
            


            
              	Works

              	Rideau, Cruchon et Compotier, 1893-94

              Forest (painting), 1902-04
            

          


          Paul Czanne (IPA: [pɔl se'zan]; January 19, 1839  October 22, 1906) was a French artist and Post-Impressionist painter whose work laid the foundations of the transition from the 19th century conception of artistic endeavour to a new and radically different world of art in the 20th century. Czanne can be said to form the bridge between late 19th century Impressionism and the early 20th century's new line of artistic enquiry, Cubism. The line attributed to both Matisse and Picasso that Czanne "is the father of us all" cannot be easily dismissed.


          Czanne's work demonstrates a mastery of design, colour, composition and draftsmanship. His often repetitive, sensitive and exploratory brushstrokes are highly characteristic and clearly recognisable. He used planes of colour and small brushstrokes that build up to form complex fields, at once both a direct expression of the sensations of the observing eye and an abstraction from observed nature. The paintings convey Czanne's intense study of his subjects, a searching gaze and a dogged struggle to deal with the complexity of human visual perception.


          


          Life and work
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          Early years and family


          The Czannes came from the small town of Cesana now in West Piedmont, and it has been assumed that they were ultimately of Italian origin. Paul Czanne was born on January 19, 1839 in Aix-en-Provence, one of the southernmost regions of France. On February 22nd, Paul was baptized in the parish church, with his grandmother and uncle Louis as godparents. His father, Louis-Auguste Czanne ( July 28, 1798  October 23, 1886), was the cofounder of a banking firm that prospered throughout the artist's life, affording him financial security that was unavailable to most of his contemporaries and eventually resulting in a large inheritance. On the other hand, his mother, Anne-Elisabeth Honorine Aubert ( September 24, 1814  October 25, 1897), was vivacious and romantic, but quick to take offense. It was from her that Paul got his conception and vision of life. He also had two younger sisters, Marie, with whom he went to a primary school every day, and Rose.


          At the age of ten, Paul entered the Saint Joseph boarding-school, where he studied drawing under Joseph Gibert, a Spanish monk, in Aix. In 1852 Czanne entered the Collge Bourbon (now Collge Mignet), where he met and became friends with mile Zola, who was in a less advanced class. He stayed there for six years, though in the last two years he was a day scholar. From 1859 to 1861, complying with his fathers wishes, Czanne attended the law school of the University of Aix, while also receiving drawing lessons. Going against the objections of his banker father, he committed himself to pursuing his artistic development and left Aix for Paris in 1861. He was strongly encouraged to make this decision by Zola, who was already living in the capital at the time. Eventually, his father reconciled with Czanne and supported his choice of career. Czanne later received an inheritance of 400,000 francs from his father, which rid him of all money fears.


          


          Czanne the artist
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          In Paris, Czanne met the Impressionists, including Camille Pissarro. Initially the friendship formed in the mid-1860s between Pissarro and Czanne was that of master and mentoree, with Pissarro exerting a formative influence on the younger artist. Over the course of the following decade their landscape painting excursions together, in Louveciennes and Pontoise, led to a collaborative working relationship between equals.


          Czanne's early work is often concerned with the figure in the landscape and comprises many paintings of groups of large, heavy figures in the landscape, imaginatively painted. Later in his career, he became more interested in working from direct observation and gradually developed a light, airy painting style that was to influence the Impressionists enormously. Nonetheless, in Czanne's mature work we see the development of a solidified, almost architectural style of painting. Throughout his life he struggled to develop an authentic observation of the seen world by the most accurate method of representing it in paint that he could find. To this end, he structurally ordered whatever he perceived into simple forms and colour planes. His statement "I want to make of impressionism something solid and lasting like the art in the museums", and his contention that he was recreating Poussin "after nature" underscored his desire to unite observation of nature with the permanence of classical composition.
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          Optical phenomena


          Czanne was interested in the simplification of naturally occurring forms to their geometric essentials, he wanted to "treat nature by the cylinder, the sphere, the cone" (a tree trunk may be conceived of as a cylinder, a human head a sphere, for example). Additionally, the concentrated attention with which he recorded his observations of nature resulted in a profound exploration of binocular vision, which results in two slightly different simultaneous visual perceptions, and provides us with depth perception and a complex knowledge of spatial relationships. We see two different views simultaneously; Czanne employed this aspect of visual perception in his painting to varying degrees. The observation of this fact, coupled with Czanne's desire to capture the truth of his own perception, often compelled him to render the outlines of forms so as to at once attempt to display the distinctly different views of both the left and right eyes. Thus Czanne's work augments and transforms earlier ideals of perspective, in particular single-point perspective.


          


          Exhibitions and subjects
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          Czanne's paintings were shown in the first exhibition of the Salon des Refuss in 1863, which displayed works not accepted by the jury of the official Paris Salon. The Salon rejected Czanne's submissions every year from 1864 to 1869. Czanne continued to submit works to the Salon until 1882. In that year, through the intervention of fellow artist Antoine Guillemet, Czanne exhibited Portrait of Louis-Auguste Czanne, Father of the Artist, reading 'l'Evnement', 1866 (National Gallery, Washington), his first and last successful submission to the Salon.


          Before 1895 Czanne exhibited twice with the Impressionists (at the first Impressionist exhibition in 1874 and the third Impressionist exhibition in 1877). In later years a few individual paintings were shown at various venues, until 1895, when the Parisian dealer, Ambroise Vollard, gave the artist his first solo exhibition. Despite the increasing public recognition and financial success, Czanne chose to work in increasing artistic isolation, usually painting in the south of France, in his beloved Provence, far from Paris. He concentrated on a few subjects and was highly unusual for 19th-century painters in that he was equally proficient in each of these genres: still lifes, portraits, landscapes and studies of bathers. For the last, Czanne was compelled to design from his imagination, due to a lack of available nude models. Like the landscapes, his portraits were drawn from that which was familiar, so that not only his wife and son but local peasants, children and his art dealer served as subjects. His still lifes are at once decorative in design, painted with thick, flat surfaces, yet with a weight reminiscent of Courbet. The 'props' for his works are still to be found, as he left them, in his studio (atelier), in the suburbs of modern Aix.


          Although religious images appeared less frequently in Czanne's later work, he remained a devout Roman Catholic and said, "When I judge art, I take my painting and put it next to a God-made object like a tree or flower. If it clashes, it is not art."


          


          Death of Czanne


          One day, Czanne was caught in a storm while working in the field. Only after working for two hours under a downpour did he decide to go home; but on the way he collapsed. He was taken home by a passing driver. His old housekeeper rubbed his arms and legs to restore the circulation; as a result, he regained consciousness. On the following day, he intended to continue working, but later on he fainted; the model with whom he was working called for help; he was put to bed, and he never left it again. He died a few days later, on October 22, 1906. He died of pneumonia and was buried at the old cemetery in his beloved hometown of Aix-en-Provence.


          


          Main periods of Czanne's work
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          Various periods in the work and life of Czanne have been defined. Czanne created hundreds of paintings, some of which command considerable market prices. On May 10, 1999, Czanne's painting Rideau, Cruchon et Compotier sold for $60.5 million, the fourth-highest price paid for a painting up to that time. As of 2006, it is the most expensive still life ever sold at an auction.
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          The dark period, Paris, 1861-1870


          In 1863 Napoleon III created by decree the Salon des Refuss, at which paintings rejected for display at the Salon of the Acadmie des Beaux-Arts were to be displayed. The artists of the refused works included the young Impressionists, who were considered revolutionary. Czanne was influenced by their style but his inept social relations with themhe seemed rude, shy, angry, and given to depressionresulted in a period characterized by dark colors and the heavy use of black. His work from this period differs sharply from his earlier watercolours and sketches at the cole Spciale de dessin at Aix-en-Provence in 1859, or from his subsequent works. Among the works of his dark period were paintings such as The Murder (c.1867-68); the words antisocial or violent are often used.


          


          Impressionist period, Provence and Paris, 1870-1878


          After the start of the Franco-Prussian War in July, 1870, Czanne and his mistress, Marie-Hortense Fiquet, left Paris for L'Estaque, near Marseilles, where he changed themes to predominantly landscapes. He was declared a draft-dodger in January, 1871, but the war ended in February and the couple moved back to Paris, in the summer of 1871. After the birth of their son Paul in January, 1872, in Paris, they moved to Auvers in Val-d'Oise near Paris. Czanne's mother was kept a party to family events, but his father was not informed of Hortense for fear of risking his wrath. The artist received from his father an allowance of 100 francs.
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          Pissarro lived in Pontoise. There and in Auvers, he and Czanne painted landscapes together. For a long time afterwards, Czanne described himself as Pissarro's pupil, referring to him as "God the Father" and saying, "We all stem from Pissarro". Under Pissarro's influence Czanne began to abandon dark colours and his canvases grew much brighter.


          Leaving Hortense in the Marseille region, Czanne moved between Paris and Provence, exhibiting in the first (1874) and third Impressionist shows (1877). In 1875, he attracted the attention of the collector Victor Chocquet, whose commissions provided some financial relief. But Czanne's exhibited paintings attracted hilarity, outrage and sarcasm. Reviewer Louis Leroy said of Czanne's portrait of Chocquet: "This peculiar looking head, the colour of an old boot might give [a pregnant woman] a shock and cause yellow fever in the fruit of her womb before its entry into the world".


          In March 1878, Czanne's father found out about Hortense and threatened to cut Czanne off financially but, in September, he decided to give him 400 francs for his family. Czanne continued to migrate between the Paris region and Provence until Louis-Auguste had a studio built for him at his home, Jas de Bouffan, in the early 1880s. This was on the upper floor and an enlarged window was provided, allowing in the northern light but interrupting the line of the eaves. This feature remains today. Czanne stabilized his residence in L'Estaque. He painted with Renoir there in 1882 and visited Renoir and Monet in 1883.


          


          Mature period, Provence, 1878-1890
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          In the early 1880s the Czanne family stabilized their residence in Provence, where they remained, except for brief sojourns abroad, from then on. The move reflects a new independence from the Paris-centered impressionists and a marked preference for the south, Czanne's native soil. Hortense's brother had a house within view of Mont Sainte-Victoire at Estaque. A run of paintings of this mountain from 1880-1883 and others of Gardanne from 1885-1888, are sometimes known as "the Constructive Period".


          The year 1886 was a turning point for the family. Czanne married Hortense. In that year also, Czanne's father died, leaving him the estate purchased in 1859; he was 47. By 1888 the family was in the former manor, Jas de Bouffan, a substantial house and grounds with outbuildings, which afforded a new-found comfort. This house, with much-reduced grounds, is now owned by the city and is open to the public on a restricted basis.


          Also in that year Czanne broke off his friendship with mile Zola, after the latter used him, in large part, as the basis for the unsuccessful and ultimately tragic fictitious artist Claude Lantier, in the novel ( L'uvre). Czanne considered this a breach of decorum and a friendship begun in childhood was irreparably damaged.


          


          Final period, Provence, 1890-1905
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          Czanne's idyllic period at Jas de Bouffan was temporary. From 1890 until his death he was beset by troubling events and he withdrew further into his painting, spending long periods as a virtual recluse. His paintings became well-known and sought after and he was the object of respect from a new generation of painters.


          The problems began with the onset of diabetes in 1890, destabilizing his personality to the point where relationships with others were again strained. He travelled in Switzerland, with Hortense and his son, perhaps hoping to restore their relationship. Czanne, however, returned to Provence to live; Hortense and Paul junior, to Paris. Financial need prompted Hortense's return to Provence but in separate living quarters. Czanne moved in with his mother and sister. In 1891 he turned to Catholicism.


          Czanne alternated between painting at Jas de Bouffan and in the Paris region, as before. In 1895 he made a germinal visit to Bibmus Quarries and climbed Mt. Ste. Victoire. The labyrinthine landscape of the quarries must have struck a note, as he rented a cabin there in 1897 and painted extensively from it. The shapes are believed to have inspired the embryonic 'Cubist' style. Also in that year, his mother died, an upsetting event but one which made reconciliation with his wife possible. He sold the empty nest at Jas de Bouffan and rented a place on Rue Boulegon, where he built a studio.


          The relationship, however, continued to be stormy. He needed a place to be by himself. In 1901 he bought some land along the Chemin des Lauves ("Lauves Road"), an isolated road on some high ground at Aix, and commissioned a studio to be built there (the 'atelier', now open to the public). He moved there in 1903. Meanwhile, in 1902, he had drafted a will excluding his wife from his estate and leaving everything to his son. The relationship was apparently off again; she is said to have burned the mementos of his mother.


          From 1903 to the end of his life, he painted in his studio, working for a month in 1904 with mile Bernard, who stayed as a house guest. After his death it became a monument, Atelier Paul Czanne, or les Lauves.


          


          Legacy


          After Czanne died in 1906, his paintings were exhibited in Paris in a large scale museum-like retrospective in September 1907. The 1907 Czanne retrospective at the Salon d'Automne greatly impacted the direction that the avant-garde in Paris took, lending credence to his position as one of the most influential artists of the 19th century and to the advent of Cubism.


          Czanne's explorations of geometric simplification and optical phenomena inspired Picasso, Braque, Gris, and others to experiment with ever more complex multiple views of the same subject, and, eventually, to the fracturing of form. Czanne thus sparked one of the most revolutionary areas of artistic enquiry of the 20th Century, one which was to affect profoundly the development of modern art.
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          Paul Adrien Maurice Dirac, OM, FRS ( IPA: [dɪ'rk]) ( August 8, 1902  October 20, 1984) was a British theoretical physicist and a founder of the field of quantum mechanics. He held the Lucasian Professor of Mathematics at the University of Cambridge and spent the last ten years of his life at Florida State University. Among other key discoveries, he formulated the so-called " Dirac equation," which describes the behaviour of fermions and which led to the prediction of the existence of antimatter. Dirac shared the Nobel Prize in physics for 1933 with Erwin Schrdinger, "for the discovery of new productive forms of atomic theory."


          


          Biography


          


          Early years


          Paul Dirac was born in Bristol, England and grew up in the Bishopston area of the city. His father, Charles Dirac, was an immigrant from Saint-Maurice in the Canton of Valais, Switzerland and taught French for a living. His mother was originally from Cornwall and the daughter of a mariner. Paul had an elder brother, Felix, who committed suicide in March 1925, and a younger sister, Beatrice. His early family life appears to have been unhappy due to his father's unusually strict and authoritarian nature. He was educated first at Bishop Road Primary School and then at Merchant Venturers' Technical College (later Cotham Grammar School), where his father was a teacher. The latter was an institution, attached to the University of Bristol, that emphasized scientific subjects and modern languages. This was an unusual arrangement at a time when secondary education in Britain was still dedicated largely to the classics, and something for which Dirac would later express gratitude.


          Dirac studied electrical engineering at the University of Bristol, completing his degree in 1921. He then decided that his true calling lay in the mathematical sciences and, after completing a degree in mathematics at Bristol in 1923, he received a grant to conduct research at St John's College, Cambridge, where he would remain for most of his career. At Cambridge, Dirac pursued his interests in the theory of general relativity (an interest he gained earlier as a student in Bristol) and in the nascent field of quantum physics, working under the supervision of Ralph Fowler.


          


          Middle years


          Dirac noticed an analogy between the old Poisson brackets of classical mechanics and the recently-proposed quantization rules in Werner Heisenberg's matrix formulation of quantum mechanics. This observation allowed Dirac to obtain the quantization rules in a novel and more illuminating manner. For this work, published in 1926, he received a Ph.D. from Cambridge.


          In 1928, building on Wolfgang Pauli's work on non-relativistic spin systems, he proposed the Dirac equation as a relativistic equation of motion for the wavefunction of the electron. This work led Dirac to predict the existence of the positron, the electron's antiparticle, which he interpreted in terms of what came to be called the Dirac sea. The positron was subsequently observed by Carl Anderson in 1932. Dirac's equation also contributed to explaining the origin of quantum spin as a relativistic phenomenon.


          The necessity of electron matter being created and destroyed in Enrico Fermi's 1934 theory of beta decay, however, led to a reinterpretation of Dirac's equation as a "classical" field equation for any point matter of spin ħ/2, itself subject to quantization conditions involving anti- commutators. Thus reinterpreted, the Dirac equation is as central to theoretical physics as the Maxwell, Yang-Mills and Einstein field equations. Dirac is regarded as the founder of quantum electrodynamics, being the first to use that term. He also introduced the idea of vacuum polarization in the early 1930s.


          Dirac's Principles of Quantum Mechanics, published in 1930, is a landmark in the history of science. It quickly became one of the standard textbooks on the subject and is still used today. In that book, Dirac incorporated the previous work of Werner Heisenberg on Matrix Mechanics and of Erwin Schrdinger on Wave Mechanics into a single mathematical formalism that associates measurable quantities to operators acting on the Hilbert space of vectors that describe the state of a physical system. The book also introduced the bra-ket notation and the delta function, which are now universally used.


          Guided by a comment in Dirac's textbook and by Dirac's 1933 article "The Lagrangian in quantum mechanics" (published in the Soviet journal Physikalische Zeitschrift der Sowjet Union), Richard Feynman developed the path integral formulation of quantum mechanics in 1948. This work would prove exceedingly useful in relativistic quantum field theory, in part because it is based on the Lagrangian, whose relativistic invariance is explicit, while the invariance is only implicit in the Hamiltonian formulation.


          In 1931 Dirac showed that the existence of a single magnetic monopole in the universe would suffice to explain the observed quantization of electrical charge. This proposal received much attention, but there is to date no convincing evidence for the existence of magnetic monopoles.


          He married Eugene Wigner's sister, Margit, in 1937. This took some courage on his part, because he was unused to solving problems that would not yield to reason. But once he had noted that the relapses in his favourable inclinations towards Margit were getting less and less as time went on, the matter was settled quickly. He adopted Margit's two children, Judith and Gabriel. Paul and Margit Dirac had two children together, daughters Mary Elizabeth and Florence Monica.


          


          Later years


          Dirac was the Lucasian Professor of Mathematics at Cambridge from 1932 to 1969. During World War II, he conducted important theoretical and experimental research on uranium enrichment by gas centrifuge. In 1937, he proposed a speculative cosmological model based on the so called " large numbers hypothesis." Dirac would write, "I am very disturbed by the situation because the so-called good theory quantum theory does involve neglecting infinities in an arbitrary way. This is not sensible. Sensible Mathematics involves neglecting a quantity when it's small; not because it's infinitely great and we do not want it." Dirac became unsatisfied with the renormalization approach to dealing with these infinities in quantum field theory and his work on the subject moved increasingly out of the mainstream. After having relocated to Florida in order to be near his elder daughter, Mary, Dirac spent his last ten years (both of life and as a physicist) at Florida State University (FSU) in Tallahassee, Florida.


          Amongst his many students was John Polkinghorne who recalls that Dirac "was once asked what was his fundamental belief. He strode to a blackboard and wrote that the laws of nature should be expressed in beautiful equations."


          


          Death and afterwards


          In 1984 Dirac died in Tallahassee, Florida where he is buried. The Dirac-Hellman Award at FSU was endowed by Dr Bruce Hellman (Dirac's last doctoral student) in 1997 to reward outstanding work in theoretical physics by FSU researchers. The Dirac Prize is also awarded by the International Centre for Theoretical Physics in his memory. The Paul A.M. Dirac Science Library at FSU is named in his honour. In 1995, a plaque in his honour bearing his equation was unveiled at Westminster Abbey in London with a speech from Stephen Hawking. A commemorative garden, in his honour, has been established opposite the railway station in Saint-Maurice, Switzerland, the town of origin of his father's family.


          


          Honours and tributes


          Paul Dirac shared the 1933 Nobel Prize for physics in with Erwin Schrdinger "for the discovery of new productive forms of atomic theory." Dirac was also awarded the Royal Medal in 1939 and both the Copley Medal and the Max Planck medal in 1952.


          He was elected a Fellow of the Royal Society in 1930, and of the American Physical Society in 1948.


          Immediately after his death, two organizations of professional physicists established annual awards in Dirac's memory. The Institute of Physics, the United Kingdom's professional body for physicists, awards the Paul Dirac Medal and Prize for "outstanding contributions to theoretical (including mathematical and computational) physics". The first three recipients were Stephen Hawking (1987), John Bell (1988), and Roger Penrose (1989). The Abdus Salam International Centre for Theoretical Physics (ICTP) awards the Dirac Medal of the ICTP each year on Dirac's birthday (August 8).


          The street on which the National High Magnetic Field Laboratory in Tallahassee, Florida, is located was named Paul Dirac Drive. There is also a road named after him in his home town of Bristol, UK. The BBC named its video codec Dirac in his honour. And in the popular British television show Doctor Who, the character Adric was named after him (Adric is an anagram of Dirac).


          


          Personality


          Dirac was known among his colleagues for his precise and taciturn nature. When Niels Bohr complained that he didn't know how to finish a sentence in a scientific article he was writing, Dirac replied, "I was taught at school never to start a sentence without knowing the end of it.". When asked about his views on poetry, he responded, "In science one tries to tell people, in such a way as to be understood by everyone, something that no one ever knew before. But in poetry, it's the exact opposite".


          Eugene Wigner, Dirac's brother-in-law, once described Richard Feynman as "a second Dirac, only this time human".. It is suspected that Dirac may have suffered from Asperger syndrome.


          Dirac was also noted for his personal modesty. He called the equation for the time-evolution of a quantum-mechanical operator, which Dirac was in fact the first to write down, the "Heisenberg equation of motion". Most physicists speak of Fermi-Dirac statistics for half-integer spin particles and Bose-Einstein statistics for integer spin particles. While lecturing later in life, Dirac always insisted on calling the former "Fermi statistics". He referred to the latter as "Einstein statistics" for reasons, he explained, of "symmetry".


          


          Religious Views


          Dirac did not believe in a personal God. He once said "God used beautiful mathematics in creating the world," but here he may have used "God" as a synonymous with nature.


          Werner Heisenberg recollects a friendly conversation among young participants at the 1927 Solvay Conference about Einstein and Planck's views on religion. Wolfgang Pauli, Heisenberg and Dirac took part in it. Dirac's contribution was a poignant and clear criticism of the political manipulation of religion, that was much appreciated for its lucidity by Bohr, when Heisenberg reported it to him later. Among other things, Dirac said: "I cannot understand why we idle discussing religion. If we are honest - and as scientists honesty is our precise duty - we cannot help but admit that any religion is a pack of false statements, deprived of any real foundation. The very idea of God is a product of human imagination. [...] I do not recognize any religious myth, at least because they contradict one another. [...]" Heisenberg's view was tolerant. Pauli had kept silent, after some initial remarks, but when finally he was asked for his opinion, jokingly he said: "Well, I'd say that also our friend Dirac has got a religion and the first commandment of this religion is 'God does not exist and Paul Dirac is his prophet.'" Everybody burst into laughter, also Dirac.


          


          Legacy


          Paul Dirac is widely regarded as one of the greatest physicists of all time. He was one of the founders of quantum mechanics and quantum electrodynamics. Many physicist consider Dirac as the greatest physicist of 20th century. Physicist Antonino Zichichi, a professor of advanced physics at the University of Bologna, believe that Paul Dirac had a much bigger impact on modern science in the 20th century than Albert Einstein.


          The work of Dirac in the early Sixties proved extremely useful to modern practitioners of Superstring theory and its closely related successor, M-Theory.
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          Paul Kane ( September 3, 1810  February 20, 1871) was an Irish-Canadian painter, famous for his paintings of First Nations peoples in the Canadian West and other Native Americans in the Oregon Country.


          A largely self-educated artist, Kane grew up in Toronto (then known as York) and trained himself by copying European masters on a study trip through Europe. He undertook two voyages through the wild Canadian northwest in 1845 and from 1846 to 1848. The first trip took him from Toronto to Sault Ste. Marie and back. Having secured the support of the Hudson's Bay Company, he set out on a second, much longer voyage from Toronto across the Rocky Mountains to Fort Vancouver and Fort Victoria in the Columbia District, as the Canadians called the Oregon Country.


          On both trips Kane sketched and painted Aboriginal peoples and documented their lives. Upon his return to Toronto, he produced more than one hundred oil paintings from these sketches. Kane's work, particularly his field sketches, are still a valuable resource for ethnologists. The oil paintings he completed in his studio are considered a part of the Canadian heritage, although he often embellished them considerably, departing from the accuracy of his field sketches in favour of more dramatic scenes.


          


          Early life and formative years


          Kane was born in Mallow, County Cork in Ireland, the fifth child of the eight children of Michael Kane and Frances Loach. His father, a soldier from Preston, Lancashire, England, served in the Royal Horse Artillery until his discharge in 1801. The family then settled in Ireland. Sometime between 1819 and 1822, they emigrated to Upper Canada and settled in York, which would later, in March 1834, become Toronto. There, Kane's father operated a shop as a spirits and wine merchant.
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          Not much is known about Paul Kane's youth in York, which at that time was a small settlement of a few thousand people. He went to school at Upper Canada College, and then received some training in painting by an art teacher named Thomas Drury at the Upper Canada College around 1830. In July 1834, he displayed some of his paintings in the first (and only) exhibition of The Society of Artists and Amateurs in Toronto, gaining a favourable review by a local newspaper, The Patriot.


          Kane began a career as a sign and furniture painter at York, moving to Cobourg, Ontario, in 1834. At Cobourg, he took up a job in the furniture factory of Freeman Schermerhorn Clench, but also painted several portraits of the local personalities, including the sheriff and his employer's wife. In 1836 Kane moved to Detroit, Michigan, where the American artist James Bowman was living. The two had met earlier at York. Bowman had persuaded Kane that studying art in Europe was a necessity for an aspiring painter, and they had planned to travel to Europe together. But Kane had to postpone the trip, as he was short of money to pay for the passage to Europe and Bowman had married shortly before and was not inclined to leave his family. For the next five years, Kane toured the American Midwest, working as an itinerant portrait painter, travelling to New Orleans.


          In June 1841, Kane left America, sailing from New Orleans aboard a ship bound for Marseilles in France, arriving there about three months later. Unable to afford formal art studies at an art school or with an established master, he toured Europe for the next two years, visiting art museums wherever he could and studying and copying the works of old masters. Until autumn 1842 he stayed in Italy, before trekking across the Great St. Bernard Pass, moving to Paris and from there on to London. In London he met George Catlin, an American painter who had painted Native Americans on the prairies and who now was on a promotion tour for his book, Letters and Notes on the Manners, Customs and Conditions of the North American Indians. Catlin lectured at Egyptian Hall at Piccadilly, where he also exhibited some of his paintings. In his book Catlin argued that the culture of the Native Americans was disappearing and should be recorded before passing into oblivion. Kane found the argument compelling and decided to similarly document the Canadian Aboriginal peoples.


          Kane returned in early 1843 to Mobile, Alabama, where he set up a studio and worked as a portrait painter until he had paid back the money borrowed for his voyage to Europe. He returned to Toronto late 1844 or early 1845 and immediately began preparing for a trip to the west.


          


          Travels in the Northwest
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          Kane set out on his own on June 17, 1845, travelling along the northern shores of the Great Lakes, visiting first the Saugeen reservation. After weeks of sketching, he reached Sault Ste. Marie between Lake Superior and Lake Huron in summer 1845. He had intended to travel further west, but John Ballenden, an experienced officer of the Hudson's Bay Company stationed at Sault Ste. Marie, told him of the many difficulties and perils of travelling alone through the western territories and advised Kane to attempt such a feat only with the support of the company. After the Hudson's Bay Company had taken over its competitor, the North West Company of Montreal, in 1821, the whole territory west of the Great Lakes until the Pacific Ocean and the Oregon Country was Hudson's Bay land, a largely uncharted wilderness with about a hundred isolated outposts of the company along the major fur trade routes. Kane returned to Toronto for the winter, elaborating his field sketches to oil canvases, and in spring of the next year, he went to the headquarters of the Hudson's Bay Company at Lachine (today part of Montreal) and asked company governor George Simpson for support for his travel plans. Simpson was impressed by Kane's artistic ability, but at the same time worried that Kane might not have the stamina needed to travel with the fur brigades of the company. He granted Kane passage on company canoes only as far as Lake Winnipeg, with the promise of full passage if the artist did well until then. At the same time, he commissioned Kane to do paintings of Indian lifestyle for him, with some very detailed instructions as to the subjects.


          


          Going west
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          On May 9, 1846, Kane departed by steamboat from Toronto with the intent to join a canoe brigade from Lachine at Sault Ste. Marie. After an overnight stop, he missed the boat, which had left in the morning earlier than advertised, and he had to race after it by canoe. Arriving at the Sault, he learned that the canoe brigade had already left, so he sailed aboard a freight schooner to Fort William on Thunder Bay. He finally caught up with the canoes about 35miles (56km) beyond Fort William on the Kaministiquia River on May 24.


          By June 4 Kane reached Fort Frances, where a pass from Simpson for travelling further was awaiting him. His next stop was the Red River Settlement (near modern-day Winnipeg). There, he embarked on a three-week excursion by horse, joining a large Mtis hunting band that went buffalo hunting in Sioux lands in Dakota. On June 26 Kane witnessed and participated in one of the last great buffalo hunts that within a few decades decimated the animals to near-extinction. Upon his return he continued by canoe and sailing boats by way of Norway House, Grand Rapids, and The Pas up the Saskatchewan River to Fort Carlton. For variety, he continued from there on horseback to Fort Edmonton, witnessing a Cree buffalo pound hunt along the way.
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          On October 6, 1846, Kane left Edmonton for Fort Assiniboine, where he again embarked with a canoe brigade up the Athabasca River to Jasper's House, arriving on November 3. Here he joined a large horse troop bound west, but the party soon had to send the horses back to Jasper's House and continue on snowshoes, taking only the essentials with them, because Athabasca Pass was already too deeply snowed in that late in the year. They crossed the pass on November 12 and three days later joined a canoe brigade that had been waiting to take them down the Columbia River.


          


          In the Oregon country


          
            [image: The interior of a ceremonial lodge in the Columbia River region painted by Paul Kane in 1846.]

            
              The interior of a ceremonial lodge in the Columbia River region painted by Paul Kane in 1846.
            

          


          Finally, Kane arrived on December 8, 1846, at Fort Vancouver, the main trading post and headquarter of the Hudson's Bay Company in the Oregon Territory. He stayed there over winter, sketching among and studying the Chinookan and other tribes in the vicinity and making several excursions, including a longer one of three weeks through the Willamette Valley. He enjoyed the social life at Fort Vancouver, which at that time was being visited by the British ship Modeste, and became friends with Peter Skene Ogden.


          On March 25, 1847, Kane set out by canoe to Fort Victoria, which had been founded shortly before to become the new company headquarter, as the operations at Fort Vancouver were to be wound down and relocated following the conclusion of the Oregon Treaty of 1846, which fixed the continental border between Canada and the United States west of the Rocky Mountains at the 49th parallel north. Kane went up the Cowlitz River and stayed for a week among the tribes living there in the vicinity of Mount Saint Helens before continuing on horseback to Nisqually (today Tacoma) and then by canoe again to Fort Victoria. He stayed for two months in that area, travelling and sketching among the Native Americans on Vancouver Island and around the Juan de Fuca Strait and the Strait of Georgia. He returned to Fort Vancouver in mid-June, from where he departed to return back east on July 1, 1847.


          


          Crossing the Rockies again


          By mid-July Kane had reached Fort Walla Walla, where he made a minor detour to visit the Whitman Mission that a few months later would be the site of the Whitman massacre. He went with Marcus Whitman to visit the Cayuse living in the area and even drew a portrait of Tomahas (Kane gives the name as "To-ma-kus"), the man who would later be named as Whitman's murderer. According to Kane's travel report, the relations between the Cayuse and the settlers at the mission were already strained by the time of his visit in July.
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          Kane continued with one guide by horseback through the Grande Coule to Fort Colville, where he stayed for six weeks, sketching and painting the natives who had set up a fishing camp below Kettle Falls at this time of the Salmon run. On September 22, 1847, Kane assumed command of a canoe brigade up the Columbia river and arrived on October 10 at Boat Encampment. There, the party had to wait for three weeks until a badly delayed horse trek from Jasper arrived. Then they switched, the horse team taking over the canoes and going down the Columbia river again and Kane's group loading their cargo on the horses and taking them back over Athabasca Pass. They managed to bring all 56 horses safe and without loss to Jasper's House despite the heavy snow and intense cold. As the canoes that should have been awaiting them had already left, they were forced to set out on snowshoes and with a dog sled to Fort Assiniboine, where they arrived after much hardship and without food two weeks later. After a few days' rest, they continued to Fort Edmonton, where they spent the winter.


          Kane passed the time at the fort with Buffalo hunting and also sketched among the Cree living in the vicinity. In January he undertook an excursion to Fort Pitt, some 200miles (320km) down the Saskatchewan River, and then returned to Edmonton. In April he visited Rocky Mountain House, where he wanted to meet Blackfoot. When these did not turn up, he returned to Edmonton.


          


          Going back east
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          On May 25, 1848, Kane left Fort Edmonton, travelling with a large party of 23 boats and 130 people bound for York Factory, led by John Edward Harriott. On June 1 they met with a large war party of some 1,500 warriors of Blackfoot and other tribes who were planning a raid against the Cree and Assiniboine. On that occasion Kane met the Blackfoot chief Big Snake ( Omoxesisixany). The canoe brigade stayed as briefly as possible and then continued hastily down the river. On June 18 they arrived at Norway House, where Kane stayed for a month, waiting for the annual meeting of the chief factors of the Hudson's Bay Company and the arrival of the party with which he was bound to travel further. On July 24 he departed with the party of one Major McKenzie; they travelled along the eastern shore of Lake Winnipeg to Fort Alexander. From there on Kane followed the same route he had taken two years earlier going west: by the Lake of the Woods, Fort Frances, and Rainy Lake, he travelled by canoe to Fort William and then along the northern shore of Lake Superior until he reached Sault Ste. Marie on October 1, 1848. From there he returned by steamboat to Toronto, where he landed on October 13. He noted in his book on this last leg of his journey: "the greatest hardship that I had to endure [now] was the difficulty in trying to sleep in a civilized bed".


          


          Life in Toronto
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          Kane now permanently settled in Toronto; he went west only once more when he was hired by a British party in 1849 as a guide and interpreter, but they only went as far as the Red River Settlement. An exhibition of 240 of his sketches in November 1848 in Toronto met with great success, and a second exhibition in September 1852 showing eight oil canvases was also received favourably. George William Allan took note of the artist and became his most important patron, commissioning one hundred oil paintings for the price of C$20,000 in 1852, which effectively enabled Kane to live a life as a professional artist. Kane also succeeded in 1851 to convince the Canadian Parliament to commission twelve paintings for the sum of GBP500, which he delivered in late 1856.


          In 1853, Kane married Harriet Clench (182392), the daughter of his former employer at Cobourg. David Wilson, a contemporary historian of the University of Toronto, reported that she was a skilled painter and writer herself. They had four children, two sons and two daughters.


          Until 1857, Kane fulfilled his commissions: more than 120 oil canvases for Allan, the Parliament, and Simpson. His works were shown at the World's Fair at Paris in 1855, where they were reviewed very positively, and some of them were even sent to Buckingham Palace in 1858 for consideration by the Queen. By that time Kane had also prepared a manuscript derived from his travel notes and sent to a publishing house in London for publication. When he did not hear back from them, he travelled to London himself, and with the support of Simpson got the book published the next year. It had the title Wanderings of an Artist among the Indians of North America from Canada to Vancouver's Island and Oregon through the Hudson's Bay Company's Territory and Back Again and was originally published by Longman, Brown, Green, Longmans & Roberts in London in 1859, beautifully illustrated with many lithographies of his own sketches and paintings. Kane had dedicated the book to Allan, which upset Simpson considerably such that he broke off his relations with Kane. The book was an immediate success and had appeared by 1863 in French, Danish, and German editions.


          Kane's eyesight was failing rapidly in the 1860s and forced him to abandon painting altogether. Frederick Arthur Verner, who had been inspired by Kane and himself an artist of "western" scenes, became an acquaintance and friend. Verner did three portraits of the ageing Paul Kane, one of which is today also at the Royal Ontario Museum. Kane died unexpectedly one winter morning in his home, just having gotten back from his daily walk. He is buried at the St. James Cemetery in Toronto.


          


          Works
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          The bulk of Kane's oeuvre are the more than 700 sketches he made during his two voyages to the west and the more than one hundred oil canvases he later elaborated from them in his studio in Toronto. Of his early portraits done at York or Cobourg before his travels, Harper writes, "[they] are primitive in approach but have a direct appeal and a warm colouring that make them attractive". The rest are an unknown number of paintings from his time as an itinerant portraitist in the United States, plus a number of copies of classic paintings he did while in Europe.


          Kane's fame rests in his depictions of Native American life. His field sketches were done in pencil, watercolour, or oil on paper. He also brought back from his trips a collection of various artefacts such as masks, pipe stems, and other handicrafts. Together, these formed the basis for his later studio work. He drew on this pool of impressions for his large oil canvases, in which he typically combined or reinterpreted them to create new compositions. The field sketches are a valuable resource for ethnologists, but the oil paintings, while still truthful in the individual details of Native American lifestyle, are often unfaithful to geographic, historic, or ethnographic settings in their overall compositions.


          One well-known example of this process is Kane's painting Flathead woman and child, in which he combined a sketch of a Chinookan baby having its head flattened by being strapped to a cradle board with a later field portrait of a Cowlitz woman living in a different region. Another example of how Kane elaborated his sketches can be seen in his painting Indian encampment on Lake Huron, which is based on a sketch taken in summer 1845 during his first trip to Sault Ste. Marie. The painting has a distinct romantic flair accentuated by the lighting and the dramatic clouds, while the scene of the camp life depicted is reminiscent of a European idealized rural peasant scene.
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          Indeed, Kane often created completely fictitious scenes from several sketches for his oil paintings. His oil canvas of Mount St. Helens erupting shows a major and dramatic volcanic eruption, but from his travel diary and the field sketches he made, it is evident that the mountain had only been smoking gently at the time of Kane's visit. (It had, however, erupted three years earlier.) In other paintings he combined river sketches taken at different times and places into one painting, creating an artificial landscape that does not exist in reality. His painting of The Death of Big Snake shows an entirely imaginary scene: the Blackfoot chief Omoxesisixany died only in 1858, more than two years after the painting was completed.


          His models were the classic European paintings, but Kane also had plain economic reasons for composing his oil paintings in the more mannered style of the European art tradition. He wanted and had to sell his paintings to make a living, and he knew his clientele well enough: his patrons were unlikely to decorate their homes with unadorned copies in oil of his field sketches; they demanded something more presentable and closer to the generally Eurocentric expectations of the time.
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          Kane's embellishment is evident in his painting Assiniboine hunting buffalo, one of the twelve done for the parliament. The painting has been criticized for its horses, which look more like Arabians than any Indian breed. The composition has even been found to be a based on an 1816 engraving from Italy showing two Romans hunting a bull. Already in 1877, Nicholas Flood Davin commented on this discrepancy, stating that "the Indian horses are Greek horses, the hills have much of the colour and form of those of [...] the early European landscape painters, ..." And Lawrence J. Burpee added in his introduction to the 1925 reprint of Kane's travel book that the sketches were "truer interpretations of the wild western life" and had "in some respects a higher value as art". Twentieth century and later art theory is less judging than Burpee but agrees insofar as Kane's field sketches are generally considered more accurate and authentic. "Kane was the recorder in the field and the artist in the studio", write Davis and Thacker.


          Kane is generally considered a classic and one of the most important Canadian painters. The eleven surviving paintings done for the parliament were transferred in 1955 to the National Gallery of Canada. The large Allan collection was bought by Edmund Boyd Osler in 1903 and donated to the Royal Ontario Museum in Toronto in 1912. A collection of 229 sketches was sold by Kane's grandson Paul Kane III for about US$100,000 to the Stark Museum of Art in Orange, Texas, in 1957.
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          A rare painting of his showing British surveyor John Henry Lefroy, which had been in possession of the Lefroy family in England, garnered a record price at an auction at Sotheby's in Toronto on February 25, 2002, when Canadian billionaire Kenneth Thomson won the bid at C$5,062,500 including the buyer's premium (US$3,172,567.50 at the time). Thomson subsequently donated the painting as part of his Thomson Collection to the Art Gallery of Ontario. The Glenbow Museum in Calgary has a copy of this painting that is thought to have been done by Kane's wife Harriet Clench. Another auction at Sotheby's on November 22, 2004, for Kane's oil painting Encampment, Winnipeg River (after the field sketch shown above) failed when bidding stopped at C$1.7 million, less than the expected sale price of C$22.5 million.


          Kane's travel report, published originally in London in 1859, was a great success already in its time and has been reprinted several times in the twentieth century. In 1986 Dawkins criticized Kane's work based mainly on this travel account, but also on the "European" nature of his oil paintings, as showing the imperialistic or even racist tendencies of the artist. This view remains rather singular among art historians. Kane's travel diary, which formed the basis for the 1859 book, does not contain any pejorative judgements. MacLaren reported that Kane's travel notes were written in a style very different from the published text, such that it must be considered highly likely that the book was heavily edited by others or even ghostwritten to turn Kane's notes into a Victorian travel account, and that it was thus difficult at best to ascribe any perceived racism to the artist himself.


          


          Legacy and influence


          As one of the first Canadian painters who could earn a living from his artwork alone, Kane prepared the ground for many later artists. His travels inspired others to similar journeys, and a very direct artistic influence is evident in the case of F. A. Verner, whose mentor Kane became in his later years. According to Harper, the early Lucius O'Brien was also influenced by Kane's work. Kane's 1848 exhibition of his sketches, which included 155 watercolour and 85 oil on paper paintings, helped establish the genre in the minds of the public and cleared the way for artists like William Cresswell or Daniel Fowler, who both were able to make a living from their watercolour paintings.


          Both his 1848 exhibition of the sketches and the later 1852 show of some of his oil paintings were great success and lauded by several newspapers. Kane was the most prominent painter in Upper Canada in his time. He frequently entered his paintings at art exhibitions and won numerous prizes for his works. He dominated the scene throughout the 1850s, even to the point where an art jury all but presented their excuses when they did not award him the prize in the category for historical paintings at the annual exhibition of the Upper Canada Agricultural Society in 1852. (Kane won that prize consecutively in all years until 1859, though.)


          Kane was one of the first, if not the first, tourist to travel across the Canadian west and the Pacific north-west. Through his sketches and paintings, and later also his book, the public at large in Upper and Lower Canada for the first time caught a glimpse of the peoples and their lifestyles in this vast and barely known territory. Kane had set out with a sincere desire to accurately portray his experiencesthe landscape, the people, their tools. Yet it was primarily his embellished studio work that gained public appeal and made him famous. His idealized oil paintings and the similarly transformed travel notes that became his book were both a factor in the establishment and spreading of the perception of the North American indigenous people as Noble savages, contrary to what the artist had intended. The more truthful field sketches were "rediscovered" and valued by a wider audience only in the twentieth century.
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              	Birth name

              	James Paul McCartney
            


            
              	Born

              	18 June 1942 (1942-06-18)

              Liverpool, England
            


            
              	Genre(s)

              	Rock, pop rock, rock and roll, classical

            


            
              	Occupation(s)

              	Singer-songwriter, musician, artist, activist
            


            
              	Instrument(s)

              	Bass guitar, guitar, piano, keyboards, drums
            


            
              	Years active

              	1957present
            


            
              	Label(s)

              	Swan

              Hear Music

              Apple

              Parlophone

              Capitol

              CBS

              EMI
            


            
              	Associated acts

              	The Beatles, The Fireman, The Quarrymen, Wings
            


            
              	Website

              	www.paulmccartney.com
            


            
              	Notableinstrument(s)
            


            
              	Hofner 500/1 bass guitar

              Rickenbacker 4001 bass guitar

              Gibson Les Paul

              Epiphone Casino
            

          


          Sir James Paul McCartney, MBE (born 18 June 1942) is an Academy Award-winning English singer, songwriter and multi-instrumentalist who first gained worldwide fame as one of the founding members of The Beatles. McCartney and John Lennon formed one of the most influential and successful songwriting partnerships and "wrote some of the most popular music in rock and roll history." After leaving The Beatles, McCartney launched a successful solo career and formed the band Wings with his first wife, Linda Eastman McCartney. He has worked on film scores, classical music, and ambient/electronic music; released a large catalogue of songs as a solo artist; and taken part in projects to help international charities.


          McCartney is listed in Guinness World Records as the most successful musician and composer in popular music history, with 60 gold discs and sales of 100 million singles. His song " Yesterday" is listed as the most covered song in history and has been played more than 7,000,000 times on American television and radio. Wings' 1977 single " Mull of Kintyre" became the first single to sell more than two million copies in the UK, and remains the UK's top selling non-charity single (three charity singles have since surpassed it in sales; the first to do soin 1984was Band Aid's " Do They Know It's Christmas?", whose participants included McCartney).


          His company MPL Communications owns the copyrights to more than three thousand songs, including all of the songs written by Buddy Holly, along with the publishing rights to such musicals as Guys and Dolls, A Chorus Line, and Grease. Aside from his musical work, McCartney is an actor, a painter and an advocate for animal rights, vegetarianism, and music education; he is active in campaigns against landmines, seal culls and Third World debt. McCartney was appointed a Member of the Order of the British Empire (MBE) in 1965, and was knighted in 1997.


          


          Early years: 19421957


          James Paul McCartney was born in Liverpool Walton Hospital, in Liverpool, England, where his mother, Mary, had worked as a nurse in the maternity ward. He has one brother, Michael, born 7 January 1944. McCartney was baptized Roman Catholic but was raised non-denominationally: his mother was Roman Catholic, and his father, James "Jim" McCartney, was a Protestant turned agnostic.


          In 1947, at age five, he began attending Stockton Wood Road Primary school. He then attended the Joseph Williams Junior School, and passed the 11-plus exam in 1953. Of the 90 children that took the exam, only three others passed, gaining all four places at the Liverpool Institute. In 1954, while riding on the bus to the Institute, he met George Harrison, who lived nearby. Passing the exam meant that McCartney and Harrison did not have to go to a secondary modern school, which most pupils attended until they were eligible to work. It also meant that Grammar school pupils had to find new friends.


          


          In 1955 the McCartney family moved to 20 Forthlin Road in Allerton. (The house is now owned by The National Trust.) Mary McCartney rode a bicycle to houses where she was needed as a midwife, and McCartney's earliest memory is of her leaving when it was snowing heavily. On 31 October 1956, Mary McCartney (who was a heavy smoker) died of an embolism after a mastectomy operation to stop the spread of her breast cancer. The early loss of his mother later connected McCartney with John Lennon, whose mother, Julia, died when Lennon was 17.


          McCartney's father was a trumpet player and pianist who had led Jim Mac's Jazz Band in the 1920s. He encouraged his two sons to be musical. Jim had an upright piano in the front room that he bought from Harry Epstein's store, and McCartney's grandfather, Joe McCartney, played an E-flat tuba. Jim McCartney used to point out the different instruments in songs on the radio, and often took Paul to local brass band concerts. After the death of his wife, Mary, Jim McCartney gave Paul a nickel-plated trumpet, but when skiffle music became popular, McCartney swapped the trumpet for a 15 Framus Zenith (model 17) acoustic guitar.


          McCartney, being left-handed, found the Zenith impossible to play. He then saw a poster advertising Slim Whitman and realised that Whitman played left-handed, with his guitar strung the opposite way to a right-handed player. McCartney wrote his first song (" I Lost My Little Girl") on the Zenith, and also played his father's Framus Spanish guitar when writing early songs with John Lennon. He later started playing piano and wrote " When I'm Sixty-Four". His father advised him to take some music lessons, which he did. But McCartney realised that he preferred to learn 'by ear' and never paid attention in music classes.
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          19571960: The Quarrymen and the Silver Beetles
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          The fifteen-year-old McCartney met Lennon and the Quarrymen (a band formed by John Lennon with several school friends) at the Woolton (St. Peter's church hall) fte on 6 July 1957. At the start of their friendship Lennon's Aunt Mimi disapproved of McCartney because he was, she said, " working class", and called McCartney, "John's little friend". McCartney's father told his son that Lennon would get him "into trouble", although he later allowed The Quarrymen to rehearse in the front room at 20 Forthlin Road.


          McCartney formed a close working relationship with Lennon and they collaborated on many songs. He convinced Lennon to allow George Harrison to join the Quarrymen after Lennon's initial reluctance (because of Harrison's young age) when Lennon heard Harrison play at a rehearsal in March 1958. Harrison joined the group as lead guitarist, followed by Lennon's art school friend, Stuart Sutcliffe, on bass, with whom McCartney later bickered regarding Sutcliffe's musical ability. By May 1960, they had tried several new names, including the Silver Beetles (and played a tour with Johnny Gentle, in Scotland). The Beatles changed the name of the group for their performances in Hamburg, in August 1960.


          [bookmark: 1960.E2.80.931970:_The_Beatles]


          19601970: The Beatles


          Starting in May 1960 The Beatles were managed by Allan Williams, who booked them into Bruno Koschmider's Indra club in Hamburg. McCartney's father was reluctant to let the teenage Paul go to Hamburg until Paul pointed out that he would earn two pounds and ten shillings per day. As this was more than he earned himself, Jim finally agreed.


          The Beatles first played at the Indra club, sleeping in small, dirty rooms in the Bambi Kino, and then moved (after the closure of the Indra) to the larger Kaiserkeller. In October 1960, they left Koschmider's club and worked at the "Top Ten Club", which was run by Peter Eckhorn. When McCartney and Pete Best went back to the Bambi Kino to get their belongings they found it in almost total darkness. As a snub to Koschmider, they found a condom, attached it to a nail on the concrete wall of their room, and set fire to it. There was no real damage, but Koschmider reported them for attempted arson. McCartney and Best spent three hours in a local jail and were deported, as was George Harrison, for working under the legal age limit. Lennon's work permit was revoked a few days later and he went home by train, but Sutcliffe had a cold and stayed in Hamburg, and then flew home.


          The group reunited in December 1960, and on 21 March 1961, played their first of many concerts at Liverpool's Cavern club. McCartney realised that other Liverpool bands were playing the same cover songs, which prompted him and Lennon to write more original material. The Beatles returned to Hamburg in April 1961, and recorded " My Bonnie" with Tony Sheridan. Sutcliffe left the band after the end of their contract, so Paul reluctantly took over bass. After borrowing Sutcliffe's Hfner 333 for a short time, he bought a left-handed 1962 500/1 model Hfner bass. On 1 October 1961, McCartney went with Lennon (who paid for the trip) to Paris for two weeks.


          The Beatles were first seen by Brian Epstein at the Cavern club on 9 November 1961, and he later signed them to a management contract. The Beatles' road manager, Neil Aspinall, drove them to London on 31 December 1961, where they auditioned the next day, but were rejected by Decca Records. In April 1962, they went back to Hamburg to play at the Star-Club, and learned of Stuart Sutcliffe's death a few hours before they arrived. The Beatles were ready to sign a record contract on 9 May 1962, with Parlophone Recordsafter having been rejected by many record companiesbut Epstein sacked Pete Best(at the behest of McCartney, Lennon and Harrison) before they signed the contract. " Love Me Do" was released on 5 October 1962, featuring McCartney singing solo on the chorus line.


          All Lennon-McCartney songs on the first pressing of Please Please Me album (recorded in one day on 11 February 1963) as well as the " Please Please Me" single, " From Me to You", and its B-side, " Thank You Girl", are credited to "McCartney-Lennon", but this was later changed to "Lennon-McCartney". They usually needed an hour or two to finish a song, which were written in hotel rooms after a concert, at Wimpole Street, at Cavendish Avenue, or at Kenwood (John Lennon's house). McCartney also wrote songs for other artists, such as Billy J. Kramer, Cilla Black, Badfinger, and Mary Hopkin -and most notably he wrote two hit songs for the group Peter & Gordon-launching their career. One song, "World Without Love", became a #1 hit in the U.K. & U.S. (Peter was the brother of Jane Asher, McCartney's girlfriend at the time)


          Lennon, Harrison, and Starr lived in large houses in the ' stockbroker belt' of southern England, but McCartney continued to live in central London: in Jane Asher's parents' house, and then at 7 Cavendish Avenue, St John's Wood, near the Abbey Road Studios. It was at Cavendish Avenue that McCartney bought his first Old English Sheepdog, Martha, which inspired the song " Martha My Dear".


          McCartney often went to nightclubs alone, which offered 'dining and dancing until 4.00 a.m.' and featured cabaret acts. McCartney would get preferential treatment everywhere he went, which he readily accepted. He even once accepted an offer from a policeman to be allowed to park McCartney's car. He later visited gambling clubs after 4.00am, such as 'The Curzon House', and often saw Brian Epstein there. The Ad Lib club (above the Prince Charles Theatre at 7 Leicester Place) was later opened for the emerging 'Rock and Roll' crowd of musicians, and tolerated their unusual lifestyle. After the Ad Lib fell out of favour, McCartney moved on to the Scotch of St James, at 13 Masons Yard. He also frequented The Bag O'Nails club at 8 Kingly Street in Soho, London, where he met Linda Eastman.


          The Beatles stopped touring after their last concert at Candlestick Park, San Francisco, on 29 August 1966. The other three Beatles had often talked about stopping touring, but after the Candlestick Park concert, and after having played so many concerts where they could not be heard, McCartney finally agreed that they should stop playing live concerts.


          McCartney was the first to be involved in a musical project outside of the group, when he composed the score for the film The Family Way in 1966. The soundtrack was later released as an album (also called The Family Way), and won the Ivor Novello Award for Best Instrumental Theme, ahead of acclaimed jazz musician Mike Turner. McCartney wrote songs for and produced other artists, including Mary Hopkin, Badfinger, and the Bonzo Dog Band, and in 1966, he was asked by Kenneth Tynan to write the songs for the National Theatre's production of As You Like It by William Shakespeare (starring Laurence Olivier) but declined.


          McCartney later attempted to persuade Lennon, Harrison and Starr to return to the stage, and when they had a meeting to sign a new contract with Capitol Records, McCartney suggested "going back to our roots," to which Lennon replied, "I think you're mad!" Although Lennon had quit the group in September 1969, and Harrison and Starr had temporarily left the group at various times, McCartney was the one who publicly announced The Beatles' breakup on 10 April 1970one week before releasing his first solo album, McCartney. The album included a press release inside with a self-written interview stating McCartney's hopes about the future. The Beatles' partnership was legally dissolved after McCartney filed a lawsuit on 31 December 1970.
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          1970s: Paul McCartney (solo) and Wings


          


          McCartney released his debut solo album, McCartney, in April 1970. He insisted that his wife should be involved in his musical career so that they would not be apart when he was on tour. McCartney's second solo album, Ram (1971) was credited to both Paul and Linda McCartney. In August of that year McCartney formed Wings with guitarist Denny Laine and drummer Denny Seiwell (although membership in Wings would change several times during its existence) and released their debut album, Wild Life. In 1972, Wings started an unplanned tour of British universities and small European venues. In February of that year, they released a single called " Give Ireland Back to the Irish", which was banned by the BBC. Wings then embarked on the 26-date Wings Over Europe Tour.


          Wings' 1973 album Red Rose Speedway spawned the band's first #1 in the United States, " My Love". On 16 April, McCartney starred in a TV variety show called James Paul McCartney. The band released Band on the Run, which won two Grammy Awards and is Wings' most lauded work. In October 1972, McCartney recorded the theme song for the James Bond film Live and Let Die. In 1973, Wings released the single " Jet", and in 1974, " Band on the Run" (the song) and " Junior's Farm". A jam session  with Lennon and McCartney  was recorded in California, in 1974, and released on the bootleg A Toot and a Snore in '74. "Venus and Mars" was released in 1975 which featured "Listen to What the Man Said" and "Rock Show." Through 1975 and 1976, Wings embarked on the ambitious Wings Over the World tour, a concert recording of which was released as Wings Over America.


          Later in 1977, Wings released " Mull of Kintyre". It stayed at #1 in the UK for nine weeks, and was the highest-selling single in the UK until 1984, when Band Aid's Do They Know It's Christmas beat its record. Wings toured again in 1979, and McCartney organised the Concerts for the People of Kampuchea. McCartney's " Rockestra" theme won a Grammy award. At Christmas 1979, McCartney released his (solo) " Wonderful Christmastime".


          Although McCartney's relationship with John Lennon was troubled, they reconciled during the 1970s. McCartney would often call Lennon, but was never sure of what sort of reception he would get, such as when McCartney once called Lennon and was told, "You're all pizza and fairytales!" McCartney understood that he could not just phone Lennon and only talk about business, so they often talked about cats, baking bread, or babies.


          


          Solo career


          [bookmark: 1980s]


          1980s


          In a 1980 interview, Lennon said that the last time he had seen McCartney was when they had watched the episode of Saturday Night Live (May 1976) where Lorne Michaels had made his $3,000 cash offer to get Lennon, McCartney, Harrison and Starr to reunite on the show. McCartney and Lennon had seriously considered going to the studio, but were too tired. This event was fictionalized in the 2000 television film, Two of Us.


          On the morning of 9 December 1980, McCartney awoke to the news that Lennon had been murdered outside his Dakota building home. Lennon's death created a media frenzy around the surviving members of The Beatles. On the evening of 9 December, as McCartney was leaving an Oxford Street recording studio, he was surrounded by reporters and asked for his reaction to Lennon's death. He replied, "I was very shocked, you know - this is terrible news," and said that he had spent the day in the studio listening to some material because he "just didn't want to sit at home." When asked why, he replied, "I didn't feel like it," and added, " drag, isn't it?" When published, his "drag" remark was criticized, and McCartney later regretted it. He furthermore stated that he had intended no disrespect but had just been at a loss for words, after the shock and sadness he felt over his friend Lennon's murder.


          In a Playboy interview in 1984, McCartney said that he went home that night and watched the news on televisionwhilst sitting with all his childrenand cried all evening. His last telephone call to John, which was just before Lennon and Yoko released Double Fantasy, was friendly. During the call, Lennon said (laughing) to McCartney, "This housewife wants a career!" which referred to Lennon's "house-husband" years, while he was looking after Sean Lennon. McCartney carried on recording after the death of Lennon but did not play any live concerts for some time. He explained that this was because he was nervous that he would be "the next" to be murdered. This led to a disagreement with Denny Laine, who wanted to continue touring and subsequently left Wings, which McCartney disbanded in 1981. Also in 1981, six months after Lennon's death, McCartney sang backup on George Harrison's tribute to Lennon, " All Those Years Ago," along with Ringo Starr.


          Like McCartney before it, McCartney played every instrument on the 1980 release McCartney II, with an emphasis on synthesisers instead of guitars. The single " Coming Up" reached #2 in Britain and #1 in the US., and Waterfalls was another UK Top 10 hit. McCartney's next album, 1982's Tug of War, reunited him with Beatles' producer George Martin and Ringo Starr and featured McCartney's duet with Stevie Wonder on " Ebony and Ivory" as well as his tribute to Lennon, "Here Today". Two further hit duets followed, both with Michael Jackson: " The Girl Is Mine", from Jackson's Thriller album, and " Say Say Say", a single from McCartney's 1983 album Pipes of Peace.


          McCartney wrote and starred in the 1984 film Give My Regards to Broad Street. The film and soundtrack featured the US and UK Top 10 hit " No More Lonely Nights" (and the album reached #1 in the UK), but the film did not do well commercially and received a negative critical response. Roger Ebert awarded the film a single star and wrote, "You can safely skip the movie and proceed directly to the sound track". Later that year, McCartney released " We All Stand Together", the title song from the animated film Rupert and the Frog Song and wrote and performed the title song to the movie Spies Like Us.


          In the second half of the decade McCartney would find new collaborators. Eric Stewart had appeared on McCartney's Pipes of Peace album, and he co-wrote most of McCartney's 1986 album Press to Play. The album, and its lead single, " Press" became minor hits. McCartney returned the favour by co-writing two songs for Stewart's band, 10cc: "Don't Break the Promises" ( ...Meanwhile, 1992), and "Yvonne's the One" ( Mirror Mirror, 1995). In 1987, EMI released All the Best! which was the first compilation of McCartney's own songs.


          In 1988, he released Снова в СССР, which was a collection of old Rock and roll hitswritten by othersthat McCartney had admired over the years. It was originally released only in the USSR, eventually receiving a general release in 1991. McCartney also began a musical partnership with the singer-songwriter Elvis Costello (Declan MacManus). The resulting songs would appear on several singles and albums by both artists, notably " Veronica" from Costello's album Spike, and " My Brave Face" from McCartney's Flowers in the Dirt, both released in 1989. The album reached #1 in the UK. Further McCartney/MacManus compositions for "Flowers in the Dirt" surfaced on the 1991 album Mighty Like a Rose (Costello) and 1993's Off the Ground (McCartney). In late 1989, McCartney started his first concert tour since John Lennon's murder, which the first tour of the U.S. in thirteen years.
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          1990s


          


          The 1990s saw McCartney venture into classical music. In 1991 the Royal Liverpool Philharmonic Society commissioned a musical piece by McCartney to celebrate its sesquicentennial. McCartney collaborated with Carl Davis to release Liverpool Oratorio. EMI Classics recorded the premiere of the oratorio and released it on a 2-CD album which topped the classical charts. His next classical project to be released (in 1995) was A Leaf, a solo-piano piece played by Royal College of Music gold-medal winner Anya Alexeyev. The Prince of Wales later honoured McCartney as a Fellow of The Royal College of Music. Other forays into classical music included Standing Stone (1997), Working Classical (1999), and " Ecce Cor Meum" (2006).


          In the early 1990s (after another world tour), McCartney reunited with Harrison and Starr to work on Apple's The Beatles Anthology documentary series. It included three double albums of alternative takes, live recordings, and previously unreleased Beatles songs, as well as a ten-hour video boxed set. Anthology 1 was released in 1995, and featured " Free as a Bird", which was the first Beatles reunion track, while Anthology 2, released in 1996, included " Real Love" (1996), the second and final in the reunion series. Both reunion tracks were completed by adding new music and vocal tracks to Lennon's demos from the late 1970s.


          In 1997, McCartney released Flaming Pie. The album garnered the best reviews for a McCartney album since Tug of War. It debuted at #2 in the UK and the US, and was nominated in the category Album of the Year at the 1998 Grammy Awards. In 1999, McCartney released another album of rock 'n' roll songs, titled Run Devil Run. That same year he was inducted into the Rock and Roll Hall of Fame as a solo artist.
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          2000s


          The year 2001 proved to be a busy and hectic one for McCartney. In May, he released Wingspan: An Intimate Portrait, a retrospective documentary that features behind-the-scenes films and photographs that Paul and Linda McCartney (who had died in 1998) took of their family and bands. Interspersed throughout the 88 minute film is an interview by Mary McCartney with her father. Mary was the baby photographed inside McCartney's jacket on the back cover of his first solo album, McCartney, and was one of the producers of the documentary.


          Earlier in the year, McCartney worked on what would become his new album, Driving Rain, released on 12 November. Driving Rain featured many uplifting songs inspired by and written for his soon-to-be wife Heather. Clearly determined to follow the example of Run Devil Run's brisk recording pace, most of the album was recorded in two weeks, starting in February 2001. McCartney also composed and recorded the title track for the film Vanilla Sky, released later that year. The track was nominated forbut did not winan Oscar for Best Original Song


          McCartney took a lead role in organising The Concert for New York City in response to the events of September 11. The concert took place on 20 October 2001.


          In late 2001, McCartney was informed that his former classmate, neighbour, ex-Beatles' lead guitarist, and best friend of over 45 years, George Harrison, was losing his battle with cancer. Upon Harrison's death on 29 November, McCartney told Entertainment Tonight, Access Hollywood, Extra, Good Morning America, The Early Show, MTV, VH-1 and Today that George was like his "baby brother". Harrison spent his last days in a Hollywood Hills mansion that was once leased by McCartney. On 29 November 2002on the first anniversary of George Harrison's deathMcCartney played Harrisons " Something" on a ukulele at the Concert for George.


          In 2002, McCartney went on another world tour that continued through the following two years. During the tour he contributed to an album titled Good Rockin' Tonight: The Legacy Of Sun Recordswhich included a version of the Elvis Presley hit " That's All Right (Mama)"recorded with Presley band members, Scotty Moore on lead guitar and drummer D.J. Fontana. McCartney performed during the pre-game ceremonies at the NFL's Super Bowl XXXVI in 2002, and starred in the halftime show at Super Bowl XXXIX in 2005. In 2003, McCartney went to Russia to play a concert in Red Square. Vladimir Putin gave McCartney a tour of the Square, and McCartney performed a private version of " Let It Be".


          In what would be his first British music festival appearance, McCartney headlined the Glastonbury Festival in June 2004. McCartney and festival organiser Michael Eavis picked up the NME Award on behalf of the festival, which won 'Best Live Event' in the 2005 awards. McCartney performed at the main Live 8 concert on 2 July 2005, playing "Sgt. Pepper's Lonely Hearts Club Band" with U2 to open the Hyde Park event, although Ringo Starr criticised McCartney for not asking him to play.


          On 18 June 2006, McCartney celebrated his 64th birthday, as in " When I'm Sixty-Four." Paul Vallely noted in The Independent:


          
            
              	

              	"Paul McCartneys 64th birthday is not merely a personal event. It is a cultural milestone for a generation. Such is the nature of celebrity, McCartney is one of those people who has represented the hopes and aspirations of those born in the baby-boom era, which had its awakening in the Sixties."

              	
            

          


          McCartney joined Jay-Z and Linkin Park onstage at the 2006 Grammy Awards in a performance of " Numb/Encore" & " Yesterday" to commemorate the recent passing of Coretta Scott King. McCartney later noted that it was the first time he had performed at the Grammys and quipped, "I finally passed the audition," which was a reference to the John Lennon comment at the end of the Let It Be film: "I'd like to say thank you on behalf of the group and ourselves and I hope we passed the audition." McCartney was nominated for another Grammy Award in 2007 for "Jenny Wren"a song from his 2005 album Chaos and Creation in the Backyard, which itself had been nominated as Album of the Year in 2006.


          On 21 March 2007, McCartney left EMI to become the first artist signed to Starbucks's new record label, Los Angeles-based Hear Music, to be distributed by Concord Music Group. He made an appearance via a video-feed from London at the company's annual meeting. "For me, the great thing is the commitment and the passion and the love of music, which as an artist is good to see. It's a new world now and people are thinking of new ways to reach the people, and that's always been my aim". There are also rumours about McCartney doing a UK stadium tour Summer 2007. The website Scarlet Mist features dates listed for Hampden Park in Glasgow, City of Manchester Stadium in Manchester, Wembley Stadium in London, and Kings Dock in Liverpool.


          


          On 2 April 2007, a crazed fan drove through the security fence on Paul McCartney's Peasmarsh county estate shouting that he had to "get at" the ex-Beatle. The incident echoed the murder of John Lennon and the attempted murder of George Harrison. The assailant was arrested after a chase through Sussex country lanes.


          McCartney played "secret gigs" in London, New York, and Los Angeles to promote his album. Several live recordings from these shows have been released as B-sides to Memory Almost Full's singles.


          On 13 November 2007, The McCartney Years, a 3-DVD set was released. It contains an exclusive commentary, behind the scenes footage, over 40 music videos and two hours of Historic Live Performances. Discs 1 and 2 contain McCartney's music videos. Disc 3 contains live performances taken from Wings' Rockshow in 1976, Unplugged in 1991, and Glastonbury in 2004. Other footage includes LIVE AID, the Super Bowl XXXIX Halftime Show, interviews with Melvyn Bragg and Michael Parkinson, and the 2005 documentary Creating Chaos at Abbey Road.


          


          Creative outlets


          During the '60s, McCartney was often seen at major cultural events, such as the launch party for The International Times, and at The Roundhouse (28 January and 4 February 1967). He also delved into the visual arts, becoming a close friend of leading art dealers and gallery owners, explored experimental film, and regularly attended movie, theatrical and classical music performances. His first contact with the London avant-garde scene was through John Dunbar, who introduced him to the art dealer Robert Fraser, who in turn introduced Paul to an array of writers and artists. McCartney later became involved in the renovation and publicising of the Indica Gallery in Mason's Yard, LondonJohn Lennon first met Yoko Ono at the Indica. The Indica Gallery brought McCartney into contact with Barry Miles, whose underground newspaper, The International Times, McCartney helped to start. Miles would become de facto manager of the Apple's short-lived Zapple Records label, and wrote McCartney's official biography, Many Years From Now (1998).


          McCartney has also written and released several pieces of modern classical music and ambient electronica, besides writing poetry and painting. McCartney is lead patron of the Liverpool Institute for Performing Arts, an arts school in the building formerly occupied by the Liverpool Institute for Boys. The 1837 building, which McCartney attended during his schooldays, had become derelict by the mid-1980s. On 7 June 1996, Queen Elizabeth II officially opened the redeveloped building.


          


          Classical music
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          McCartney's first complete foray into classical music was the quasi-autobiographical Liverpool Oratorio (1991), a collaborative composition with Carl Davis. The Oratorio was premiered in Liverpool's Anglican Cathedral, and had its North American premiere in Carnegie Hall in New York on 18 November 1991, with Davis conducting. McCartney's singers and musicians included the opera singers Dame Kiri Te Kanawa, Sally Burgess, Jerry Hadley and Willard White, with the Royal Liverpool Philharmonic Orchestra and the choir of Liverpool Cathedral. In 1997, McCartney made his second venture into classical music with Standing Stone, which was commissioned by EMI Records to mark EMI's 100th anniversary in the autumn of 1997. In 1999, McCartney released Working Classical.


          In 2000, McCartney released A Garland for Linda; a choral tribute album, with compositions from eight other contemporary composers. The music was performed by "The Joyful Company of Singers" to raise funds for The Garland Appeal, which is a fund to aid cancer sufferers.


          In March 2006, McCartney finished composing a 'modern classical' musical work named Ecce Cor Meum [Behold My Heart]. It was recorded with the Academy of St. Martin in the Fields, and the boys of King's College Choir, Cambridge, Magdalen College School, Oxford, and was premiered at the Royal Albert Hall in London on 3 November 2006.. It was voted Classical Album of the Year in 2007 in the Classical Brit Awards.


          


          Electronica


          After the recording of " Yesterday" in 1965, McCartney contacted the BBC Radiophonic Workshop in Maida Vale, London, to see if they could record an electronic version of the song, but never followed it up. When visiting John Dunbar's flat in London, McCartney would take along tapes he had compiled at Jane Asher's house. The tapes were mixes of various songs, musical pieces and comments made by McCartney that he had Dick James make into a demo record for him. He later made tape loops by recording voices, guitars and bongos on a Brenell tape machine, and splicing the various loops together. He reversed the tapes, sped them up, and slowed them down to create the effects he wanted (which were later used on Beatles' recordings, such as " Tomorrow Never Knows"). McCartney referred to them as electronic symphonies and was heavily influenced by John Cage at the time.


          In the spring of 1966, McCartney rented a ground floor and basement flat from Ringo Starr at 34 Montagu Square, which was used by McCartney as a small demo studio for poets and avant-garde musicians to record in. Apple Records later created their own Zapple sub-label, without McCartney's direct involvement but employing a similar aesthetic.


          In 1995, McCartney recorded a radio series called " Oobu Joobu" for the American network Westwood One, which McCartney described as being "wide-screen radio".


          During the 1990s, McCartney collaborated with Youth of Killing Joke under the name of the Fireman, and have released two ambient albums; Strawberries Oceans Ships Forest (in 1993) and Rushes, in 1998. In 2000, he released an album, Liverpool Sound Collage, with Super Furry Animals and Youth, utilising collage and musique concrete techniques which fascinated him in the mid-1960s. Most recently, in 2005, he worked on a project with bootleg producer and remixer Freelance Hellraiser, consisting of remixed versions of songs from throughout his solo career and released under the name Twin Freaks.


          


          Film


          McCartney was interested in animated films as a child, and later had the financial resources to ask Geoff Dunbar to direct a short animated film called the Rupert and the Frog Song in 1981. McCartney wrote the music and the script, was the producer, and added some of the characters voices. Dunbar worked again with McCartney on an animated film about the work of French artist Honore Daumier, in 1992, which won both of them a Bafta award. They also worked on Tropic Island Hum, in 1997. In 1995, McCartney directed a short documentary about The Grateful Dead. He is currently working on a documentary about a girl simply known as Cat the Pubes


          


          Painting


          In 1966, McCartney met art gallery-owner Robert Fraser, whose flat was visited by many well-known artists. McCartney met Andy Warhol, Claes Oldenburg, Peter Blake, and Richard Hamilton there, and learned about art appreciation. McCartney later started buying paintings by Magritte, and used Magritte's painting of an apple for the Apple Records logo. He now owns Magritte's easel and spectacles.


          McCartney's love of painting surfaced after watching artist Willem de Kooning paint, in Kooning's Long Island barn. McCartney took up painting in 1983. In 1999, he exhibited his paintings (featuring McCartney's portraits of John Lennon, Andy Warhol, and David Bowie) for the first time in Siegen, Germany, and included photographs by Linda. He chose the gallery because Wolfgang Suttner (local events organiser) was genuinely interested in his art, and the positive reaction led to McCartney showing his work in UK galleries. The first UK exhibition of McCartney's work was opened in Bristol, England with more than 500 paintings on display. McCartney had previously believed that "only people that had been to art school were allowed to paint" - as John Lennon had.


          In October 2000, Yoko Ono and McCartney presented art exhibitions in New York and London. McCartney said,


          
            
              	

              	I've been offered an exhibition of my paintings at the Walker Art Gallery in Liverpool where John and I used to spend many a pleasant afternoon. So I'm really excited about it. I didn't tell anybody I painted for 15 years but now I'm out of the closet.

              	
            

          


          


          Writing and poetry
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          When McCartney was young, his mother read him poems and encouraged him to read books. McCartney's father was interested in crosswords and invited the two young McCartneys (Paul and his brother Michael) to solve them with him, so as to increase their "word power". McCartney was later inspired - in his school years - by Alan Durband, who was McCartney's English literature teacher at the Liverpool Institute. Durband was a co-founder and fund-raiser at the Everyman Theatre in Liverpool, where Willy Russell also worked, and introduced McCartney to Geoffrey Chaucer's works. McCartney later took his A-level exams, but passed only one subject - Art.


          In 2001 McCartney published 'Blackbird Singing', a volume of poems some of which were lyrics to his songs, and gave readings in Liverpool and New York. Some of them were serious: "Here Today" (about John Lennon) and some humorous (" Maxwell's Silver Hammer"). In the foreword of the book, McCartney explained that when he was a teenager, he had "an overwhelming desire" to have a poem of his published in the school magazine. He wrote something "deep and meaningful", but it was rejected, and he feels that he has been trying to get some kind of revenge ever since. His first "real poem" was about the death of his childhood friend, Ivan Vaughan.


          In October 2005, McCartney released a children's book called High In The Clouds: An Urban Furry Tail. In a press release publicizing the book, McCartney said, "I have loved reading for as long as I can remember," singling out Treasure Island as a childhood favourite. McCartney collaborated with author Philip Ardagh and animator Geoff Dunbar to write the book.


          


          Relationships and marriages


          McCartney had a three-year relationship with Dot Rhone in Liverpool, and they were due to get married until Rhone lost the baby she was expecting. In London McCartney had a five-year relationship with actress Jane Asher. They were engaged to be married until they broke up in 1968. McCartney married American photographer Linda Eastman in 1969 (McCartney was the last Beatle to get married). They had four children, and remained married until Linda's death from breast cancer in 1998. In 2002, McCartney married former model Heather Mills and they had a child in 2003, although they announced their separation in May, 2006 and divorced later that year.


          Widespread animosity towards Paul McCartney's wives was reported in 2004. "They [the British public] didn't like me giving up on Jane Asher," McCartney said. "I married a New York divorcee with a child, and at the time they didn't like that."


          


          Relationship with Dot Rhone


          


          One of McCartney's first girlfriends was called Layla, whom McCartney remembered as having an unusual name in Liverpool at the time. Layla was slightly older than McCartney and buxom, and used to ask him to baby-sit with her, which was a code word for sex. Julie Arthur, another girlfriend, was Ted Ray's niece.


          McCartney's first serious girlfriend in Liverpool was Dot (Dorothy) Rhone, whom he met at the Casbah club in 1959. McCartney picked out the clothes he wanted Rhone to wear and told her which make-up to use. He also paid for Rhone to have her blonde hair done in the style of Brigitte Bardot, whom Lennon and McCartney idolised. When McCartney went to Hamburg with The Beatles he wrote regular letters to Rhone, and she accompanied Cynthia Lennon to Hamburg when The Beatles played there again in 1962. According to Rhone, McCartney bought her a gold ring, took her sightseeing around Hamburg and was very attentive and caring. Rhone later rented a room in the same house as Cynthia Lennon was living as McCartney helped with the rent. McCartney admitted that he had other girlfriends in Hamburg during his time with Rhone, and that they were usually " strippers", who knew a lot more than Liverpool girls about sex.


          Shortly after McCartney returned from Hamburg in May 1962, Rhone told him that she was pregnant. They told Jim McCartneywhom they expected to be shocked at the newsbut found him delighted at the prospect of becoming a grandfather. McCartney took out a marriage licence and set the wedding date for November; shortly before the baby was due. Rhone had a miscarriage in July 1962, and after a few weeks, McCartney's feelings towards Rhone "cooled off" and he finished their relationship.


          Rhone later emigrated to Toronto, Canada, and McCartney met her again when The Beatles played there, and then again with Wings. Rhone said that " Love of the Loved" and " P.S. I Love You" were written about her. Years later, Cynthia Lennon gave back Rhone the gold ring that McCartney had bought in Hamburg, as Cynthia had once tried it on when Rhone was washing dishes, and had forgotten to take it off. Rhone is now a grandmother and lives in Mississauga, Ontario.


          


          Relationship with Jane Asher


          The Beatles were performing at the Royal Albert Hall, in London, when McCartney first met British actress Jane Asher on 18 April 1963, and a photographer asked them to pose with Asher. The Beatles were interviewed by Asher for the BBC, and Asher was then photographed screaming at them like a fan. McCartney later persuaded her to become his girlfriend.


          McCartney soon met Jane's family: Margaret, Jane's mother, who combined her life as the mother of three children with a full-time career as a music teacher, and Jane's father, Richard, who was a physician. Jane's brother, Peter, was a member of Peter and Gordon, and Jane's younger sister, Clare, was also an actress. McCartney later gave " A World Without Love" to Peter and Gordon-as well as the song "Nobody I Know". Both songs became hits for the group. McCartney took up residence at the Ashers' house at 57 Wimpole Street, London, and lived there for nearly three years. During his time there McCartney met writers such as Bertrand Russell, Harold Pinter and Len Deighton. He wrote several songs at the Ashers', including " Yesterday", and worked on songs with John Lennon in the basement music room. Jane inspired many songs, such as " And I Love Her", " You Won't See Me", and " I'm Looking Through You". On 13 April 1965, McCartney bought a 40,000 three-storey Regency house, at 7 Cavendish Avenue, London, and spent a further 20,000 renovating it. McCartney created a music room on the top floor of his house, where he worked with Lennon. He thanked the Ashers by paying for the decoration of the front of their house.


          On 15 May 1967, McCartney met American photographer Linda Eastman at a Georgie Fame concert at The Bag O'Nails club in London. Eastman was in the UK on an assignment to take photographs of "Swinging sixties" musicians in London. McCartney and Linda later went to The Speakeasy club on Margaret Street. They met again four days later at the launch party for the Sgt. Pepper album at Brian Epstein's house in Belgravia, but when her assignment was completed, Linda flew back to New York City.


          On 25 December 1967, McCartney and Asher announced their engagement, and she accompanied McCartney to India in February and March of 1968. Asher broke off the engagement in early 1968, after coming back from Bristol to find Paul in bed with another woman. They attempted to mend the relationship, but finally broke it off in July 1968. Jane Asher has consistently refused to publicly discuss that part of her life.


          


          Marriage to Linda Eastman


          


          In May 1968, McCartney met Eastman again in New York, when Lennon and McCartney were there to announce the formation of Apple Corps. In September, McCartney phoned Eastman and asked her to fly over to London. Six months later, McCartney and Eastman were married at a small civil ceremony (when Linda was four months pregnant with McCartney's child) at Marylebone Registry Office on 12 March 1969. He later said that Eastman was the woman who, "gave me the strength and courage to work again" (after the break-up of The Beatles). Paul adopted Linda's daughter from her first marriage, Heather Louise (now a potter), and the couple had three more children together: photographer Mary Anna, fashion designer Stella Nina, and musician James Louis. Paul has claimed that he and Linda spent less than a week apart during their entire marriage, interrupted only by Paul's incarceration in Tokyo on drug charges in January 1980.


          Linda McCartney died following a battle with breast cancer in Tucson, Arizona, on 17 April 1998. McCartney denied rumours that her death was an assisted suicide.


          McCartney now has five grandchildren: Mary's two sons Arthur Alistair Donald (born 3 April 1999) and Elliot Donald (born 1 August 2002) and Stella's son Miller Alasdhair James Willis (born 25 February 2005) , daughter Bailey Linda Olwyn Willis (born 8 December 2006)., and son Beckett Robert Lee Willis (born 8 January 2008).


          In 2006, tapes recorded by Peter Coxwith whom Linda McCartney had written a vegetarian cookery book before her deathcame to light. The tapes were said to be conversations with Linda discussing her marriage. McCartney reportedly paid 200,000 to Cox for possession of the tapes.


          


          Marriage to Heather Mills


          After having sparked the interest of the tabloids about his appearances with Heather Mills at events, McCartney appeared publicly beside Mills at a party in January 2000, to celebrate her 32nd birthday. On 11 June 2002, McCartney married Mills, a former model and anti- landmines campaigner, in an elaborate ceremony at Castle Leslie in Glaslough, County Monaghan, Ireland, where more than 300 guests were invited and the reception included a vegetarian banquet. In October 2003, Mills McCartney gave birth to a daughter, Beatrice Milly McCartney. The baby was reportedly named after Heather's late mother Beatrice and Paul's Aunt Milly.


          On 29 July 2006, British newspapers announced that McCartney had petitioned for divorce, which sparked a press furor. A settlement was announced on 21 January 2007, but Mills' lawyers denied this.


          Pseudonyms


          Over the years, McCartney has released work under a number of pseudonyms. Prior to the success of The Beatles, McCartney would sometimes use the stage name Paul Ramone or Ramon (a sobriquet that was later the inspiration for the name of US punk band The Ramones). In 1964, McCartney wrote Peter and Gordon's first three hit singles; "A World Without Love", "Nobody I Know", and "I Don't Want To See You Again". Curious to see if their next single would sell without his name as writer, Paul wrote "Woman" for them, but credited it to 'Bernard Webb' ('A. Smith' in the U.S.). Nevertheless, it was also a hit.


          In 1968 he and Gus Dudgeon co-produced the song "I'm The Urban Spaceman" by the Bonzo Dog Doo-Dah Band and were collectively credited as "Apollo C. Vermouth" because of contractual restrictions. The band later paid tribute to them with their recording "Mister Apollo", a song about an impossibly perfect body builder.


          In 1971, Wings released their first album, Wild Life, with liner notes by Clint Harrigan. ( Thrillington, an orchestral version of Ram, also had liner notes by Harrigan.) McCartney later admitted he was Clint Harrigan.


          In 1974, he recorded an instrumental, "Walking in the Park with Eloise", which had been written by his father. The song (with B-side, "Bridge Over The River Suite") was released on a 1974 single by the "Country Hams", which featured Wings, Floyd Cramer and Chet Atkins. Both tracks were later featured on the CD reissue of Wings at the Speed of Sound.


          In 1977, McCartney released Thrillington, discussed above, under the name "Percy 'Thrills' Thrillington". The album was not well received, but is now a collectible item.


          In 1994 he appeared as " The Fireman" (a collaboration with Youth) with the album Strawberries Oceans Ships Forest, discussed above, an album based on sounds from his album "Off the Ground". In 1998, "The Fireman" appeared again with a second album, Rushes.


          


          Business


          McCartney is today one of Britain's wealthiest men, with an estimated fortune of 760 million. In addition to his interest in Apple Corps, McCartney's MPL Communications owns a significant music publishing catalogue, with access to over 25,000 copyrights.


          McCartney earned 40 million in 2003, making him Britain's highest media earner. This rose to 48.5 million by 2005. In the same year he joined the top American talent agency Grabow Associates, who arrange private performances for their richest clients.


          


          The Beatles catalogue


          


          Northern Songs was established in 1963, by Dick James, to publish the songs of Lennon/McCartney. The Beatles' partnership was replaced in 1968 by a jointly-held company, Apple Corps, which continues to control Apple's commercial interests. Northern Songs was purchased by Associated TeleVision (ATV) in 1969, and was sold in 1985 to Michael Jackson. For many years McCartney was unhappy about Jackson's purchase and handling of Northern Songs.


          


          MPL Communications


          MPL Communications is an umbrella company for McCartney's business interests, which owns a wide range of copyrights, as well as the publishing rights to musicals, and controls 25 subsidiary companies.


          In 2006, the Trademarks Registry reported that MPL had started a process to secure the protections associated with registering the name "Paul McCartney" as a trademark. The 2005 films, Brokeback Mountain and Good Night and Good Luck, feature MPL copyrights.


          


          Achievements and critique


          


          Criticism


          McCartney wrote in the concert programme for his 1989 world tour that Lennon received all the credit for being the avant-garde Beatle, and McCartney was known as 'baby-faced', which he disagreed with. People also assumed that Lennon was the 'hard-edged one', and McCartney was the 'soft-edged' Beatle, although McCartney admitted to 'bossing Lennon around.'


          Linda McCartney said that McCartney had a 'hard-edge'and not just on the surfacewhich she knew about after all the years she had spent living with him. McCartney seemed to confirm this edge when he commented that he sometimes meditates, which he said is better than "sleeping, eating, or shouting at someone".


          In June 1983, McCartney released " We All Stand Together" from the animated film Rupert And The Frog Song, which was commercially successful, but was widely ridiculed as being "one of the worst songs in recent years".


          


          Record-breaker


          McCartney is listed in The Guinness Book Of Records as the most successful musician and composer in popular music history, with sales of 100 million singles and 60 gold discs.


          He has achieved twenty-nine number-one singles in the U.S., twenty of them with The Beatles, the rest with Wings and as a solo artist. McCartney has been involved in more number-one singles in the United Kingdom than any other artist under a variety of credits, although Elvis Presley has achieved more as a solo artist. McCartney has achieved 24 number-ones in the U.K.: solo (1), Wings (1), with Stevie Wonder (1), Ferry Aid (1), Band Aid (1), Band Aid 20 (1) and The Beatles (17). McCartney is the only artist to reach the U.K. number one as a soloist ("Pipes of Peace"), duo ("Ebony and Ivory" with Stevie Wonder), trio ("Mull of Kintyre", Wings), quartet ("She Loves You", The Beatles), quintet ("Get Back", The Beatles with Billy Preston) and sextet ("Let It Be" with Ferry Aid).


          McCartney's song " Yesterday" is the most covered song in history with more than 3,500 recorded versions and has been played more than 7,000,000 times on American TV and radio, for which McCartney was given an award. After its 1977 release the Wings single "Mull of Kintyre" became the highest-selling record in British chart history, and remained so until 1984.


          On 2 July 2005, he was involved with the fastest-released single in history. His performance of " Sgt. Pepper's Lonely Hearts Club Band" with U2 at Live 8 was released only 45 minutes after it was performed, before the end of the concert. The single reached number six on the Billboard charts, just hours after the single's release, and hit number one on numerous online download charts across the world.


          McCartney played for the largest stadium audience in history when 184,000 people paid to see him perform at Maracan Stadium in Rio de Janeiro on 21 April, 1990, and he played his 3,000th concert in front of 60,000 fans in St Petersburg, Russia, on 20 June 2004. Over his career, McCartney has played 2,523 gigs with The Beatles, 140 with Wings, and 325 as a solo artist.


          


          Awards
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          On 12 June 1965, McCartney and the three other Beatles were appointed Members of the Order of the British Empire ( MBE); they received their insignia from the Queen at an investiture at Buckingham Palace on 26 October. On 11 March 1997, he was knighted for his "services to music". He dedicated his knighthood to fellow Beatles John Lennon, George Harrison, and Ringo Starr, and to the people of Liverpool.


          McCartney is the only ex-Beatle to have been nominated as a solo artist for an Academy Award, for songs in the films Vanilla Sky and Live and Let Die. The Beatles won the 1970 Oscar for 'Best Original Song Score' for the film Let It Be. McCartney also received an honorary doctorate of music from the University of Sussex.


          In February 1990, McCartney was awarded a Grammy Lifetime Achievement Award, At the 1983 BRIT Awards, McCartney won the award for 'British male solo artist' and 'The Sony award for technical excellence'. The minor planet 4148, discovered on 11 July 1983 by E. Bowell at the Anderson Mesa Station of the Lowell Observatory, was named 'McCartney' in honour of Paul.


          


          Discography


          These pages detail McCartney's recorded work with The Beatles, Wings, and his solo output from the 1960s to the present day:


          
            	Paul McCartney discography (including Wings' releases)


            	The Beatles discography

          


          



          


          Paul is dead rumours


          "Paul is Dead" is an urban legend alleging that McCartney died in 1966 and was replaced by a look-alike and sound-alike.


          
            Retrieved from " http://en.wikipedia.org/wiki/Paul_McCartney"
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              	Apostle to the Gentiles, Martyr
            


            
              	Born

              	no scholarly consensus on date, in Tarsus ( Acts 22:3)
            


            
              	Died

              	64-67 AD, in Rome during Nero's Persecution ( EH 3.1)
            


            
              	Venerated in

              	All Christianity
            


            
              	Major shrine

              	Basilica of Saint Paul Outside the Walls
            


            
              	Feast

              	January 25 (The Conversion of Paul)

              February 10 (Feast of Saint Paul's Shipwreck in Malta)

              June 29 ( Feast of Saints Peter and Paul)

              November 18 (Feast of the dedication of the basilicas of Saints Peter and Paul)
            


            
              	Attributes

              	Apostle; Missionary; Martyr; sword
            

          


          Saint Paul the apostle, (Hebrew: שאול התרסי aʾul HaTarsi, meaning "Saul of Tarsus", Ancient Greek: ύ Saul and ῦ Saulos and ῦ Paulos), the "Apostle to the Gentiles" (ca 5 - 67CE) was, together with Saint Peter and James the Just, the most notable of early Christian missionaries. Unlike the Twelve Apostles, there is no indication that Paul, born in Tarsus, ever met Jesus before the latter's crucifixion. According to Acts, his conversion took place as he was traveling the road to Damascus, and experienced a vision of the resurrected Jesus. Paul asserts that he received the Gospel not from man, but by "the revelation of Jesus Christ".


          Fourteen epistles in the New Testament are traditionally attributed to Paul, though in some cases the authorship is disputed. Paul had often employed an amanuensis, only occasionally writing himself. As a sign of authenticity, the writers of these epistles sometimes employ a passage presented as being in Paul's own handwriting. These epistles were circulated within the Christian community. They were prominent in the first New Testament canon ever proposed (by Marcion), and they were eventually included in the orthodox Christian canon of Scripture. They are believed to be the earliest-written books of the New Testament.


          Paul's influence on Christian thinking arguably has been more significant than any other New Testament author. His influence on the main strands of Christian thought has been demonstrable: from St. Augustine of Hippo to the controversies between Gottschalk and Hincmar of Reims; between Thomism and Molinism; Martin Luther, John Calvin and the Arminians; to Jansenism and the Jesuit theologians, and even to the German church of the twentieth century through the writings of the scholar Karl Barth, whose commentary on the Letter to the Romans had a political as well as theological impact.


          Early life
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          According to Acts, Paul was born in Tarsus, Cilicia in Asia Minor, or modern-day Turkey, under the name Saul, "an Israelite of the tribe of Benjamin, circumcised on the eighth day" ( Philippians 3:5). However, Paul's own letters never mention this as his birthplace, nor is the name "Saul" alluded to. Acts records that Paul was a Roman citizen  a privilege he used a number of times in his defence, appealing against convictions in Judaea to Rome ( Acts 22:25 and Acts 2728). According to Christian tradition, his parents lived in Jish, Galilee. According to Acts 22:3, he studied in Jerusalem under the Rabbi Gamaliel, well known in Paul's time. There is at least some doubt about this story, as Paul writes that he was unknown by face to those in Jerusalem before visiting there as an adult. He described himself as a Pharisee ( Philippians 3:5). He supported himself during his travels and while preaching  a fact he alludes to a number of times (e.g., 1 Corinthians 9:1315). According to Acts 18:3 he worked as a tentmaker.


          Although Saul was educated as a Pharisee in House of Hillel Halakha under Gamaliel, Eusebius cites an Ebionite tradition that in order to marry the High Priest's daughter, Paul converted to the Sadduccee faction which controlled the Sanhedrin at the time. He first appears in the pages of the New Testament as a witness to the martyrdom of Stephen ( Acts 7:57-8:3). He was, as he described himself, a persistent persecutor of the Church ( 1 Corinthians 15:9, Galatians 1:13) (almost all of whose members were Jewish or Jewish proselytes), until his experience on the Road to Damascus which resulted in his conversion. Ebionite tradition recorded by Eusebius asserts that he joined the Jesus movement only after his love for the High Priest's daughter was spurned. Paul himself is very disinclined to talk about the precise character of his conversion ( Galatians 1:1124) though he uses it as authority for his independence from the apostles. In Acts there are three accounts of his conversion experience:


          
            	The first is a description of the event itself ( Acts 9:120) in which he is described as falling to the ground, as a result of a flash of light from the sky, hearing the words "Saul, Saul why are you persecuting me?"


            	The second is Paul's witness to the event before the crowd in Jerusalem ( Acts 22:122).


            	The third is his testimony before King Agrippa II ( Acts 26:124).

          


          In the accounts, he is described as being led by those he was traveling with , blinded by the light, to Damascus where his sight was restored by a disciple called Ananias then he was baptized.


          


          Mission
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          Following his stay in Damascus after his conversion, where he was baptized, Paul says that he first went to Arabia, and then came back to Damascus ( Galatians 1:17). According to Acts, his preaching in the local synagogues got him into trouble there, and he was forced to escape, being let down over the wall in a basket ( Acts 9:23). He describes in Galatians, how three years after his conversion, he went to Jerusalem, where he met James, and stayed with Simon Peter for 15 days ( Galatians 1:1324). According to Acts, he apparently attempted to join the disciples and was accepted only owing to the intercession of Barnabas  they were all understandably afraid of him as one who had been a persecutor of the Church ( Acts 9:2627). Again, according to Acts, he got into trouble for disputing with "Hellenists" ( Koine Greek speaking Jews and Gentile "God-fearers") and so he was sent back to Tarsus.


          Paul's narrative in Galatians states that 14 years after his conversion he went again to Jerusalem. It is not known exactly what happened during these so-called "unknown years," but both Acts and Galatians provide some details. At the end of this time, Barnabas went to find Paul and brought him back to Antioch ( Acts 11:26).


          When a famine occurred in Judaea, around 4546, Paul, along with Barnabas and a Gentile named Titus, journeyed to Jerusalem to deliver financial support from the Antioch community. According to Acts, Antioch had become an alternative centre for Christians, following the dispersion after the death of Stephen. It was at this time in Antioch, Acts reports, the followers of Jesus were first called "Christians."


          


          First missionary journey


          Pauls first missionary journey begins in Acts 13 in Antioch in approximately AD 47. During this period the Christian church here grew in prominence partially owing to Jewish Christians fleeing from Jerusalem. The Holy Spirit, speaking through one of the prophets listed in Acts 13:1, identifies Barnabas and Saul to be appointed for the work which I have called them to. The group then releases the pair from the church to spread the Gospel into the predominantly Gentile mission field. The significance of the Holy Spirit selecting him can be seen in Galatians 1:1 when Paul states that he is made an apostle not through man, but through Jesus Christ and God the Father.


          Traveling via the port of Seleucia Pieria, Barnabas and Sauls initial destination is the island of Cyprus of which Barnabas had intimate knowledge, as he grew up there Acts 4:36. Preaching throughout the island, it is not until reaching the city of Paphos that they meet the magician and false prophet Bar-Jesus, described by Luke as full of deceit and all fraud. The two rebuke the magician, causing him to go blind and, upon seeing this Sergius Paulus, is astonished at the teaching of the Lord.
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          Once having left Cyprus, Saul exchanges his Hebrew name for the more appropriate Greco-Roman name of Paul for ministering to the Gentiles. It is also here that their helper John Mark departs them - an act which later becomes a source of much tension between Paul and Barnabas and ultimately leading to their split in Acts 15:36-41. The two then set about strategically preaching to major cities as they make their way across the provinces of Asia Minor. A noticeable pattern begins to develop: after successfully speaking to the people in an area, the local Jews become apprehensive resulting in hostility which eventually forces them to move on.


          An example of this can be seen in Antioch of Pisidia. Pauls preaching in the local synagogue spreads quickly to ensure that almost the entire city turns out to hear him speak the following week. So radical is Pauls message of salvation for both Jews and Gentiles through the justification of the death and resurrection of Jesus, the two are expelled from the city by the jealous Jewish chief men of the city. Likewise in the subsequent city of Iconium their message splits the town population in two. Ultimately they are compelled to flee because of rising Jewish violence against them.


          Traveling on to Lystra where no mention is made of any God fearing gentiles, it can be assumed that there was most likely no synagogue here. With no formal place to preach in they come across a man who has been crippled from birth. Seeing that the man has faith enough to be healed at Paul's instruction, he gets up and walks. In spite of this the Lystrians are now convinced that the two are the human incarnation of Zeus and Hermes and proceed to sacrifice oxen before them. Paul and Barnabas are so distraught at this that they tear off their clothes and cry out to the people. Pleading with the crowd, the style of preaching becomes more basic as Lystra has no knowledge of God. Paul starts from the basics by stating that God is a living God who made the heavens, earth and seas ( Acts 14:15).


          Paul is then hunted by disgruntled Jews from Antioch and Iconium and is stoned to the point where he is thought to be dead. Amazingly he gets to his feet and flees to Derbe and preaches the word there. He then opts to return to the cities he visited to encourage disciples, establish churches and appoint elders. This emphasis on the role of the whole church is strengthened once at home in Antioch where he finally gathers together the unified church to report to them on all his experiences. Here he summarises the aim of his journey well, to give God the honour and the glory ( Acts 15:4)


          Part of this first missionary journey can be walked today in the Saint Paul Trail, a long-distance footpath in Turkey.


          


          Council of Jerusalem


          According to Acts 15, Paul attended a meeting of the apostles and elders held in Jerusalem where they discussed the question of circumcision of Gentile Christians and whether Christians should follow the Mosaic law. Traditionally, this meeting is called the Council of Jerusalem, though nowhere is it called so in the text of the New Testament. Paul and the apostles apparently met at Jerusalem several times. Unfortunately, there is some difficulty in determining the sequence of the meetings and exact course of events. Some Jerusalem meetings are mentioned in Acts, some meetings are mentioned in Paul's letters, and some appear to be mentioned in both. For example, it has been suggested that the Jerusalem visit for famine relief implied in Acts 11:2730 corresponds to the "first visit" (to Cephas and James only) narrated in Galatians 1:1820. In Galatians 2:1, Paul describes a "second visit" to Jerusalem as a private occasion, whereas Acts 15 describes a public meeting in Jerusalem addressed by James at its conclusion. Thus, while most think that Galatians 2:1 corresponds to the Council of Jerusalem in Acts 15, others think that Paul is referring here to the meeting in Acts 11 (the "famine visit"). Other conjectures have been offered: the "fourteen years" could be from Paul's conversion rather than the first visit; If there was a public rather than a private meeting, it seems likely that it took place after Galatians was written.


          According to Acts, Paul and Barnabas were appointed to go to Jerusalem to speak with the apostles and elders and were welcomed by them. The key question raised (in both Acts and Galatians and which is not in dispute) was whether Gentile converts needed to be circumcised ( Acts 15:2ff; Galatians 2:1ff). Paul states that he had attended "in response to a revelation and to lay before them the gospel that I preached among the Gentiles" ( Galatians 2:2). Peter publicly reaffirmed a decision he had made previously ( Acts 10-11), proclaiming: "[God] put no difference between us and them, purifying their hearts by faith" ( Acts 15:9), echoing an earlier statement: "Of a truth I perceive that God is no respecter of persons" ( Acts 10:34). James concurred: "We should not trouble those of the Gentiles who are turning to God" ( Acts 15:1921), and a letter (later known as the Apostolic Decree) was sent back with Paul to the Gentiles who Honoured God's name enjoining them from idolatry, from bloodshed, from unkashered meat, and from sexual immorality ( Acts 15:29), which some consider related to Noahide Law while others instead see a connection to Leviticus 17 and 18.


          Despite the agreement they achieved at the meeting as understood by Paul, Paul recounts how he later publicly confronted Peter, also called the "Incident at Antioch" over his reluctance to share a meal with Gentile Christians in Antioch. Paul later wrote: "I opposed [Peter] to his face, because he was clearly in the wrong" and said to the apostle: "You are a Jew, yet you live like a Gentile and not like a Jew. How is it, then, that you force Gentiles to follow Jewish customs?" ( Galatians 2:1114). Paul also mentioned that even Barnabas sided with Peter. On the incident, the Catholic Encyclopedia: Judaizers: The Incident at Antioch states: "St. Paul's account of the incident leaves no doubt that St. Peter saw the justice of the rebuke." However, L. Michael White's From Jesus to Christianity states: "The blowup with Peter was a total failure of political bravado, and Paul soon left Antioch as persona non grata, never again to return." (see also Pauline Christianity). Acts does not record this event, saying only that "some time later," Paul decided to leave Antioch (usually considered the beginning of his "Second Missionary Journey," ( Acts 15:3618:22) with the object of visiting the believers in the towns where he and Barnabas had preached earlier, but this time without Barnabas. At this point the Galatians witness ceases.


          


          Paul's visits to Jerusalem in Acts and the epistles


          This table is adapted from White, From Jesus to Christianity.


          
            
              	Acts

              	Epistles
            


            
              	
                
                  	First visit to Jerusalem ( Acts 9:2627)

                    
                      	after Damascus conversion


                      	preaches openly in Jerusalem with Barnabas

                    

                  

                


                
                  	Second visit to Jerusalem ( Acts 11:2930)

                    
                      	For famine relief

                    

                  

                


                
                  	Third visit to Jerusalem ( Acts 15:119)

                    
                      	With Barnabas


                      	"Council of Jerusalem"

                    

                  

                


                
                  	Fourth visit to Jerusalem ( Acts 18:2122)

                    
                      	To "keep the feast" ( Acts 18:21)

                    

                  


                  	Fifth visit to Jerusalem ( Acts 21:17ff)

                    
                      	Paul arrested

                    

                  

                

              

              	
                
                  	No visit to Jerusalem immediately after conversion ( Galatians 1:1718)


                  	First visit to Jerusalem ( Galatians 1:1820)

                    
                      	Sees only Cephas (Peter) and James

                    

                  

                


                
                  	Second visit to Jerusalem ( Galatians 2:110)

                    
                      	With Barnabas and Titus


                      	Possibly the "Council of Jerusalem"


                      	Paul agrees to "remember the poor"


                      	Followed by confrontation with Peter in Antioch ( Galatians 2:1114)

                    

                  

                


                
                  	Third visit to Jerusalem ( Romans 15:25ff, 2 Corinthians 89, 1 Corinthians 16:13)

                    
                      	Paul delivers the collection for the poor

                    

                  

                

              
            

          


          


          Second missionary journey


          
            [image: Saint Paul, Byzantine ivory relief, 6th-early 7th century (Mus�e de Cluny)]

            
              Saint Paul, Byzantine ivory relief, 6th-early 7th century ( Muse de Cluny)
            

          


          And following a dispute between Paul and Barnabas over whether they should take John Mark with them, they go on separate journeys ( Acts 15:3641)  Barnabas with John Mark, and Paul with Silas.


          Following Acts 16:118:22, Paul and Silas go to Derbe and then Lystra. They are joined by Timothy, the son of a Jewish woman and a Greek man. According to Acts 16:3, Paul circumcises Timothy before leaving.


          They continue to Phrygia and northern Galatia to Troas, when, inspired by a vision they set off for Macedonia. At Philippi they meet and bring to faith a wealthy woman named Lydia of Thyatira, they then baptize her and her household; there Paul is also arrested and badly beaten. According to Acts, Paul then sets off for Thessalonica. This accords with Paul's own account ( 1 Thessalonians 2:2), though, given that he had been in Philippi only "some days," the church must have been founded by someone other than Paul. According to Acts, Paul then comes to Athens where he gives his speech in the Areopagus; in this speech, he tells Athenians that the " Unknown God" to whom they had a shrine is in fact known, as the God who had raised Jesus from the dead. ( Acts 17:1634)
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          Thereafter Paul travelled to Corinth, where he settled for three years and where he may have written 1 Thessalonians which is estimated to have been written in 50 or 51. At Corinth, ( Acts 18:1217) the "Jews united" and charged Paul with "persuading the people to worship God in ways contrary to the law"; the proconsul Gallio then judged that it was an internal religious dispute and dismissed the charges. "Then all of them (Other ancient authorities read all the Greeks) seized Sosthenes, the official of the synagogue, and beat him in front of the tribunal. But Gallio paid no attention to any of these things." From an inscription in Delphi that mentions Gallio held office from 5152 or 5253, the year of the hearing must have been in this time period, which is the only fixed date in the chronology of Paul's life.


          


          Third missionary journey


          Following this hearing, Paul continued his preaching, usually called his "third missionary journey" ( Acts 18:2321:26), traveling again through Asia Minor and Macedonia, to Antioch and back. He caused a great uproar in the theatre in Ephesus, where local silversmiths feared loss of income due to Paul's activities. Their income relied on the sale of silver statues (idols) of the goddess Artemis, whom they worshipped; the resulting mob almost killed Paul ( Acts 19:2141) and his companions. Later, as Paul was passing near Ephesus on his way to Jerusalem, Paul chose not to stop, since he was in haste to reach Jerusalem by Pentecost. The church here, however, was so highly regarded by Paul that he called the elders to Miletus to meet with him ( Acts 20:1638).


          


          Arrest and death


          According to Acts 21:1726, upon his arrival in Jerusalem, the Apostle Paul provided a detailed account to James regarding his ministry among the Gentiles, it states further that all the Elders were present. James and the Elders praised God for the report which they received. Afterward the elders informed him of rumors that had been circulating, which stated that he was teaching Jews to forsake observance of the Mosaic law, and the customs of the Jews; including circumcision. To rebut these rumors, the elders asked Paul to join with four other men in performing the vow of purification according to Mosaic law, in order to disprove the accusations of the Jews. Paul agreed, and proceeded to perform the vow. See Also: Relationship with Judaism
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          Some of the Jews had seen Paul accompanied by a Gentile, and assumed that he had brought the Gentile into the temple, which if he had been found guilty of such, would have carried the death penalty. The Jews were on the verge of killing Paul when Roman soldiers intervened. The Roman commander took Paul into custody to be scourged and questioned, and imprisoned him, first in Jerusalem, and then in Caesarea.


          Paul claimed his right as a Roman citizen to be tried in Rome, but owing to the inaction of the governor Antonius Felix, Paul languished in confinement at Caesarea for two years. When a new governor (Porcius Festus) took office, Paul was sent by sea to Rome. During this trip to Rome, Paul was shipwrecked on Malta, where Acts states that he preached the Gospel, and the people converted to Christianity. The Roman Catholic church has named the Apostle Paul as the patron saint of Malta in observance of his work there. It is thought that Paul continued his journey by sea to Syracuse, on the Italian island of Sicily before eventually going to Rome. According to Acts 28:3031, Paul spent another two years in Rome under house arrest, where he continued to preach the gospel and teach about Jesus being the Christ.


          Of his detention in Rome, Philippians provides some additional support. It was clearly written from prison and references to the " praetorian guard" and "Caesar's household," which may suggest that it was written from Rome.


          Whether Paul died in Rome, or was able to go to Spain as he had hoped, as noted in his letter to the Romans ( Romans 15:2227), is uncertain. 1 Clement reports this about Paul:


          
            "By reason of jealousy and strife Paul by his example pointed out the prize of patient endurance. After that he had been seven times in bonds, had been driven into exile, had been stoned, had preached in the East and in the West, he won the noble renown which was the reward of his faith, having taught righteousness unto the whole world and having reached the farthest bounds of the West; and when he had borne his testimony before the rulers, so he departed from the world and went unto the holy place, having been found a notable pattern of patient endurance."

          


          Commenting on this passage, Raymond Brown writes that while it "does not explicitly say" that Paul was martyred in Rome, "such a martydom is the most reasonable interpretation."


          Eusebius of Caesarea, who wrote in the fourth century, states that Paul was beheaded in the reign of the Roman Emperor Nero. This event has been dated either to the year 64, when Rome was devastated by a fire, or a few years later, to 67. A Roman Catholic liturgical solemnity of Peter and Paul, celebrated on June 29, may reflect the day of his martyrdom, other sources have articulated the tradition that Peter and Paul died on the same day (and possibly the same year). Some hold the view that he could have revisited Greece and Asia Minor after his trip to Spain, and might then have been arrested in Troas, and taken to Rome and executed ( 2 Timothy 4:13). A Roman Catholic tradition holds that Paul was interred with Saint Peter ad Catacumbas by the via Appia until moved to what is now the Basilica of Saint Paul Outside the Walls in Rome (now in the process of being excavated). Bede, in his Ecclesiastical History, writes that Pope Vitalian in 665 gave Paul's relics (including a cross made from his prison chains) from the crypts of Lucina to King Oswy of Northumbria, northern Britain. However, Bede's use of the word "relic" was not limited to corporal remains.


          


          Writings


          


          Authorship
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          Saint Paul is the second most prolific contributor to the New Testament (after Luke, whose two books amount to nearly a third of the New Testament). Thirteen letters are attributed to him with varying degrees of confidence. The letters are written in Koine Greek and it may be that he employed an amanuensis, only occasionally writing himself. The undisputed Pauline epistles contain the earliest systematic account of Christian doctrine, and provide information on the life of the infant Church. They are arguably the oldest part of the New Testament. Paul also appears in the pages of the Acts of the Apostles, attributed to Luke, so that it is possible to compare the account of his life in the Acts with his own account in his various letters. His letters are largely written to churches which he had founded or visited; he was a great traveler, visiting Cyprus, Asia Minor (modern Turkey), Macedonia, mainland Greece, Crete, and Rome bringing the teachings of Jesus of Nazareth with him. His letters are full of expositions of what Christians should believe and how they should live. He does not tell his correspondents (or the modern reader) much about the life of Jesus; his most explicit references are to the Last Supper ( 1 Corinthians 11:17-34) and the crucifixion and resurrection ( 1 Corinthians 15 1 Corinthians 15). His specific references to Jesus' teaching are likewise sparse ( 1 Corinthians 7:10-11, 9:14), raising the question, still disputed, as to how consistent his account of the faith is with that of the four canonical Gospels, Acts, and the Epistle of James. The view that Paul's Christ is very different from the historical Jesus has been expounded by Adolf Harnack among many others. Nevertheless, he provides the first written account of what it is to be a Christian and thus of Christian spirituality.


          Of the thirteen letters traditionally attributed to Paul and included in the Western New Testament canon, there is little or no dispute that Paul actually wrote at least seven, those being Romans, First Corinthians, Second Corinthians, Galatians, Philippians, First Thessalonians, and Philemon. Hebrews, which was ascribed to him in antiquity, was questioned even then, never having an ancient attribution, and in modern times is considered by most experts as not by Paul (see also Antilegomena). The authorship of the remaining six Pauline epistles is disputed to varying degrees.


          The authenticity of Colossians has been questioned on the grounds that it contains an otherwise unparalleled description (among his writings) of Jesus as 'the image of the invisible God,' a Christology found elsewhere only in St. John's gospel. On the other hand, the personal notes in the letter connect it to Philemon, unquestionably the work of Paul. More problematic is Ephesians, a very similar letter to Colossians, but which reads more like a manifesto than a letter. It is almost entirely lacking in personal reminiscences. Its style is unique; it lacks the emphasis on the cross to be found in other Pauline writings, reference to the Second Coming is missing, and Christian marriage is exalted in a way which contrasts with the grudging reference in 1 Corinthians 7:8-9. Finally it exalts the Church in a way suggestive of a second generation of Christians, 'built upon the foundation of the apostles and prophets' now past. The defenders of its Pauline authorship argue that it was intended to be read by a number of different churches and that it marks the final stage of the development of Paul of Tarsus's thinking.


          The Pastoral Epistles, 1 and 2 Timothy, and Titus have likewise been put in question as Pauline works. Three main reasons are advanced: first, their difference in vocabulary, style and theology from Paul's acknowledged writings; secondly, the difficulty in fitting them into Paul's biography as we have it. They, like Colossians and Ephesians, were written from prison but suppose Paul's release and travel thereafter. Finally, the concerns expressed are very much the practical ones as to how a church should function. They are more about maintenance than about mission.


          2 Thessalonians, like Colossians, is questioned on stylistic grounds, with scholars noting, among other peculiarities, a dependence on 1 Thessalonians yet a distinctiveness in language from the Pauline corpus.


          


          Paul and Jesus
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          Little can be deduced about the historical life of Jesus from Paul's letters. He mentions specifically the Last Supper ( 1 Corinthians 11:23ff), his death by crucifixion ( 1 Corinthians 2:2; Philippians 2:8), and his resurrection ( Philippians 2:9). In addition, Paul states that Jesus was a Jew of the line of David ( Romans 1:3) who was betrayed ( 1 Corinthians 11:12). Paul concentrates instead on the nature of Christians' relationship with Christ and, in particular, on Christ's saving work. In Mark's gospel, Jesus is recorded as saying that he was to "give up his life as a ransom for many." Paul's account of this idea of a saving act is more fully articulated in various places in his letters, most notably in his letter to the Romans.


          What Christ has achieved for those who believe in him is variously described: as sinners under the law, they are " justified by his grace as a gift"; they are " redeemed" by Jesus who was put forward by God as expiation; they are "reconciled" by his death; his death was a propitiatory or expiatory sacrifice or a ransom paid. The gift (grace) is to be received in faith ( Romans 3:24; Romans 5:9).


          Justification derives from the law courts. Those who are justified are acquitted of an offence. Since the sinner is guilty, he or she can only be acquitted by someone else, Jesus, standing in for them, which has led many Christians to believe in the teaching known as the doctrine of penal substitution. The sinner is, in Paul's words "justified by faith" ( Romans 5:1), that is, by adhering to Christ, the sinner becomes at one with Christ in his death and resurrection (hence the word " atonement"). Acquittal, however, is achieved not on the grounds that we share in Christ's innocence, but on the grounds of his sacrifice (crucifixion), i.e., his innocent undergoing of punishment on behalf of sinners who should have suffered divine retribution for their sins. They deserved to be punished and he took their punishment. They are justified by his death, and now "so much more we are saved by him from divine retribution" ( Romans 5:9).


          For an understanding of the meaning of faith as that which justifies, Paul turns to Abraham, who trusted God's promise that he would be father of many nations. Abraham preceded the giving of the law on Mount Sinai. Abraham could not, of course, have faith in the living Christ but, in Paul's view, "the gospel was preached to him beforehand" ( Galatians 3:8); this is in line with Paul's belief in the pre-existence of Christ (cf. Philippians 2:511.


          Within the last three decades, a number of theologians have put forward a "new perspective" on Paul's doctrine of justification, and even more specifically on what he says about justification by faith. Justification by faith means God accepts Gentiles in addition to Jews, since both believe in God. Paul writes in his letter to the Romans, "For we maintain that a man is justified by faith apart from observing the law. Is God the God of Jews only? Is he not the God of Gentiles too? Yes, of Gentiles too, since there is only one God, who will justify the circumcised by faith and the uncircumcised through that same faith" (Romans 3:28-30). Faith is the central component of Paul's doctrine of justification -- it means that Gentiles don't need to become Israelites when they convert to Christianity, because God is not just the God of one nation, but Gentile and Jew alike.
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          Redemption has a different origin, that of the freeing of slaves; it is similar in character as a transaction to the paying of a ransom, (cf. Mark 10:45) though the circumstances are different. Money was paid in order to set free a slave who was in the ownership of another. Here the price was the costly act of Christ's death. On the other hand, no price was paid to anyone  Paul does not suggest, for instance, that the price be paid to the devil  though this has been suggested by learned writers, ancient and modern, such as Origen and St. Augustine, as a reversal of the Fall by which the devil gained power over humankind.


          A third expression, reconciliation, is about the making of peace ( Colossians 1:20 and Romans 5:9), another variant of the same theme. Elsewhere ( Ephesians 2:14) he writes of Christ breaking down the dividing wall between Jew and Gentile, which the law constituted.


          Sacrifice is an idea often elided with justification, but carries with it either the notion of appeasing the wrath of God (propitiation) or dealing with sin (expiation).


          As to how a person appropriates this gift, Paul writes of a mystical union with Christ through baptism: "we who have been baptised into Christ Jesus were baptised into his death" ( Romans 6:4). He writes also of our being "in Christ Jesus" and alternately, of "Christ in you, the hope of glory." Thus, the objection that one person cannot be punished on behalf of another is met with the idea of the identification of the Christian with Christ through baptism.


          These expressions, some of which are to be found in the course of the same exposition, have been interpreted by some scholars, such as the mediaeval teacher Peter Abelard and, much more recently, Hastings Rashdall, as metaphors for the effects of Christ's death upon those who followed him. This is known as the "subjective theory of the atonement." On this view, rather than writing a systematic theology, Paul is trying to express something inexpressible. According to Ian Markham, on the other hand, the letter to the Romans is "muddled."


          But others, ancient and modern, Protestant and Catholic, have sought to elaborate from his writing objective theories of the Atonement on which they have, however, disagreed. The doctrine of justification by faith alone was the major source of the division of western Christianity known as the Protestant Reformation which took place in the sixteenth century. Justification by faith was set against salvation by works of the law  in this case, the acquiring of indulgences from the Church and even such good works as the corporal works of mercy. The result of the dispute, which undermined the system of endowed prayers and the doctrine of purgatory, contributed to the creation of Protestant churches in Western Europe, set against the Roman Catholic Church. Solifidianism (from sola fide, the Latin for "faith alone"), the name often given to these views, is associated with the works of Martin Luther (1483  1546) and his followers.


          The various doctrines of the atonement have been associated with such theologians as Anselm; John Calvin; and more recently Gustaf Auln; none found their way into the Creeds. The substitutionary theory (above), in particular, has fiercely divided Christendom; some pronouncing it essential and others repugnant. (In law, no one can be punished instead of another and the punishment of the innocent is a prime example of injustice  which tells against too precise an interpretation of the atonement as a legal act.)


          Further, because salvation could not be achieved by merit, Paul lays some stress on the notion of its being a free gift, a matter of Grace. Whereas grace is most often associated specifically with the Holy Spirit, in St. Paul's writing, grace is received through Jesus ( Romans 1:5), from God through the redemption which is in Christ Jesus ( Romans 3:24, and especially in 2 Corinthians 13:14). On the other hand, the Spirit he describes is the Spirit of Christ (see below). The notion of free gift, not the subject of entitlement, has been associated with belief in predestination and, more controversially, double predestination: that God has chosen whom He wills to have mercy on and those whose will He has hardened ( Romans 9:18f.).


          Paul's concern with what Christ had done, as described above, was matched by his desire to say also who Jesus was (and is). At the beginning of his letter to the Romans, he describes Jesus as the "Son of God in power according to the Spirit of holiness by his resurrection from the dead"; in the letter to the Colossians, he is much more explicit, describing Jesus as "the image of the invisible God," ( Colossians 1:15) as rich and exalted a picture of Jesus as can be found anywhere in the New Testament (which is one reason why some doubt its authenticity) On the other hand, in the undisputedly Pauline letter to the Church at Philippi, he describes Jesus as "in the form of God" who "did not count equality with God as a thing to be grasped, but emptied himself, taking the form of a servant, being born in the likeness of men he humbled himself and became obedient to death, even death on a cross" ( Philippians 2:5-7).


          


          Holy Spirit


          In considering the manifestations of the Spirit, Paul is varied in his instructions. Thus, when discussing the gift of tongues in his first letter to the Corinthians ( 1 Corinthians 14), as against the unintelligible words of ecstasy, he commends, by contrast, intelligibility and order.


          Paul argues that not all things permissible are good; he condemns eating meats that have been offered to pagan idols, frequenting pagan temples, and orgiastic feasting. On the contrary, he calls the Spirit a uniting force, manifesting Himself through the common purpose expressed in the exercise of their different gifts ( 1 Corinthians 12) He compares the Christian community to a human body, with its different limbs and organs, and the Spirit as the Spirit of Christ. The gifts range from administration to teaching, encouragement to healing, prophecy to the working of miracles. The fruits are the virtues of love, joy, peace, patience, kindness, faithfulness, gentleness and self control ( Galatians 5:22). Love is the "most excellent" of all ( 1 Corinthians 13).


          Furthermore, the new life is the life of the Spirit, as against the life of the flesh, which Spirit is the Spirit of Christ, so that one becomes a son of God. God is our Father and we are fellow heirs of Christ ( Romans 8:14).


          


          Relationship with Judaism


          Paul, himself a circumcised Jew, appeared to praise Jewish circumcision in Romans 3:12, but says that circumcision doesn't matter in 1 Corinthians 7:19. In Galatians, meanwhile, he accuses those who promote circumcision of wanting to make a good showing in the flesh and boasting or glorying in the flesh in Galatians 6:1113. He also questions the authority of the law, and though he may have opposed observance by Gentiles he also opposed Peter for his partial observance. In a later letter, Philippians 3:2, he is reported as warning Christians to beware the "mutilation" and to "watch out for those dogs." He writes that there is neither Jew nor Greek, but Christ is all and in all. On the other hand, in Acts, he is described as submitting to taking a Nazirite vow, and earlier to having had Timothy circumcised to placate "certain Jews". He also wrote that among the Jews he became as a Jew in order to win Jews ( 1 Corinthians 9:20) and to the Romans: "So the law is holy, and the commandment is holy and just and good" ( Romans 7:12).


          However, considerable disagreement at the time and subsequently has been raised as to the significance of Works of the Law. In the same letter in which Paul writes of justification by faith, he says of the Gentiles: "It is not by hearing the law, but by doing it that men will be justified (same word) by God." ( Romans 2:12) Those who think Paul was consistent have judged him not to be a Solifidianist himself; others hold that he is merely demonstrating that both Jews and Gentiles are in the same condition of sin.


          Some scholars find that Paul's agreement to perform the vow of purification noted in Acts 21:1826 and his circumcision of Timothy noted in Acts 16:3, are difficult to reconcile with his personally expressed attitude to the Law in portions of Galatians and Philippians. For example, J. W. McGarvey's Commentary on Acts 21:1826 states:


          
            
              	

              	This I confess to be the most difficult passage in Acts to fully understand, and to reconcile with the teaching of Paul on the subject of the Mosaic law.

              	
            

          


          And his Commentary on Acts 16:3 states:


          
            
              	

              	The circumcision of Timothy is quite a remarkable event in the history of Paul, and presents a serious injury as to the consistency of his teaching and of his practice, in reference to this Abrahamic rite. It demands of us, at this place, as full consideration as our limits will admit.

              	
            

          


          This is generally reconciled by arguing that Paul's attitude to the Law was flexible, for instance the 1910 Catholic Encyclopedia writes:


          
            
              	

              	Paul, on the other hand, not only did not object to the observance of the Mosaic Law, as long as it did not interfere with the liberty of the Gentiles, but he conformed to its prescriptions when occasion required ( 1 Corinthians 9:20).

              	
            

          


          The 1906 Jewish Encyclopedia article on Gentile: Gentiles May Not Be Taught the Torah notes the following reconciliation:


          
            
              	

              	R. Emden, in a remarkable apology for Christianity contained in his appendix to "Seder 'Olam" (pp. 32b-34b, Hamburg, 1752), gives it as his opinion that the original intention of Jesus, and especially of Paul, was to convert only the Gentiles to the seven moral laws of Noah and to let the Jews follow the Mosaic law  which explains the apparent contradictions in the New Testament regarding the laws of Moses and the Sabbath.

              	
            

          


          E. P. Sanders in 1977 reframed the context to make law-keeping and good works a sign of being in the Covenant (marking out the Jews as the people of God) rather than deeds performed in order to accomplish salvation (so-called Legalism (theology)), a pattern of religion he termed " covenantal nomism." If Sanders' perspective is valid, the traditional Protestant understanding of the doctrine of justification may have needed rethinking, for the interpretive framework of Martin Luther was called into question.


          Sanders' work has since been taken up by Professor James Dunn and N.T. Wright, Anglican Bishop of Durham, and the New Perspective. Wright, noting the apparent discrepancy between Romans and Galatians, the former being much more positive about the continuing covenantal relationship between God and his ancient people, than the latter, contends that works are not insignificant ( Romans 2:13ff) and that Paul distinguishes between works which are signs of ethnic identity and those which are a sign of obedience to Christ.


          


          Resurrection


          Paul appears to develop his ideas in response to the particular congregation to whom he is writing ( 1 Corinthians 9:19-23). He writes of the hope given to all who belong to Christ, including those who have already died and been baptised vicariously by others on their behalf so that they may be included among the saved ( 1 Corinthians 15:29) (whether or not Paul of Tarsus approved of the practice, he was apparently prepared to use it as part of his argument in favour of the resurrection of the dead).


          


          The World to come


          Paul's teaching about the end of the world is expressed most clearly in his letters to the Christians at Thessalonica. Heavily persecuted, it appears that they had written asking him first about those who had died already, and, secondly, when they should expect the end. Paul regarded the age as passing and, in such difficult times, he therefore encouraged marriage as a means of happiness. He assures them that the dead will rise first and be followed by those left alive ( 1 Thessalonians 4:16ff). This suggests an imminence of the end but he is unspecific about times and seasons, and encourages his hearers to expect a delay. The form of the end will be a battle between Jesus and the man of lawlessness ( 2 Thessalonians 2:3ff) whose conclusion is the triumph of Christ.


          The delay in the coming of the end has been interpreted in different ways: on one view, Paul of Tarsus and the early Christians were simply mistaken; on another, that of Austin Farrer, his presentation of a single ending can be interpreted to accommodate the fact that endings occur all the time and that, subjectively, we all stand an instant from judgement. The delay is also accounted for by God's patience (( 2 Thessalonians 2:6).


          As for the form of the end, the Catholic Encyclopedia presents two distinct ideas. First, universal judgement, with neither the good nor the wicked omitted ( Romans 14:1012), nor even the angels ( 1 Corinthians 6:3). Second, and more controversially, judgment will be according to faith and works, mentioned concerning sinners ( 2 Corinthians 11:15), the just ( 2 Timothy 4:14), and men in general ( Romans 2:69).


          


          Speculative views
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          Elaine Pagels, professor of religion at Princeton and an authority on Gnosticism, argues that Paul was a Gnostic and that the anti-Gnostic Pastoral Epistles were "pseudo-Pauline" forgeries written to rebut this. Pagels maintains that the majority of the Christian churches in the second century went with the majority of the middle class in opposing the trend toward equality for women. By the year 200, the majority of Christian communities endorsed as canonical the "pseudo-Pauline" letter to Timothy. That letter, according to Pagels, stresses and exaggerates the antifeminist element in Paul's views: "Let a woman learn in silence in all submissiveness. I permit no woman to teach or have authority over men; she is to keep silent." She believes the letters to the Colossians and to the Ephesians, which order women to "be subject in everything to their husbands," do not express what she says were Paul's very favorable attitudes toward women, but also were "pseudo-Pauline" forgeries.


          Theologian Robert Cramer agrees that the "pseudo-Pauline" epistles were written to marginalize women, especially in the church and in marriage::


          
            	
              
                	
                  Since it is now widely concluded that the Pastoral Epistles were written around 115 AD, these words were written most likely about 50 years after Paul's martyrdom. Considering the similarity between 1 Corinthians 14:35 and 1 Timothy 2:11-12, conclusions that I and others continue to draw are:

                  
                    	that Paul wrote the bulk of what was in 1 Corinthians but that he did not write 1 Timothy, and


                    	that around 115 AD, the writer of 1 Timothy or a group associated with him added the 1 Corinthians 14:33-36 pericope to the body of letters that later became 1 Corinthians.

                  

                


                	In this scenario this would have been done in part to lend further authority to a later (or more culturally acceptable) teaching that marginalized women.

              

            

          


          Father Jerome Murphy-O'Connor, O.P., in the New Jerome Biblical Commentary, agrees that the verses not favorable to women were "post-Pauline interpolations":


          
            	
              
                	1 Corinthians 14:34-35 are not a Corinthian slogan, as some have argued, but a post-Pauline interpolation. Not only is the appeal to the law (possibly Genesis 3:16) un-Pauline, but the verses contradict 1 Corinthians 11:5. The injunctions reflect the misogyny of 1 Timothy 2:11-14 and probably stem from the same circle. Some mss. place these verses after 40.

              

            

          


          Talmudic scholar Hyam Maccoby contends that the Paul as described in the Book of Acts and the view of Paul gleaned from his own writings are very different people. Some difficulties have been noted in the account of his life. Additionally, the speeches of Paul, as recorded in Acts, have been argued to show a different turn of mind. Paul as described in the Book of Acts is much more interested in factual history, less in theology; ideas such as justification by faith are absent as are references to the Spirit.


          On the other hand, according to Maccoby, there are no references to John the Baptist in the Pauline Epistles, but Paul mentions him several times in the Book of Acts. F.C.Baur (17921860), professor of theology at Tbingen in Germany and founder of the so-called Tbingen School of theology, argued that Paul, as the apostle to the Gentiles, was in violent opposition to the older disciples. Baur considers the Acts of the Apostles were late and unreliable. This debate has continued ever since, with Adolf Deissmann (18661937) and Richard Reitzenstein (18611931) emphasising Paul's Greek inheritance and Albert Schweitzer stressing his dependence on Judaism.


          Maccoby theorizes that Paul synthesized Judaism, Gnosticism, and mysticism to create Christianity as a cosmic savior religion. According to Maccoby, Paul's Pharisaism was his own invention, though actually he was probably associated with the Sadducees. Maccoby attributes the origins of Christian anti-Semitism to Paul and claims that Paul's view of women, though inconsistent, reflects his Gnosticism in its misogynist aspects.


          Professor Robert Eisenman of California State University at Long Beach argues that Paul was a member of the family of Herod the Great. Professor Eisenman makes a connection between Paul and an individual identified by Josephus as "Saulus," a "kinsman of Agrippa." Another oft-cited element of the case for Paul as a member of Herod's family is found in Romans, 16:11 where Paul writes, "greet Herodion, my kinsman." This is a minority view in the academic community.


          Among the critics of Paul the Apostle was Thomas Jefferson, who wrote that Paul was the "first corrupter of the doctrines of Jesus". Howard Brenton's play Paul also takes a sceptical account as to his conversion.


          


          Sickness


          It has been suggested that Paul suffered from a condition of Ophthalmia. This has been referenced in many of Paul's writings. They are, most notably, 2 Corinthians 12:7. Others include Galatians 4:15, 1 Corinthians 2:3-4, 2 Corinthians 10:10. C.I. Scofield made this observation in his Study Bible. There is no record of Paul curing himself.
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Magnoliopsida

                  


                  
                    	Order:

                    	Fabales

                  


                  
                    	Family:

                    	Fabaceae

                  


                  
                    	Subfamily:

                    	Faboideae

                  


                  
                    	Tribe:

                    	Vicieae

                  


                  
                    	Genus:

                    	Pisum

                  


                  
                    	Species:

                    	P. sativum

                  

                

              
            


            
              	Binomial name
            


            
              	Pisum sativum

              L.
            

          


          A pea, although treated as a vegetable in cooking, is botanically a fruit; the term is most commonly used to describe the small spherical seeds or the pods of the legume Pisum sativum. The name is also used to describe other edible seeds from the Fabaceae like the pigeon pea (Cajanus cajan), the cowpea (Vigna unguiculata), and the seeds from several species of Lathyrus.


          P. sativum is an annual plant, with a lifecycle of one year. It is a cool season crop grown in many parts of the world; planting can take place from winter through to early summer depending on location. The average pea weighs between 0.1 and 0.36 grams. The species is used as a fresh vegetable, frozen or canned, but is also grown to produce dry peas like the split pea. These varieties are typically called field peas.


          P. sativum has been cultivated for thousands of years. The sites of cultivation have been described in southern Syria and southeastern Turkey, and some argue that the cultivation of peas with wheat and barley seems to be associated with the spread of Neolithic agriculture into Europe.


          


          Description


          
            
              	Raw Green Pea

              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 80 kcal  340 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	14.5 g
                  


                  
                    	- Sugars 5.7 g
                  


                  
                    	- Dietary fibre 5.1 g 
                  


                  
                    	Fat

                    	0.4 g
                  


                  
                    	Protein

                    	5.4 g
                  


                  
                    	Vitamin A equiv. 38 g

                    	4%
                  


                  
                    	- - carotene 449 g

                    	4%
                  


                  
                    	Thiamin (Vit. B1) 0.3 mg 

                    	23%
                  


                  
                    	Riboflavin (Vit. B2) 0.1 mg 

                    	7%
                  


                  
                    	Niacin (Vit. B3) 2.1 mg 

                    	14%
                  


                  
                    	Pantothenic acid (B5) 0.1 mg

                    	2%
                  


                  
                    	Vitamin B6 0.2 mg

                    	15%
                  


                  
                    	Folate (Vit. B9) 65 g

                    	16%
                  


                  
                    	Vitamin C 40.0 mg

                    	67%
                  


                  
                    	Calcium 25.0 mg

                    	3%
                  


                  
                    	Iron 1.5 mg

                    	12%
                  


                  
                    	Magnesium 33.0 mg

                    	9%
                  


                  
                    	Phosphorus 108 mg

                    	15%
                  


                  
                    	Potassium 244 mg 

                    	5%
                  


                  
                    	Zinc 1.2 mg

                    	12%
                  

                

              
            


            
              	Percentages are relative to US

              recommendations for adults.

              Source: USDA Nutrient database
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          The pea is a green, pod-shaped fruit, widely grown as a cool-season vegetable crop. The seeds may be planted as soon as the soil temperature reaches 10C, with the plants growing best at temperatures of 13C to 18C. They do not thrive in the summer heat of warmer temperate and lowland tropical climates but do grow well in cooler high altitude tropical areas. Many cultivars reach maturity about 60 days after planting. Generally, peas are to be grown outdoors during the winter, not in greenhouses. Peas grow best in slightly acidic, well-drained soils.


          Peas have both low-growing and vining cultivars. The vining cultivars grow thin tendrils from leaves that coil around any available support and can climb to be 1-2 m high. A traditional approach to supporting climbing peas is to thrust branches pruned from trees or other woody plants upright into the soil, providing a lattice for the peas to climb. Branches used in this fashion are called pea brush. Metal fences, twine, or netting supported by a frame are used for the same purpose. In dense plantings, peas give each other some measure of mutual support. Pea plants do not need pollination from other plants as they have special properties that allow them to pollinate themselves and make more genetic copies. This is the reason Gregor Mendel experimented on these fascinating plants.


          


          Varieties


          Many varieties of P. sativum have been bred. Widely cultivated variations include:


          
            	Pisum sativum var. macrocarpon is commonly known as the snow pea


            	Pisum sativum var. macrocarpon ser. cv. is known as the sugar or snap pea or mange-tout

          


          Both of these are eaten whole before the pod reaches maturity. The snow pea (often erroneously called "mange tout") pod is eaten flat. In sugar snap peas, the pod becomes cylindrical but is eaten before the seeds inside develop while the pod is still crisp, hence the 'snap' term used.


          


          Diseases


          


          Culinary use


          In early times peas were grown mostly for their dry seeds. In modern times however peas are usually boiled or steamed which breaks down the cell walls and makes the taste sweeter and the nutrients more bio-available. Along with broad beans and lentils, these formed an important part of the diet of most people in Europe during the Middle Ages (Bianchini 1975 p 40). By the 1600s and 1700s it had became popular to eat peas "green", that is, while they are immature and right after they are picked. This was especially true in France and England, where the eating of green peas was said to be "both a fashion and a madness" (OSU 2006). New cultivars of peas were developed by the English during this time which became known as garden peas and English peas. The popularity of green peas spread to North America. Thomas Jefferson grew more than 30 cultivars of peas on his estate (Kafka 2005 p 297). With the invention of canning and freezing of foods, green peas became available year-round, and not just in the spring as before.
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          Fresh peas are often eaten boiled and flavored with butter and/or spearmint as a side dish vegetable. Salt and pepper are also commonly added to peas when served. Fresh peas are also used in pot pies, salads and casseroles. Pod peas (particularly sweet cultivars called mange tout and sugar peas, or the flatter "snow peas," called h ln du, 荷 兰 豆 in Chinese) are used in stir-fried dishes, particularly those in American Chinese cuisine. Pea pods do not keep well once picked, and if not used quickly are best preserved by drying, canning or freezing within a few hours of harvest.


          In India, fresh peas are used in various dishes such as aloo matar (curried potatoes with peas) or matar paneer ( paneer cheese with peas), though they can be substituted with frozen peas as well. Peas are also eaten raw as they are sweet when fresh off the bush.
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          Dried peas are often made into a soup or simply eaten on their own. In Japan, China, Taiwan and some South-east Asian countries, including Thailand and Malaysia, the peas are roasted and salted, and eaten as snacks. In the UK, dried yellow split peas are used to make pease pudding (or "pease porridge"), a traditional dish. In North America a similarly traditional dish is split pea soup.


          rtsoppa is a traditional Scandinavian food which predates the Viking era. This food was made from a fast-growing pea that would mature in a short growing season. rtsoppa was especially popular among the many poor who traditionally only had one pot and everything was cooked together for a dinner using a tripod to hold the pot over the fire. When pork was available it was known as rtsoppa och flsk and this tradition has continued to the present day. After the Christian conversion this soup was served on Thursday evening because Friday was a fasting day.


          In Chinese cuisine, pea sprouts (豆苗; du mio) are commonly used in stir-fries and its price is relatively high due to its agreeable taste. Pea leaves are often considered a delicacy as well.


          In Greece, Turkey, Cyprus, and other parts of the Mediterranean, peas are made into a stew with meat and potatoes. In Greek this stew is called arakas, whilst in Cyprus and Turkey it is called mpizeli or mpizelia.


          In the United Kingdom, dried, rehydrated and mashed marrowfat peas, known by the public as mushy peas, are popular, originally in the north of England but now ubiquitously, and especially as an accompaniment to fish and chips or meat pies, particularly in fish and chip shops. Sodium bicarbonate is sometimes added to soften the peas. In 2005, a poll of 2,000 people revealed the pea to be Britain's 7th favorite culinary vegetable. Processed peas are mature peas which have been dried, soaked and then heat treated (processed) to prevent spoilage  in the same manner as pasteurising.
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          Cooked peas are sometimes sold dried and coated with wasabi as a spicy snack.


          Some forms of etiquette require that peas be only eaten with a fork and not pushed onto the fork with a knife .


          


          Peas in science
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          In the mid-1800s, Gregor Mendel's observations of pea pods led to the principles of Mendelian genetics, the foundation of modern genetics.


          


          Etymology


          According to etymologists, the term was taken from the Latin pisum and adopted into English as the noun pease (plural peasen), as in pease pudding. However, by analogy with other plurals ending in -s, speakers began construing pease as a plural and constructing the singular form by dropping the "s", giving the term "pea". This process is known as back-formation.


          The name marrowfat pea for mature dried peas is recorded by the OED as early as 1733. The fact that an export cultivar popular in Japan is called Maro has led some people to assume mistakenly that the English name marrowfat is derived from Japanese.
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          Peace is a state of harmony, the absence of hostility. This term is applied to describe a cessation of or lapse in violent international conflict; in this international context, peace is the opposite of war. Peace can also describe a relationship between any parties characterized by respect, justice, and goodwill.


          More generally, peace can pertain to an individual relative to her or his environment, as peaceful can describe calm, serenity, and silence. This latter understanding of peace can also pertain to an individual's sense of himself or herself, as to be "at peace" with one's self would indicate the same serenity, calm, and equilibrium within oneself.

          



          


          Understandings of Peace


          


          Peace as the absence of violence
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          The traditional political definition of peace and the very word itself originated among the ancient Romans who defined peace, pax, as absentia belli, the absence of war.


          Today, peace is often understood as the absence of war between two or more state-organized armies. Nonetheless, the concept of peace also applies to the state of people within their respective geopolitical entities, as civil war, state-sponsored genocide, terrorism, and other violence are all threats to peace on an intranational level. Since World War II, wars among states have become less common, while violent internal conflicts have become a more central concern. Present day Sudan, for example, is the site of widespread suffering and violence, despite its not being engaged in war with another sovereign state. Peace, in this context, is understood as the absence of violence among groups, whether part of a state apparatus or not.


          This conception of peace as a mere absence of overt violence, however, is still challenged by some as incomplete. Influential peace researcher Johan Galtung has described this former conception of peace as "negative peace", suggesting that underlying points of conflict must themselves be resolved in order for true peace to exist.


          


          Peace as the presence of justice
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          Mahatma Gandhi suggested that if an oppressive society lacks violence, the society is nonetheless not peaceful, because of the injustice of the oppression. Gandhi articulated a vision of peace in which justice is an inherent and necessary aspect; that peace requires not only the absence of violence but also the presence of justice. Galtung described this peace, peace with justice, as "positive peace," because hostility and further violence could no longer flourish in this environment.


          During the 1950s and 60s, when Martin Luther King Jr. and the civil rights movement carried out various non-violent activities aimed at ending segregation and racial persecution in America, they understood peace as more than just the absence of violence. They observed that while there was not open combat between blacks and whites, there was an unjust system in place in which the government deprived African Americans of equal rights. While some opponents criticized the activists for "disturbing the peace", Martin Luther King observed that "True peace is not merely the absence of tension: it is the presence of justice."


          Galtung coined the term structural violence to refer to such situations, which although not violent on the surface, harbour systematic oppression and injustice.


          


          Peace and development


          One concept that often complements peace studies is development. In much development discourse, it is assumed that economic, cultural, and political development will take "underdeveloped" nations and peoples out of poverty, thus helping bring about a more peaceful world. As such, many international development agencies carry out projects funded by the governments of industrialized countries such as the United States, Japan, and Norway, designed to "modernize" poor countries.


          


          Environmental peace


          Many environmentalists believe that protecting the environment is a form of peacemaking. This perspective posits that to destroy natural habitats, or to disturb long-standing equilibrium among any and all living things, may be perceived as a form of violence. This perception centers its conception of peace on the natural world; this view may regard peace as relative to the world or relative to all living creatures, rather than relative to humanity exclusively.


          


          Plural peaces


          Following Wolfgang Dietrich, Wolfgang Stzl, and the Innsbruck School of Peace Studies, some "peace thinkers" have abandoned any single and all-encompassing definition of peace. Rather, they promote the idea of many peaces. They argue that since no singular, correct definition of peace can exist, peace should be perceived as a plurality.


          For example, in the Great Lakes region of Africa, the word for peace is kindoki, which refers to a harmonious balance between human beings, the rest of the natural world, and the cosmos. This vision is a much broader view of peace than a mere "absence of war" or even a "presence of justice" standard.


          These thinkers also critique the idea of peace as a hopeful or eventual end. They recognize that peace does not necessarily have to be something humans might achieve "some day." They contend that peace exists in the present, we can create and expand it in small ways in our everyday lives, and peace changes constantly. This view makes peace permeable and imperfect rather than static and utopian.


          Such a view is influenced by postmodernism.


          


          Apocalyptic vision of world peace
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          In its most apocalyptic sense, peace denotes a state of complete and final harmony, an end to conflict not only within the human race but between humanity and the natural world.


          This vision anticipates peace in the future, during one's lifetime or in an afterlife, often as initiated by God or some higher power, or even as achievable by human effort exclusively. Common to these conceptions of peace is that peace is an end, a goal that, once realized, will be universally comprehended and exalted.


          


          Inner peace


          One meaning of peace refers to inner peace: a state of mind, body and perhaps soul, a peace within ourselves. People that experience inner peace say that the feeling is not dependent on time, people, place, or any external object or situation, asserting that an individual may experience inner peace even in the midst of war.


          Some people believe peace can help them avoid self-consciousness, such as hippies of the 1960s. An affirmative definition for the concept of peace is, as worded by Sevi Regis: "the state or condition of restfulness, harmony, balance, equilibrium, longevity, justice, resolution, timelessness, contentment, freedom, and fulfillment, either individually or simultaneously present, in such a way that it overcomes, demolishes, banishes, and/or replaces everything that opposes it."


          


          Peace and quiet
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          Peace can also mean a state of quiet or tranquility  an absence of disturbance or agitation. Many people find the natural world to be peaceful in this way.


          


          Nonviolence and pacifism


          There is a wide spectrum of views about whether, or when, violence and war are necessary or justifiable. Mahatma Gandhi's conception of peace was not as an end, but as a means: "There is no way to peace; peace is the way." By envisioning peace as a process, and as self-fulfilling, Gandhi's moral philosophy circumvents some of the traditional hypocracies of historical nonviolent moral doctrine. Judeo-Christian tradition, for instance, which bluntly declares " Thou shalt not kill", has nonetheless found itself amenable to compromise over the centuries.


          An extreme form of nonviolence is that of Jainism, which goes to great lengths to avoid harming any living creatures, including insects. Pacifists, such as Christian anarchists, perceive any incarnation of violence as self-perpetuating. Other groups take a wide variety of stances, many maintaining a Just War theory.


          


          Historical examples and counter examples


          Allied propaganda billed the Great War in Europe as the "war to end all wars." Although the Allies won the war, the resulting "peace" Treaty of Versailles only set the stage for the even bloodier World War II. Before the Allied victory, the Bolsheviks promised the Russian people "peace, land, and bread." Although Vladimir Lenin ended the disastrous war against the Central Powers, the ensuing civil war resulted in a loss of over a million people. These failures illustrate the problems of using war in an effort to attain peace.


          Proponents of the democratic peace theory argue that strong empirical evidence exists that democracies never or rarely make war against each other. An increasing number of nations have become democratic since the industrial revolution, and thus, they claim world peace may become possible if this trend continues. However, critics have disputed this, for example arguing that this could be explained by a number of other factors related to the wealth, power, and stability of nations that tend to become democracies, ranging from increased reliance on global trade to Mutually Assured Destruction.


          Since 1945 the world has only seen 26 days without war.


          Although history is rife with conflict, some peoples, regions and nations have enjoyed periods of peace that have lasted generations. The following are some examples:


          
            	Sweden (1814present). Sweden is the present-day nation state with the longest history of continuous peace. Since its 1814 invasion of Norway, the Swedish kingdom has not engaged in war.


            	Switzerland (1848present). A hard stance on neutrality has given Switzerland fame as a country for its long-lasting peace.


            	Costa Rica (1949present). Following a 44-day civil war in 1944, in 1949, Costa Rica abolished its army. Since then, its history has been peaceful, especially relative to those of neighboring Central American states. This has earned the country the nickname, "Switzerland of the Americas."


            	Pennsylvania (16821754). The colony of Pennsylvania enjoyed 72 years of peace, maintaining no army or militia and fighting no wars. Under the proprietorship of William Penn (16441718), a member of the Religious Society of Friends, the colony earned a reputation for religious and personal freedom, as well as for respectful dealings with Native Americans. Although somewhat a utopian experiment, the colony was not a utopia, marred with slavery, indentureship and class conflict. In addition, William Penn's heirs dealt less fairly with the Native Americans, especially in the Walking Purchase of 1737. Nevertheless, the colonial experience of Pennsylvania bears study as an example of a peaceful society.


            	Amish (1693present). A sect of Anabaptists or Mennonites of predominantly Swiss/German descent, the Amish practice a peaceful lifestyle that includes religious devotion, resistance to technological advancement, and nonresistance. They rarely defend themselves physically or even in court; in war time, they take conscientious objector status. Today over 150,000 Amish live in close-knit communities in 47 states in the United States, as well as Canada and Belize.

          


          


          Challenges to peace


          Since the earliest recorded history, there has been war. War can be seen as a natural progression from inherent human aggressiveness. Wars, riots and revolutions are perpetuated through the divisive Politics and Propaganda of Fear. However it is also true that human beings also exhibit generosity and altruism. So peace can also be seen as an extension of human behaviour based on evolution of human knowledge, wisdom, compassion and Insight. The basic unasked question in any human culture or civilization is who or what should hold the power or authority to make choices in terms of individual or group behavior. Collective human behaviour can be guided or manipulated by lower instincts based on fear of physical survival, jealousy, greed for power, hatred and such or higher instincts like love, gratitude, nspiration, appreciation and altruism. Ultimately the war and violence outside is a reflection of unresolved inner conflicts within the individual and collective human heart, psyche and mind.


          Sometimes peace and justice may be viewed as contradictions in practical terms. If one believes that the only way to prevent injustice and create justice is by force, then one believes that justice requires hostilities, which precludes peace. Similarly, the clash of political interests has often been identified as a justification of war. The desire for power and advantage puts groups in opposition. This opposition naturally escalates as one side, and then the other, tries to gain advantages, sometimes culminating in violence and war. This effect is also seen in religious and ethnic groups. These groups see themselves as being oppressed and violence and war have often been rationalized as justified in defense of a culture or religion.


          



          


          International Creed for Peace


          The International Creed for Peace, created by Chika Sylva-Olejeme and the International Peace Institute, sets forth an agenda and moral code for the advancement of peace for all humans and nations. The creed suggests that based on realisation that independence, freedom and justice is inherent to all, peace is achieved when people fulfill their duty to choose, live and respect others.


          


          Nobel Peace Prize


          The Nobel Peace Prize is awarded annually to notable peacemakers and visionaries who have overcome violence, conflict or oppression through their moral leadership, those who have "done the most or the best work for fraternity between the nations". The prize has often met with controversy, as it is occasionally awarded to people who have formerly sponsored war and violence but who have, through exceptional concessions, helped achieve peace.
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          Peaceful coexistence was a theory developed during the Cold War among Communist states that they could peacefully coexist with capitalist states. This was in contrast to theories, such as those implied by some interpretations of antagonistic contradiction, that Communism and capitalism could never exist in peace. However it was interpreted differently by the USSR and the People's Republic of China, the two dominant states in the Communist world.


          The Soviet Union applied it to relations between the industrialized world and in particular the United States and NATO countries and the nations of the Warsaw Pact.


          During the 1960s and early 1970s, China applied it to relations between itself and non-socialist countries in the developing world while it argued that a belligerent attitude should be maintained towards imperialist countries. However, in the early 1980s, China extended the peaceful coexistence concept to include all nations.


          Debates over differing interpretations of peaceful coexistence were one aspect of the Sino-Soviet split in the 1950s and 1960s.


          More recently, the phrase has gained currency beyond its usage in Communist phraseology and has been adopted by the broader diplomatic world. For instance, in his 2004 Christmas address, Pope John Paul II called for "peaceful coexistence" in the Middle East.


          


          Soviet policy


          Khrushchev promoted the concept beginning in 1953 in an attempt to reduce hostility between the two superpowers particularly in light of the possibility of nuclear war. The theory of peaceful coexistence promoted by the Soviet Union asserted that the two superpowers (the USA and USSR) and their ideologies could co-exist together, without war (peacefully). Khrushchev tried to demonstrate his commitment to peaceful coexistence by attending international peace conferences, such as the Geneva Summit, and by traveling internationally, such as his trip to America's Camp David in 1959. The World Peace Council founded in 1949 and largely funded by the Soviet Union attempted to organize a peace movement in favour of the concept internationally.


          The concept was meant to assuage western concerns that the Soviet Union was driven by the concept of world revolution which had been advocated by Lenin and the Bolsheviks. However while Lenin and the Bolsheviks advocated world revolution, they never advocated it's spread by violence and war. Lenin had talked about "peaceful cohabitation" with capitalist countries. Khrushchev argued that while socialism would eventually triumph over capitalism this would occur without war which was neither necessary nor inevitable.


          It seems reasonable to assume that the concept was a reaction to the realisation that a nuclear war would ensure the destruction of the socialist system and the annihilation of the Soviet Union itself. It was also reflected in the USSR's strategic military disposition - the move away from large (and possibly offensive) military forces towards a force centred on a strategic nuclear missile force. Although disquiet over this shift helped bring Khrushchev down, his successors did not return to the Stalinist theories of an inevitable conflict between the imperialist and socialist systems.


          


          Chinese policy


          Premier Zhou Enlai of the People's Republic of China proposed the Five Principles of Peaceful Coexistence in 1953 during negotiations with India over Tibet and these were written into the Agreement Between the People's Republic of China and the Republic of India on Trade and Intercourse Between the Tibet Region of China and India signed in 1954 by Zhou and Prime Minister of India Jawaharlal Nehru. The principles were reiterated by Zhou at the Bandung Conference of Asian and African countries where they were incorporated into the conference declarations. One major consequence of this policy was that the PRC would not support Communist insurgencies in Southeast Asia, particularly in Indonesia and Malaysia, and would distance itself from overseas Chinese in those nations. Cole loves to rail fat half-breeds that look like famous movie stars named kelsey gerow.


          However, Maoist doctrine continued to emphasise the survivability of any conflict between the imperialist and socialist world systems - the Chinese continued to advocated a stronger form of the campist theory of global politics than that approved in the USSR.


          With Mao's death the Chinese softened their line, though would never endorse the views of their rivals. During the late 1970s and 1980s, the concept of peaceful coexistence was expanded as a framework for all sovereign nations. In 1982 the Five Principles were written into the Constitution of the People's Republic of China which claims to be bound by them in its international relations.


          The Five Principles of Peaceful Coexistence as promoted by China are:


          
            	mutual respect for sovereignty and territorial integrity


            	mutual non-aggression


            	non-interference in each other's internal affairs


            	equality and mutual benefit


            	peaceful co-existence

          


          There are three notable consequences of the Chinese concept of peaceful coexistence. First of all, in contrast with the Soviet concepts of the mid-1970s, the Chinese concepts include the encouragement of global free trade. Second, the Chinese concept of peaceful coexistence places a large emphasis on national sovereignty and territorial integrity, and thus moves by the United States to promote democracy and human rights are seen in this framework as hostile. Finally, as the PRC does not consider Taiwan to be sovereign, the concept of peaceful coexistence does not extend to Taiwan, and efforts by other nations, particularly the United States, to involve itself in PRC-Taiwan relations are seen as hostile actions in this framework.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Peaceful_coexistence"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Peacekeeping


        
          

          
            [image: UN Peacekeepers in Eritrea.]

            
              UN Peacekeepers in Eritrea.
            

          


          Peacekeeping, as defined by the United Nations, is "a way to help countries torn by conflict create conditions for sustainable peace.". Peacekeepers monitor and observe peace processes in post-conflict areas and assist ex-combatants in implementing the peace agreements they may have signed. Such assistance comes in many forms, including confidence-building measures, power-sharing arrangements, electoral support, strengthening the rule of law, and economic and social development. Accordingly UN peacekeepers (often referred to as Blue Beret because of their light blue helmets) can include soldiers, civilian police officers, and other civilian personnel.


          The Charter of the United Nations gives the UN Security Council the power and responsibility to take collective action to maintain international peace and security. For this reason, the international community usually looks to the Security Council to authorize peacekeeping operations, as all UN Peacekeeping missions must be authorized by the Security Council.


          Most of these operations are established and implemented by the United Nations itself with troops serving under UN operational command. In these cases, peacekeepers remain members of their respective armed forces, and do not constitute an independent "UN army," as the UN does not have such a force. In cases where direct UN involvement is not considered appropriate or feasible, the Council authorizes regional organizations such as the North Atlantic Treaty Organization (NATO), the Economic Community of West African States, or coalitions of willing countries to undertake peacekeeping or peace-enforcement tasks.


          The United Nations is not the only organization to have authorized peacekeeping missions, although some would argue it is the only group legally allowed to do so. Non-UN peacekeeping forces include the NATO mission in Kosovo and the Multinational Force and Observers on the Sinai Peninsula.


          Jean-Marie Guhenno currently serves as the head of the Department of Peacekeeping Operations (DPKO).


          


          Nature of peacekeeping
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          Peacekeeping is anything that contributes to the furthering of a peace process, once established. This includes, but is not limited to, the monitoring of withdrawal by combatants from a former conflict area, the supervision of elections, and the provision of reconstruction aid. Peacekeepers are often soldiers, but they do not have to be. Similarly, while soldier-peacekeepers are sometimes armed, they do not have to engage in combat.


          Peacekeepers were not at first expected to ever fight. As a general rule, they were deployed when the ceasefire was in place and the parties to the conflict had given their consent. They were deployed to observe from the ground and reported impartially on adherence to the ceasefire, troop withdrawal or other elements of the peace agreement. This gave time and breathing space for diplomatic efforts to address the underlying causes of conflict.


          Thus, a distinction must be drawn between peacekeeping and other operations aimed at peace. A common misconception is that activities such as NATO's intervention in the Kosovo War are peacekeeping operations, when they were, in reality, peace enforcement. That is, since NATO was seeking to impose peace, rather than maintain peace, they were not peacekeepers, rather peacemakers.


          


          Process and structure


          


          Formation
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          Once a peace treaty has been negotiated, the parties involved might ask the United Nations for a peacekeeping force to oversee various elements of the agreed upon plan. This is often done because a group controlled by the United Nations is less likely to follow the interests of any one party, since it itself is controlled by many groups, namely the fifteen-member Security Council and the intentionally-diverse Secretariat.


          If the Security Council approves the creation of a mission, then the Department of Peacekeeping Operations begins planning for the necessary elements. At this point, the senior leadership team is selected (see below). The department will then seek contributions from member nations. Since the UN has no standing force or supplies, it must form ad hoc coalitions for every task undertaken. Doing so results in both the possibility of failure to form a suitable force, and a general slowdown in procurement once the operation is in the field. Romeo Dallaire, force commander in Rwanda during the genocide there, described the problems this poses by comparison to more traditional military deployments:


          
            "He told me the UN was a 'pull' system, not a 'push' system like I had been used to with NATO, because the UN had absolutely no pool of resources to draw on. You had to make a request for everything you needed, and then you had to wait while that request was analyzed...For instance, soldiers everywhere have to eat and drink. In a push system, food and water for the number of soldiers deployed is automatically supplied. In a pull system, you have to ask for those rations, and no common sense seems to ever apply." ( Shake Hands With the Devil, Dallaire, pp. 99-100)

          


          While the peacekeeping force is being assembled, a variety of diplomatic activities are being undertaken by UN staff. The exact size and strength of the force must be agreed to by the government of the nation whose territory the conflict is on. The Rules of Engagement must be developed and approved by both the parties involved and the Security Council. These give the specific mandate and scope of the mission (e.g. when may the peacekeepers, if armed, use force, and where may they go within the host nation). Often, it will be mandated that peacekeepers have host government minders with them whenever they leave their base. This complexity has caused problems in the field.


          When all agreements are in place, the required personnel are assembled, and final approval has been given by the Security Council, the peacekeepers are deployed to the region in question.


          


          Cost


          Peacekeeping costs, especially since the end of the Cold War, have risen dramatically. In 1993, annual UN peacekeeping costs had peaked at some $3.6 billion, reflecting the expense of operations in the former Yugoslavia and Somalia. By 1998, costs had dropped to just under $1 billion. With the resurgence of larger-scale operations, costs for UN peacekeeping rose to $3 billion in 2001. In 2004, the approved budget was $2.8 billion, although the total amount was higher than that. For the last fiscal year, which ended on June 30, 2006, UN peacekeeping costs were about US$5.03 billion.


          All member states are legally obliged to pay their share of peacekeeping costs under a complex formula that they themselves have established. Despite this legal obligation, member states owed approximately $1.20 billion in current and back peacekeeping dues as of June 2004.


          


          Structure


          A United Nations peacekeeping mission has three power centers. The first is the Special Representative of the Secretary-General, the official leader of the mission. This person is responsible for all political and diplomatic activity, overseeing relations with both the parties to the peace treaty and the UN member-states in general. They are often a senior member of the Secretariat. The second is the Force Commander, who is responsible for the military forces deployed. They are a senior officer of their nation's armed services, and are often from the nation committing the highest number of troops to the project. Finally, the Chief Administrative Officer oversees supplies and logistics, and coordinates the procurement of any supplies needed.


          


          History


          


          Cold War Peacekeeping
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          United Nations peacekeeping was initially developed during the Cold War as a means of resolving conflicts between states by deploying unarmed or lightly armed military personnel from a number of countries, under UN command, to areas where warring parties were in need of a neutral party to observe the peace process. Peacekeepers could be called in when the major international powers (the five permanent members of the Security Council) tasked the UN with bringing closure to conflicts threatening regional stability and international peace and security. These included a number of so-called proxy wars waged by client states of the superpowers. As of October 2004, there have been 59 UN peacekeeping operations since 1948, with sixteen operations ongoing. Suggestions for new missions arise every year.


          The first peacekeeping mission was launched in 1948. This mission, the United Nations Truce Supervision Organization (UNTSO), was sent to the newly created State of Israel, where a conflict between the Israelis and the Arab states over the creation of Israel had just reached a ceasefire. The UNTSO remains in operation to this day, although the Israeli-Palestinian Conflict has certainly not abated. Almost a year later, the United Nations Military Observer Group in India and Pakistan (UNMOGIP) was authorized to monitor relations between the two nations, which were split off from each other following the United Kingdom's decolonization of the Indian subcontinent.


          When North Korea invaded South Korea in 1950, the United States responded by leading a United Nations force aimed at retaking all of the Korean Peninsula. The United Nations forces pushed the North Koreans out of the South, and made it to the Chinese border before the People's Liberation Army intervened and pushed the UN back to the 38th parallel. This conflict is today known as the Korean War, and although that war had a cease-fire in 1953, UN forces remained along the demilitarized zone until 1967, when American and South Korean forces took over.


          Returning its attention to the conflict between Israel and its Arab neighbors, the United Nations responded to Suez Crisis of 1956, a war between the alliance of the United Kingdom, France, and Israel, and Egypt, which was supported by other Arab nations. When a ceasefire was declared in 1957, Canadian diplomat (and future Prime Minister) Lester Bowles Pearson suggested that the United Nations station a peacekeeping force in the Suez in order to ensure that the ceasefire was honored by both sides. Pearson had initially suggested that the force consist of mainly Canadian soldiers, but the Egyptians were suspicious of having a Commonwealth nation defend them against the United Kingdom and her allies. In the end, a wide variety of national forces were drawn upon to ensure national diversity. Pearson would win the Nobel Peace Prize for this work, and he is today considered a father of modern peacekeeping.


          In 1988 the Nobel Peace Prize was awarded to the United Nations peacekeeping forces. The press release stated that the forces "represent the manifest will of the community of nations" and have "made a decisive contribution" to the resolution of conflict around the world.


          


          Since 1991
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              Norwegian Peacekeeper during the Siege of Sarajevo, 1992 - 1993, photo by Mikhail Evstafiev.
            

          


          The end of the Cold War precipitated a dramatic shift in UN and multilateral peacekeeping. In a new spirit of cooperation, the Security Council established larger and more complex UN peacekeeping missions, often to help implement comprehensive peace agreements between protagonists in intra-State conflicts and civil wars. Furthermore, peacekeeping came to involve more and more non-military elements that ensured the proper functioning of civic functions, such as elections. The UN Department of Peacekeeping Operations was created in 1992 to support this increased demand for such missions.


          By and large, the new operations were successful. In El Salvador and Mozambique, for example, peacekeeping provided ways to achieve self-sustaining peace. Some efforts failed, perhaps as the result of an overly optimistic assessment of what UN peacekeeping could accomplish. While complex missions in Cambodia and Mozambique were ongoing, the Security Council dispatched peacekeepers to conflict zones like Somalia, where neither ceasefires nor the consent of all the parties in conflict had been secured. These operations did not have the manpower, nor were they supported by the required political will, to implement their mandates. The failuresmost notably the 1995 massacre in Srebrenica, Bosnia and Herzegovina, and the 1994 Rwandan genocideled to a period of retrenchment and self-examination in UN peacekeeping.


          


          Non-United Nations Peacekeeping
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          Not all peacekeeping forces have been directly controlled by the United Nations. In 1981, an agreement between Israel and Egypt formed the Multinational Force and Observers which continues to monitor the Sinai Peninsula.


          Six years later, an Indian peacekeeping force, IPKF, entered Sri Lanka to help maintain peace. The situation became a quagmire, and India was asked to withdraw in 1990 by the Sri Lankan Prime Minister having formed a pact with the Tamil Tiger rebels.


          On 20 December 1995, under a UN mandate, a NATO-led force ( IFOR) entered Bosnia in order to implement The General Framework Agreement for Peace in Bosnia and Herzegovina. In a similar manner, a NATO operation ( KFOR) continues in the Serbian province of Kosovo.


          The NATO-led mission in Bosnia and Herzegovina has since been replaced by a European Union peacekeeping mission, EUFOR.


          The African Union has also had some limited involvement in peacekeeping within Africa since 2003.


          


          Participation
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          The UN Charter stipulates that to assist in maintaining peace and security around the world, all member states of the UN should make available to the Security Council necessary armed forces and facilities. Since 1948, close to 130 nations have contributed military and civilian police personnel to peace operations. While detailed records of all personnel who have served in peacekeeping missions since 1948 are not available, it is estimated that up to one million soldiers, police officers and civilians have served under the UN flag in the last 56 years. As of November 2005, 107 countries were contributing a total of more than 70,000 uniformed personnelthe highest number since 1995.


          Despite the large number of contributors, the greatest burden continues to be borne by a core group of developing countries. The 10 main troop-contributing countries to UN peacekeeping operations as of March 2007 were Pakistan (10,173), Bangladesh (9,675), India (9,471), Nepal (3,626), Jordan (3,564), Uruguay (2,583), Italy (2,539), Ghana, Nigeria and France.


          Not all peacekeeping forces have been directly controlled by the United Nations. In 1981, an agreement between Israel and Egypt formed the Multinational Force and Observers which continues to monitor the Sinai Peninsula.


          The head of the Department of Peacekeeping Operations, Under-Secretary-General Jean-Marie Guhenno, has reminded Member States that the provision of well-equipped, well-trained and disciplined military and police personnel to UN peacekeeping operations is a collective responsibility of Member States. Countries from the South should not and must not be expected to shoulder this burden alone.


          As of May 2004, in addition to military and police personnel, more than 3,400 international civilian personnel, 1,500 UN Volunteers and nearly 6,500 local civilian personnel worked in UN peacekeeping missions.


          Until the end of 2005, 2,226 people from over 100 countries have been killed while serving on peacekeeping missions, 1,789 of them being soldiers. Many of those came from India (115), Canada (113) and Ghana (108). Thirty percent of the fatalities in the first 55 years of UN peacekeeping occurred in the years 1993-1995.


          Developing nations tend to participate in peacekeeping more than developed countries. This may be due in part because forces from smaller countries avoid evoking thoughts of imperialism. For example, in December of 2005, Eritrea expelled all American, Russian, European, and Canadian personnel from the peacekeeping mission on their border with Ethopia. Additionally, an economic motive appeals to the developing countries. The UN offers contributing nations $1000 per soldier per month, plus equipment. This can be a significant source of revenue for a developing country. By providing important training and equipment for the soldiers as well as salaries, UN peacekeeping missions allow them to maintain larger armies than they otherwise could. About 4.5% of the troops and civilian police deployed in UN peacekeeping missions come from the European Union and less than one percent from the United States (USA).


          


          Criticism


          


          Hypocrisy


          Some peacekeeping powers have been accused of being hypocritical and pursuing peacekeeping in order to increase their own international power and prestige. Countries such as Sweden, Italy, United States, Belgium, and the Netherlands have especially been criticized for being major arms suppliers while at the same time pursuing peacekeeping, often in the same areas as they are selling weapons.


          


          Neo-colonialism


          Some critics have argued that peacekeeping is a return to the paternalistic ideals of colonialism's " white man's burden." They criticize the UN Charter's call for a global village and the adoption of Western ideals as tactics to justify intervention throughout the globe for the purpose of "keeping the peace". Authors such as Jayan Nayar argue that the UN's global vision is primarily responsible for colonial violence throughout the globe.


          


          Potential for harm to troops


          The concern about the harm caused to the troops is twofold. On the other hand, peacekeeping can be extremely stressful. The peacekeepers are exposed to danger caused by the warring parties and often unfamiliar climate. This gives rise to different mental health problems, suicide, and substance abuse. Among former peacekeepers, the frequency of such problems is higher than among the general population. The peacekeepers' families are also in danger, as having one of the parents in a mission abroad is stressful. In addition, peacekeepers, even when acting on UN mandate, may become a target for attacks by some of the parties in a conflict.


          Another viewpoint rises the problem that the peacekeeping may soften the troops and erode their combat ability, as the mission profile of a peacekeeping contingent is totally different from the profile of a unit fighting an all-out war.


          


          Long-term problems


          Some have criticized peacekeeping for leaving conflicts unresolved. Peacekeeping can have the effect of maintaining an unstable status quo that will inevitably collapse in the long run. However, it is not the job of peacekeepers as presently defined to create a permanent solution. The goal is to stabilize a situation so as to give the politicians and diplomats the opportunity to establish a permanent peace. Relatively new to the UN's peace department are the Peace-building and Peacemaking factions. These have been developed to work in co-ordination with peacekeeping operations; while peacekeepers create a stable environment the peace-builders and peacemakers focus on longer-term, diplomatic aspects, helping to create the conditions for sustainable peace.


          


          Cultural barriers


          Because UN Peacekeeping troops are contributed by many nations, some have argued that there are cultural incompatibilities amongst peacekeeping troops, which must be overcome in order to effectively complete their assigned task.


          


          Peacekeeping, human trafficking, and forced prostitution


          Reporters witnessed a rapid increase in prostitution in Cambodia, Mozambique, Bosnia, and Kosovo after UN and, in the case of the latter two, NATO peacekeeping forces moved in. In the 1996 U.N. study The Impact of Armed Conflict on Children, former first lady of Mozambique Graa Machel documented: "In 6 out of 12 country studies on sexual exploitation of children in situations of armed conflict prepared for the present report, the arrival of peacekeeping troops has been associated with a rapid rise in child prostitution." There was one highly publicised case where members of the UN peacekeeping force were accused of direct involvement in the procurement of sex slaves for a local brothel in Bosnia. The use of agents for procurement and management of brothels has allowed the military to believe itself shielded from the issue of sexual slavery and human trafficking. Some NATO troops have been linked to prostitution and forced prostitution in Bosnia and Kosovo, as have some UN employees in the Democratic Republic of the Congo, where they were accused of the sexual abuse of underage girls. Proponents of peacekeeping argue that the actions of a few should not incriminate the many participants in the mission, yet NATO and the UN have come under criticism for not taking the issue of forced prostitution linked to peacekeeping missions seriously enough. Most recently, UN troops in Haiti and Sudan have been accused of sexual abuse of children


          


          Proposed reform


          


          Brahimi analysis


          In response to criticism, particularly of the cases of sexual abuse by peacekeepers, the UN has taken steps toward reforming its operations. The Brahimi Report was the first of many steps to recap former peacekeeping missions, isolate flaws, and take steps to patch these mistakes to ensure the efficiency of futures peacekeeping missions. The UN has vowed to continue to put these practices into effect when performing peacekeeping operations in the futures.


          


          Rapid reaction force


          Many United Nations administrators believe that the ad-hoc style of peacekeeping operations inevitably fails because of deployment and mandate delay when global crises occur. For example, during the Rwandan genocide, the United Nations was unable to garner international support for aid to the country, and 800,000 people were slaughtered. One suggestion to account for these delays is a rapid reaction force: a standing group, administered by the UN and deployed by the UN Security Council, that receives its troops and support from current Security Council members and is ready for quick deployment in the event of future genocides.
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          The term peafowl can refer to the two species of bird in the genus Pavo of the pheasant family, Phasianidae. The African Congo Peafowl is placed in its own genus Afropavo and is not dealt with here. Peafowl are best known for the male's extravagant tail, which it displays as part of courtship. The male is called a peacock, the female a peahen, though it is common to hear the female also referred to as a "peacock" or "female peacock". The female peafowl is brown or toned grey and brown.


          The two species are:


          
            	Indian Peafowl, Pavo cristatus (Asiatic)


            	Green Peafowl, Pavo muticus (Asiatic)

          


          The Indian Peafowl is a resident breeder in the Indian subcontinent. The peacock is designated as the national bird of India.


          The Green Peafowl breeds from Burma east to Java. The IUCN lists the Green Peafowl as vulnerable to extinction due to hunting and a reduction in extent and quality of habitat.


          


          Taxonomy


          The Indian Peafowl is monotypic, while the Green Peafowl has 3 subspecies, P. muticus spicifer, P. m. imperator and the nominate P. m. muticus. The two species are largely allopatric but will hybridize in captivity.


          While the form of Green Peafowl in Yunnan is not separated taxonomically, it differs in a few aspects from other forms, particularly in its forest-dwelling habits, an "odd, monal-like bill", a curiously long hind toe and longer, more slender wings (K. B. Woods in litt. 2000) . Some have suggested this is a new subspecies.


          Some pheasant breeders have suggested that the Green Peafowl may have more subspecies.


          Peafowl have sometimes been included in a distinct family from Pheasants .
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          Plumage


          The male (peacock) Indian Peafowl has iridescent blue-green or green coloured plumage. The so-called "tail" of the peacock, also termed the "train", is not the tail quill feathers but highly elongated upper tail coverts. The train feathers have a series of eyes that are best seen when the tail is fanned. Both species have a crest atop the head.


          The female (peahen) Indian Peafowl has a mixture of dull green, brown, and grey in her plumage. She lacks the long upper tail coverts of the male but has a crest. The female can also display her plumage to ward off female competition or danger to her young.


          The Green Peafowl is very different in appearance to the Indian Peafowl. The male has green and gold plumage and has an erect crest. The wings are black with a sheen of blue.


          Unlike the Indian Peafowl, the Green Peahen is very similar to the male, only having shorter upper tail coverts and less iridescence. It is very hard to tell a juvenile male from an adult female.


          Many of the brilliant colours of the peacock plumage are due to an optical interference phenomenon ( Bragg reflection) based on (nearly) periodic nanostructures found in the barbules (fibre-like components) of the feathers.


          Different colours correspond to different length scales of the periodic structures. For brown feathers, a mixture of red and blue is required: one colour is created by the periodic structure, and the other is a created by a Fabry-Perot interference peak from reflections off the outermost and innermost boundaries of the periodic structure.


          Such interference-based structural colour is especially important in producing the peacock's iridescent hues (which shimmer and change with viewing angle), since interference effects depend upon the angle of light, unlike chemical pigments.


          


          Behaviour
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          The peafowl are forest birds that nest on the ground. The Pavo peafowl are terrestrial feeders but roost in trees.


          Both species of Peafowl are believed to be polygamous. However, it has been suggested that "females" entering a male Green Peafowl's territory are really his own juvenile or subadult young (K. B. Woods in litt. 2000) and that Green Peafowl are really monogamous in the wild. The male peacock flares out its feathers when it is trying to get the females attention. Those who subscribe to this notion cite the similarities between the sexes.


          During mating season they will often emit a very loud high pitched cry.


          


          Diet


          Peafowl are omnivorous and eat plant parts, flower petals, seed heads, insects and other arthropods, reptiles, and amphibians.


          In common with other members of the Galliformes, males possess metatarsal spurs or "thorns" used primarily during intraspecific fights.


          


          Habitat


          Asiatic peafowl like the Indian Blue Peafowl, and especially the Green Peafowl, occupy a similar niche as the roadrunners, Secretary Bird, and seriemas. All of these birds hunt for small animals including arthropods on the ground and tall grass and minnows in shallow streams.


          Because of human encroachment into their natural territories, peafowl and humans have come into increasing contact. Because of their natural beauty some are reluctant to classify the birds as pests but their presence can be disturbing.


          


          Peafowl as national symbols


          The Peacock has been used by many nations as a national symbol.


          
            	The Peacock is the national bird of India.

          


          
            	Though the national bird of Burma is the Grey Peacock-pheasant, the Peacock is still a prominent symbol of Burma. The Dancing Peacock (the Peacock in courtship or in display of his feathers) was numerously featured in Burma monarchic flags as well as other nationalist symbols in the country such as coins, medals and emblems. Early 20th century Burma banknotes also featured Peacocks. The Fighting Peacock, as symbolic representation, is also associated with decades long democratic struggle against military dictatorship in the country. The latter closely resembles a Green Peafowl, as it has a tufted crest.
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          The Peak District is an upland area in central and northern England, lying mainly in northern Derbyshire, but also covering parts of Cheshire, Greater Manchester, Staffordshire, and South and West Yorkshire.


          Most of the area falls within the Peak District National Park, whose designation in 1951 made it the earliest national park in the British Isles. An area of great diversity, it is conventionally split into the northern Dark Peak, where most of the moorland is found and whose geology is gritstone, and the southern White Peak, where most of the population lives and where the geology is mainly limestone-based. Proximity to the major conurbations of the North East Midlands, Yorkshire, Lancashire and Greater Manchester, coupled with easy access by road and rail, have all contributed to its popularity. With an estimated 22 million visitors per year, the Peak District is thought to be the second most-visited national park in the world (after the Mount Fuji National Park in Japan).


          


          Geography


          The Peak District forms the southern end of the Pennines and much of the area is uplands above 1,000 feet (300 m), with a high point on Kinder Scout of 2,087 feet (636 m). Despite its name, the landscape lacks sharp peaks, being characterised by rounded hills and gritstone escarpments (the "edges"). The area is surrounded by major conurbations, including Huddersfield, Manchester, Sheffield, Derby and Stoke-on-Trent.


          The National Park covers 555 square miles (1,438 km) of Derbyshire, Staffordshire, Cheshire, Greater Manchester and South and West Yorkshire, including the majority of the area commonly referred to as the Peak. The Park boundaries were drawn to exclude large built-up areas and industrial sites from the park; in particular, the town of Buxton and the adjacent quarries are located at the end of the Peak Dale corridor, surrounded on three sides by the Park. The town of Bakewell and numerous villages are, however, included within the boundaries, as is much of the (non-industrial) west of Sheffield. As of 2006, it is the fourth largest National Park in England and Wales. As always in Britain, the designation "National Park" means that there are planning restrictions to protect the area from inappropriate development, and a Park Authority to look after it - but does not imply that the land is owned by the government, or is uninhabited.


          12% of the Peak District National Park is owned by the National Trust, a charity which aims to conserve historic and natural landscapes. It does not receive government funding. The three Trust estates ( High Peak, South Peak and Longshaw) include the ecologically or geologically significant areas of Bleaklow, Derwent Edge, Hope Woodlands, Kinder Scout, Leek and Manifold, Mam Tor, Dovedale, Milldale and Winnats. The Peak District National Park Authority directly owns around 5%, and other major landowners include several water companies.


          


          Geology
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          Much of the Peak District, and its adjacent areas, approximate to the structure of an eroded dome. The Carboniferous Coal Measures lie just outside the district, especially on the eastern side. Below the Coal Measures are the shales and sandstones of the Millstone Grit. The grit forms the moorland of the Dark Peak, and also extends in two ridges southwards on the west and east sides of the district. The shales occur at the base of the grit.


          Between the two gritstone ridges, the underlying early Carboniferous Limestone is at the surface, forming the centre of the dome. This is the White Peak. The limestone produces numerous caves  this is sometimes known as karst topography.


          The Peak District dome is at the south end of the Pennine anticline.


          For a detailed description of the geology of the area see Cope's monograph.


          


          Ecology


          The gritstone and shale of the Dark Peak supports heather moorland and blanket bog environments, with rough sheep pasture and grouse shooting being the main land uses. The limestone plateaus of the White Peak are more intensively farmed, with mainly dairy usage of improved pastures. Some sources also recognise the South West Peak (near Macclesfield) as a third type of area, with intermediate characteristics.


          Woodland forms around 8% of the Peak National Park. Natural broadleaved woodland is found in the steep-sided, narrow dales of the White Peak and the deep cloughs of the Dark Peak, while reservoir margins often have coniferous plantations.


          Lead rakes<ref. Peak District National parks - Lead Rakes</ref>, the spoil heaps of ancient mines, form another distinctive habitat in the White Peak, supporting a range of rare plants, including spring sandwort (Minuartia verna; also known as Leadwort, alpine penny-cress (Thlaspi caerulescens) and mountain pansy (Viola lutea).


          


          Economy


          Tourism is the major local employment for Park residents (24%), with manufacturing industries (19%) and quarrying (12%) also being important; only 12% are employed in agriculture. The cement works at Hope is the largest employer within the Park. Tourism is estimated to provide 500 full-time jobs, 350 part-time jobs and 100 seasonal jobs. There are approximately 2,700 farms in the national park, most of them under 100 acres (40 ha in area. 60% of farms are believed to be run on a part-time basis where the farmer has a second job.


          The springs at Buxton and Ashbourne are exploited to produce bottled mineral water, and many of the plantations are managed for timber. Other manufacturing industries of the area are varied; they include David Mellor's cutlery factory ( Hathersage), brake linings ( Ferodo at Chapel-en-le-Frith) and electronic equipment ( Castleton). Limestone is the most important mineral quarried, mainly for roads and cement; shale is extracted for cement at Hope, and several gritstone quarries are worked for housing (see also Conservation issues: Quarrying). Lead mining is no longer economic, but fluorspar, barytes and calcite are extracted from lead veins, and small-scale Blue John mining occurs at Castleton.


          


          History


          


          Early history
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          The Peak District has been settled from the earliest periods of human activity, as is evidenced by occasional finds of Mesolithic flint artefacts and by palaeoenvironmental evidence from caves in Dovedale and elsewhere. There is also evidence of Neolithic activity, including some monumental earthworks or barrows (burial mounds) such as that at Margery Hill. In the Bronze Age the area was well populated and farmed, and evidence of these people survives in henges such as Arbor Low near Youlgreave or the Nine Ladies Stone Circle at Stanton Moor. In the same period, and on into the Iron Age, a number of significant hillforts such as that at Mam Tor were created. Roman occupation was sparse but the Romans certainly exploited the rich mineral veins of the area, exporting lead from the Buxton area along well-used routes. There were Roman settlements, including one at Buxton which was known to them as "Aquae Arnemetiae" in recognition of its spring, dedicated to the local goddess.


          Theories as to the derivation of the Peak District name include the idea that it came from the Pecsaetan or peaklanders, an Anglo Saxon tribe who inhabited the central and northern parts of the area from the 6th century AD when it fell within the large Anglian kingdom of Mercia.


          


          Medieval to modern history


          In medieval and early modern times the land was mainly agricultural, as it still is today, with sheep farming, rather than arable, the main activity in these upland holdings. However, from the sixteenth century onwards the mineral and geological wealth of the Peak became increasingly significant. Not only lead, but also coal, copper (at Ecton), zinc, iron, manganese and silver have all been mined here. Celia Fiennes, describing her journey through the Peak in 1697, wrote of 'those craggy hills whose bowells are full of mines of all kinds off black and white and veined marbles, and some have mines of copper, others tinn and leaden mines, in w[hi]ch is a great deale of silver.' Lead mining peaked in the 17th and 18th centuries and began to decline from the mid-19th century, with the last major mine closing in 1939, though lead remains a byproduct of fluorspar, baryte and calcite mining (see Derbyshire lead mining history for details). Limestone and gritstone quarries flourished as lead mining declined, and remain an important industry in the Peak.


          

          Large reservoirs such as Woodhead and Howden were built from the late 19th century onward to supply the growing urban areas surrounding the Peak District, often flooding large areas of farmland and depopulating the surrounding land in an attempt to improve the water purity.


          The northern moors of Saddleworth and Wessenden gained notoriety in the 1960s as the burial site of several children murdered by the so-called Moors Murderers, Ian Brady and Myra Hindley.


          


          Development of tourism


          The area has been a tourist destination for centuries, with an early tourist description of the area, De Mirabilibus Pecci or The Seven Wonders of the Peak by Thomas Hobbes, being published in 1636. Much scorn was poured on these seven wonders by subsequent visitors, including the journalist Daniel Defoe who described the moors by Chatsworth as 'a waste and houling wilderness' and was particularly contemptuous of the cavern near Castleton known, in typically frank Derbyshire style, as the Devil's Arse (or Peak Cavern). Visitor numbers did not increase significantly until the Victorian era, with railway construction providing ease of access and a growing cultural appreciation of the Picturesque and Romantic. Guides such as John Mawe's Mineralogy of Derbyshire (1802) and William Adam's Gem of the Peak (1840) generated interest in the area's unique geology.


          There is a great tradition of public access and outdoor recreation in this area. The Peak District formed a natural hinterland and rural escape for the populations of industrial Manchester and Sheffield, and remains a valuable leisure resource in a largely post-industrial economy. The Mass Trespass of Kinder Scout, the highest point in the Peak District, in 1932 was a landmark in the campaign for national parks and open access to moorland in Britain, at a time when such open moors were strongly identified with the game keeping interests of landed gentry. The Peak District National Park became the United Kingdom's first national park on ( 17 April 1951). The first National Trail in the United Kingdom was the Pennine Way, which starts from the village of Edale in the heart of the Peak District.


          


          Transport


          


          History


          The first roads in the Peak were constructed by the Romans, although they may have followed existing tracks. The Roman network is thought to have linked the settlements and forts of Aquae Arnemetiae (Buxton), Chesterfield, Ardotalia ( Glossop) and Navio ( Brough-on-Noe), and extended outwards to Danum ( Doncaster), Manucium (Manchester) and Derventio ( Little Chester, near Derby). Parts of the modern A515 and A53 roads south of Buxton are believed to run along Roman roads.


          Packhorse routes criss-crossed the Peak in the Medieval era, and some paved causeways are believed to date from this period, such as the Long Causeway along Stanage. However, no highways were marked on Saxton's map of Derbyshire, published in 1579. Bridge building improved the transport network; a surviving early example is the three-arched gritstone bridge over the River Derwent at Baslow, which dates from 1608 and has an adjacent toll-shelter. Although the introduction of turnpike roads (toll roads) from 1731 reduced journey times, the journey from Sheffield to Manchester in 1800 still took 16 hours, prompting Samuel Taylor Coleridge to remark that 'a tortoise could outgallop us!' From around 1815 onwards, turnpike roads both increased in length and improved in quality. An example is the Snake Road, built under the direction of Thomas Telford in 1819-21 (now the A57); the name refers to the crest of the Dukes of Devonshire. The Cromford Canal opened in 1794, carrying coal, lead and iron ore to the Erewash Canal.
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          The improved roads and the Cromford Canal both shortly came under competition from new railways, with work on the first railway in the Peak commencing in 1825. Although the Cromford and High Peak Railway (from Cromford Canal to Whaley Bridge) was an industrial railway, passenger services soon followed, including the Woodhead Line (Sheffield to Manchester via Longdendale) and the Manchester, Buxton, Matlock and Midlands Junction Railway. Not everyone regarded the railways as an improvement. John Ruskin wrote of the Monsal Dale line: 'You enterprised a railroad through the valley, you blasted its rocks away, heaped thousands of tons of shale into its lovely stream. The valley is gone, and the gods with it; and now, every fool in Buxton can be at Bakewell in half-an-hour, and every fool in Bakewell at Buxton.'


          By the second half of the twentieth century, the pendulum had swung back towards road transport. The Cromford Canal was largely abandoned in 1944, and several of the rail lines passing through the Peak were closed as uneconomic in the 1960s as part of the Beeching Axe. The Woodhead Line was closed between Hadfield and Penistone; parts of the trackbed are now used for the Trans-Pennine Trail, the stretch between Hadfield and Woodhead being known specifically as the Longdendale Trail. The Manchester, Buxton, Matlock and Midlands Junction Railway is now closed between Rowsley and Buxton where the trackbed forms part of the Monsal Trail. The Cromford and High Peak Railway is now completely shut, with part of the trackbed open to the public as the High Peak Trail. Another disused rail line between Buxton and Ashbourne now forms the Tissington Trail.


          


          Road network


          The main roads through the Peak District are the A57 (Snake Pass) between Sheffield and Manchester, the A628 (Woodhead Pass) between Barnsley and Manchester via Longdendale, the A6 from Derby to Manchester via Buxton, and the Cat and Fiddle road from Macclesfield to Buxton. These roads, and the pretty minor roads and lanes, are attractive to drivers, but the Peak's popularity makes road congestion a significant problem especially during summer.


          


          Public transport


          The Peak District is readily accessible by public transport, which reaches even central areas. Train services into the area are the Hope Valley Line from Sheffield and Manchester; the Derwent Valley Line from Derby to Matlock; and the Buxton Line and the Glossop Line linking those towns to Manchester. Coach (long-distance buses) services provide access to Matlock, Bakewell and Buxton from Derby, Nottingham, and Manchester, and there are regular buses from the nearest towns such as Sheffield, Glossop, Stoke, Leek and Chesterfield. The nearest airports are Manchester, East Midlands and DoncasterSheffield.


          For such a rural area, the smaller villages of the Peak are relatively well served by internal transport links. There are many minibuses operating from the main towns (Bakewell, Matlock, Hathersage, Castleton, Tideswell and Ashbourne) out to the small villages. The Hope Valley and Buxton Line trains also serves many local stations (including Hathersage, Hope and Edale).


          


          Activities
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          The Peak District provides opportunities for many types of outdoor activity. An extensive network of public footpaths and numerous long-distance trails (over 1,900mi/3,000 km in total), as well as large open-access areas, are available for hillwalking and hiking. Bridleways are commonly used by mountain bikers, as well as horse riders. Some of the long-distance trails, such as the Tissington and High Peak Trails, re-use former railway lines; they are much used by walkers, horse riders and cyclists. The Park authorities run cycle hire centres at Ashbourne, Parsley Hay and Ladybower Reservoir. Wheelchair access is possible at several places on the former railway trails, and cycle hire centres offer vehicles adapted to wheelchair users. There is a programme to make footpaths more accessible to less-agile walkers by replacing climbing stiles with walkers' gates.


          The many gritstone outcrops, such as Stanage and the The Roaches, are recognised as some of the finest rock climbing sites in the world (see: rock climbing in the Peak District). The Peak limestone also provides many testing climbs. Some of the area's large reservoirs (for example, Carsington Water) have become centres for water sports, including sailing, fishing and canoeing, in this most landlocked part of the UK. Other activities include air sports ( hang gliding and paragliding), birdwatching, caving, fell running, greenlaning and orienteering.


          


          Visitor attractions


          The spa town of Buxton was developed by the Dukes of Devonshire as a genteel health resort in the eighteenth century; now the largest town in the Peak District, it has an opera house with a theatre, and a museum and art gallery. Another spa town is Matlock Bath, popularised in the Victorian era. Bakewell is the largest settlement within the National Park; its five-arched bridge over the River Wye dates from the 13th century. Buxton, Matlock and Matlock Bath, Bakewell, Leek and the small towns of Ashbourne and Wirksworth, on the fringes of the Park, all offer a range of tourist amenities.


          Historic buildings include Chatsworth House, seat of the Dukes of Devonshire and among Britain's finest stately homes; the medieval Haddon Hall, seat of the Dukes of Rutland; Hardwick Hall, built by powerful Elizabethan Bess of Hardwick; and Lyme Park, an Elizabethan manor house transformed by an Italianate front. Many of the Peak's villages and towns have fine parish churches, with a particularly magnificent example being the fourteenth century church at Tideswell, sometimes dubbed the 'Cathedral of the Peak'. " Little John's Grave" can be seen in Hathersage churchyard.
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          The picturesque village of Castleton, overshadowed by the Norman Peveril Castle, has four show caves (the Peak, Blue John, Treak Cliff and Speedwell Caverns) and is the centre of production of the unique semi-precious mineral, Blue-John. Other show caves and mines include the Heights of Abraham caves (reached by cable car) at Matlock Bath, and Poole's Cavern at Buxton. The little village of Eyam is known for its self-imposed quarantine during the Plague of 1666.


          The Mining Museum at Matlock Bath, which includes tours of the Temple lead mine, and the Derwent Valley Mills (World Heritage Site) and Brindley Water Mill at Leek give insight into the Peak's industrial heritage. The preserved steam railway between Matlock and Rowsley, the National Tramway Museum at Crich and the Cromford Canal chart the area's transport history. The Life in a Lens Museum of Photography & Old Times in Matlock Bath presents the history of photography from 1839.


          Well dressing ceremonies are held in most of the villages during the spring and summer months, in a tradition said to date from pagan times. Other local customs include Castleton's annual Garland Festival and Ashbourne's Royal Shrovetide Football, played annually since the 12th century. Buxton hosts two opera festivals, the Buxton Festival and the International Gilbert and Sullivan Festival, as well as the Buxton Festival Fringe, and the Peak Literary Festival is held at various locations twice a year.


          Peak District food specialities include the dessert, Bakewell pudding (very different from the nationally available Bakewell tart), and the famous cheese Stilton, one of whose areas of production is the village of Hartington.


          


          Conservation issues
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          The proximity of the Peak to major conurbations  an estimated 20 million people live within an hour's drive  poses unique challenges to managing the area. The Peak Park Authority and the National Trust, with other landowners, attempt to balance keeping the upland landscape accessible to visitors for recreation, whilst protecting it from intensive farming, erosion and pressure from visitors themselves. An inevitable tension exists between the needs of the 38,000 residents of the Peak Park, the many millions of people who visit it annually and the conservation requirements of the area.


          The uneven distribution of visitors creates further stresses. Dovedale alone receives an estimated 2 million visitors annually; other highly visited areas include Bakewell, Castleton and the Hope valley, Chatsworth, Hartington and the reservoirs of the Upper Derwent valley. Over 60% of visits are concentrated in the period MaySeptember, with Sunday being the busiest day.


          


          Footpath erosion


          The number of footpath users on the more popular walking areas in the Peak District has contributed to serious erosion problems, particularly on the fragile peat moorlands of the Dark Peak. The recent use of some paths by mountain bikers is believed by some to have exacerbated an existing problem. Measures taken to contain the damage have included the permanent diversion of the official route of the Pennine Way out of Edale (it now goes up Jacob's Ladder rather than following the Grindsbrook), and the expensive stone paving of many moorland footpaths.


          


          Quarrying


          Large-scale limestone quarrying has been a particular area of contention. Twelve large limestone quarries operate in the Peak; Tunstead near Buxton is one of the largest quarries in Europe. Large quarries not only leave scars on the landscape but also cause dust and noise pollution and traffic congestion, particularly where stone is transported in lorries rather than by rail. However, the industry is critical to the local economy, employing 12% of those residing within the Park.


          Total limestone output has substantially decreased from the 1990 peak of 8.5 million tonnes (almost 30% in 1995). However, most of the mineral extraction licences were issued by national government for 90 years in the 1950s, and remain legally binding. The Peak Park Authority has a policy of considering all new quarrying and licence renewal applications within the area of the National Park in terms of the local and national need for the mineral and the uniqueness of the source, in conjunction with the effects on traffic, local residents and the environment. Some licenses have not been renewed; for example, the RMC Aggregates quarry at Eldon Hill was forced to close in 1999, and landscaping is ongoing. The proposals dating from 1999 from Stancliffe Stone Ltd to re-open dormant gritstone quarries at Stanton Moor have been seen as a test case. They are hotly contested by ecological protesters and local residents on grounds that the development would threaten nearby Bronze Age remains (in particular, the Nine Ladies stone circle) as well as the natural landscape locally. As of 2007, negotiations are ongoing to shift the development to the nearby Dale View quarry, a less sensitive area.


          


          Peak District in literature and arts


          The landscapes of the Peak have formed an inspiration to writers for centuries. Various places in the Peak District have been identified by Ralph Elliott and others as locations in the 14th century poem ' Sir Gawain and the Green Knight'; Lud's Church, for example, is thought to be the Green Chapel.


          Key scenes in Jane Austen's 1813 novel Pride and Prejudice are set in the Derbyshire Peak District. Peveril of the Peak (1823) by Sir Walter Scott is a historical novel set at Peveril Castle, Castleton during the reign of Charles II. William Wordsworth was a frequent visitor to Matlock; the Peak inspired several of his poems, including an 1830 sonnet to Chatsworth House. The village of Morton in Charlotte Bront's 1847 novel Jane Eyre is based on Hathersage, where Bront stayed in 1845, and Thornfield Hall might have been inspired by nearby North Lees Hall. Snowfield in George Eliot's first novel Adam Bede (1859) is believed to be based on Wirksworth, where her uncle managed a mill; Ellastone (Hayslope) and Ashbourne (Oakbourne) are also featured.


          Children's author Alison Uttley (18841976) was born at Cromford; her well-known novel, A Traveller in Time, set in Dethick, recounts the Babington Plot to free Mary, Queen of Scots from imprisonment. Crichton Porteous (190191) set several books in specific locations in the Peak; Toad Hole, Lucky Columbell and Broken River, for example, are set in the Derwent Valley. More recently, Geraldine Brooks's first novel, Year of Wonders (2001), blends fact and fiction to tell the story of the plague village of Eyam, which also inspired Children of Winter by children's novelist, Berlie Doherty (b. 1943). Doherty has set several other works in the Peak, including Deep Secret, based on the drowning of the villages of Derwent and Ashopton by the Ladybower Reservoir, and Blue John, inspired by the Blue John Cavern at Castleton.


          Many works of crime and horror have been set in the Peak. ' The Terror of Blue John Gap' by Sir Arthur Conan Doyle (18591930) recounts terrible events at the Blue John mines, and Sherlock Holmes investigates the kidnapping of a child in the region in ' The Adventure of the Priory School'. Many of the horror stories of local author Robert Murray Gilchrist (18781916) feature Peak settings. More recently, Stephen Booth has written a series of crime novels set in various real and imagined Peak locations, while In Pursuit of the Proper Sinner, an Inspector Lynley mystery by Elizabeth George, is set on the fictional Calder Moor.


          Other writers and poets who lived in or visited the Peak include Samuel Johnson, William Congreve, Anna Seward, Jean-Jacques Rousseau, Lord Byron, Thomas Moore, Richard Furness, D. H. Lawrence, Richmal Crompton and Nat Gould.


          The landscapes and historic houses of the Peak are also popular settings for film and television. The classic 1955 film, The Dam Busters, was filmed at the Upper Derwent Valley reservoirs, where practice flights for the bombing raids on the Ruhr dams had been made. In recent adaptations of Pride and Prejudice, Longnor has featured as Lambton, while Lyme Park and Chatsworth House have stood in for Pemberley. Haddon Hall not only doubled as Thornfield Hall in two different adaptations of Jane Eyre, but has also appeared in several other films including Elizabeth and The Princess Bride. The long-running television medical drama Peak Practice is set in the fictional village of Cardale in the Derbyshire Peak District; it was filmed in Crich, Matlock and other Peak locations.
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          The peanut, or Groundnut (Arachis hypogaea), is a species in the legume family Fabaceae native to South America, Mexico and Central America. It is an annual herbaceous plant growing to 30 to 50 cm (1 to 1 ft) tall. The leaves are opposite, pinnate with four leaflets (two opposite pairs; no terminal leaflet), each leaflet 1 to 7 cm (⅜ to 2 in) long and 1 to 3 cm (⅜ to 1 inch) broad. The flowers are a typical peaflower in shape, 2 to 4 cm ( to 1 in) across, yellow with reddish veining. After pollination, the fruit develops into a legume 3 to 7 cm (1 to 2 in) long containing 1 to 4 seeds, which forces its way underground to mature.


          The plant's name combines the morphemes pea and nut, causing some confusion as to the nature of the fruit. Although a nut in the culinary sense, in the botanical sense the fruit of the peanut plant is a woody, indehiscent legume and not a nut. The word pea describes the edible seeds of many other legumes in the Fabaceae family, and in that sense, a peanut is a kind of pea.


          Peanuts are also known as earthnuts, goobers, goober peas, pindas, jack nuts, pinders, manila nuts and monkey nuts. (The last of these is often used to mean the entire pod)


          


          History
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          The domesticated peanut is an amphidiploid or allotetraploid, meaning that it has two sets of chromosomes from two different species. The wild ancestors of the peanut were thought to be A. duranensis and A. ipaensis, a view recently confirmed by direct comparison of the peanut's chromosomes with those of several putative ancestors. This domestication might have taken place in Argentina or Bolivia, where the wildest strains grow today. In fact, many pre-Columbian cultures, such as the Moche, depicted peanuts in their art. .


          Evidence demonstrates that peanuts were domesticated in prehistoric times in Peru. Archeologists have thus far dated the oldest specimens to about 7,600 years before the present. Cultivation spread as far as Mesoamerica where the Spanish conquistadors found the tlalcacahuatl (Nahuatl="cacao", whence Mexican Spanish, cacahuate and French, cacahute) being offered for sale in the marketplace of Tenochtitlan (Mexico City). The plant was later spread worldwide by European traders. Cultivation in the English colonies of North America was popularized by African Americans, who brought the Kikongo word "goober".


          The nut gained Western popularity when it came to the United States from Africa. It had become popular in Africa after being brought there from Brazil by the Portuguese around 1800.


          


          Cultivation


          The flower of the Arachis hypogaea is borne above ground and after it withers, the stalk elongates, bends down, and forces the ovary underground. When the seed is mature, the seed coat (mesocarp) changes colour from white to a reddish brown. The entire plant, including most of the roots, is removed from the soil during harvesting.


          The pods begin in the orange veined, yellow petaled, pea-like flowers, which are borne in auxiliary clusters above ground. Following self-pollination, the flowers fade. The stalk at the base of the ovary, called the pedicel, elongates rapidly, and turns downward to bury the fruits several inches in the ground to complete their development.


          The pods act in nutrient absorption. The fruits have wrinkled shells that are constricted between the two to three seeds. The mature seeds resemble other legume seeds, such as beans, but they have paper-thin seed coats, as opposed to the usual, hard legume seed coats.


          Peanuts grow best in light, sandy loam soil. They require five months of warm weather, and an annual rainfall of 500 to 1000 mm (20 to 40 in) or the equivalent in irrigation water.


          The pods ripen 120 to 150 days after the seeds are planted. If the crop is harvested too early, the pods will be unripe. If they are harvested late, the pods will snap off at the stalk, and will remain in the soil.


          Peanuts are particularly susceptible to contamination during growth and storage. Poor storage of peanuts can lead to an infection by the mold fungus Aspergillus flavus, releasing the toxic substance aflatoxin. The aflatoxin producing molds exist throughout the peanut growing areas and may produce aflatoxin in peanuts when conditions are favorable to fungal growth.


          Harvesting peanuts occurs in two stages. First a machine is used to cut off the main root of the peanut plant by cutting through the soil just below the level of the peanut pods. Then the same machine lifts the "bush" from the ground and shakes it. Then the machine inverts the bush to leave the plant upside down on the ground to keep the peanuts out of the dirt. This allows the peanuts to slowly dry to a bit less than a third of their original moisture level over a period of 2-3 weeks while they are left upside down on the field.


          After the peanuts have dried sufficiently, they will then be threshed. This removes the peanut pods from the rest of the bush.


          


          Cultivation in China


          The peanut was introduced to China by Portuguese traders in the 1600s and another variety by American missionaries in the 1800s. They became popular and are featured in many Chinese dishes, often being boiled. During the 1980s peanut production began to increase greatly so that as of 2006 China was the world's largest peanut producer. A major factor in this increase has been China's move away from a communist economic system toward a free market system so that farmers are free to grow and market their crops as they decide.


          


          Cultivars
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          Thousands of peanut cultivars are grown, with four major Cultivar Groups being the most popular: Spanish, Runner, Virginia, and Valencia. There are also Tennessee Red and Tennessee White groups. Certain Cultivar Groups are preferred for particular uses because of differences in flavor, oil content, size, shape, and disease resistance. For many uses the different cultivars are interchangeable. Most peanuts marketed in the shell are of the Virginia type, along with some Valencias selected for large size and the attractive appearance of the shell. Spanish peanuts are used mostly for peanut candy, salted nuts, and peanut butter. Most Runners are used to make peanut butter.


          The various types are distinguished by branching habit and branch length. There are numerous varieties of each type of peanut. There are two main growth forms, bunch and runner. Bunch types grow upright, while runner types grow near the ground.


          Each year new cultivars of peanuts are bred and introduced somewhere in the peanut belt of the U.S. or in other countries. Introducing a new cultivar may mean change in the planting rate, adjusting the planter, harvester, dryer, cleaner, sheller, and method of marketing.


          


          Spanish group


          The small Spanish types are grown in South Africa, and in the southwestern and southeastern U.S. Prior to 1940, 90% of the peanuts grown in Georgia were Spanish types, but the trend since then has been larger seeded, higher yielding, more disease resistant cultivars. Spanish peanuts have a higher oil content than other types of peanuts and in the U.S. are now primarily grown in Oklahoma and Texas.


          Cultivars of the Spanish group include 'Dixie Spanish', 'Improved Spanish 2B', 'GFA Spanish', 'Argentine', 'Spantex', 'Spanette', 'Shaffers Spanish', 'Natal Common (Spanish)', 'White Kernel Varieties', 'Starr', 'Comet', 'Florispan', 'Spanhoma', 'Spancross', 'OLin', 'Tamspan 90', 'Spanco' 'Wilco I', 'GG 2', 'GG 4' and 'TMV 2'.


          


          Runner group


          Since 1940, there has been a shift to production of Runner group peanuts in the southeastern U.S. Runners are found in Georgia, Alabama, Florida, and South Carolina. This shift is due to good flavor, better roasting characteristics and higher yields when compared to Spanish types leading to food manufacturers' preference for use in peanut butter and salting.


          Cultivars of Runners include 'Southeastern Runner 56-15', 'Dixie Runner', 'Early Runner', 'Virginia Bunch 67', 'Bradford Runner', 'Egyptian Giant' (also known as 'Virginia Bunch' and 'Giant'), 'Rhodesian Spanish Bunch' (Valencia and Virginia Bunch), 'North Carolina Runner 56-15', 'Georgia Green', 'Flavor Runner 458', 'Tamrun OL01', 'Tamrun OL02' and 'AT-108'.
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          Virginia group


          The large seeded Virginia Group peanuts are grown in Virginia, North Carolina, Tennessee, and parts of Georgia. They are increasing in popularity due to demand for large peanuts for processing, particularly for salting, confections, and roasting in the shells.


          Virginia Group peanuts are either bunch or running in growth habit. The bunch type is upright to spreading. It attains a height of 45 to 55 cm (18 to 22 inches), and a spread of 70 to 80 cm (28 to 30 in), with 80 to 90 cm (33 to 36 in) rows that seldom cover the ground. The pods are borne within 5 to 10 cm of the base of the plant.


          Cultivars of Virginia type peanuts include NC 7, NC 9, NC 10C, NC-V 11, VA 93B, NC 12C, VA-C 92R, Gregory, VA 98R, Perry, Wilson, Hull, VC-2 and Shulamit


          


          Valencia group


          Valencia Group peanuts are coarse, and they have heavy reddish stems and large foliage. In the U.S. large commercial production is primarily in Eastern New Mexico, especially in and around Portales, New Mexico, but they are grown on a small scale elsewhere in the South as the best flavored and preferred type for boiled peanuts. They are comparatively tall, having a height of 125 cm (50 inches) and a spread of 75 cm (30 inches). Peanut pods are borne on pegs arising from the main stem and the side branches. Most of the pods are clustered around the base of the plant, and only a few are found several inches away. Valencia types are three seeded and smooth, with no constriction between the seeds. Seeds are oval and tightly crowded into the pods. There are two strains, one with flesh and the other with red seeds. Typical seed weight is 0.4 to 0.5 g.


          


          Tennessee Red and Tennessee White groups


          These are alike, except for the colour of the seed. The plants are similar to Valencia types, except that the stems are green to greenish brown, and the pods are rough, irregular, and have a smaller proportion of kernels.


          


          Uses


          
            [image: Peanuts are found in a wide range of grocery products.]

            
              Peanuts are found in a wide range of grocery products.
            

          


          Edible peanuts account for two-thirds of the total peanut use in the United States. Popular confections include salted peanuts, peanut butter ( sandwiches, candy bars, and cups), peanut brittle, and shelled nuts (plain/roasted). Salted peanuts are usually roasted in oil and packed in retail size, plastic bags or hermetically sealed cans. Dry roasted, salted peanuts are also marketed in significant quantities. The primary use of peanut butter is in the home, but large quantities are also used in the commercial manufacture of sandwiches, candy, and bakery products. Boiled peanuts are a preparation of raw, unshelled green peanuts boiled in brine and typically eaten as a snack in the southern United States where most peanuts are grown. More recently, peanuts can be fried, where they can be eaten both shell and nut.


          Peanuts are common ingredients in Peruvian Creole cuisine reflecting the marriage of native ingredients and ingredients introduced by Europeans. In one example peanuts are roasted along with hot peppers (both native to South America) and blended with roasted onions, garlic, and oil (all of European origin) to make a smooth sauce poured over boiled potatoes. This dish is especially famous in the city of Arequipa and is known as "papas con ocopa". Another example combines a similar mixture with sauted seafood or boiled and shredded chicken in the form of a fricassee. These dishes are generally known as "Ajis" such as "Aji de Pollo" "Aji de Mariscos". One may find that not all cooks use peanuts in seafood "ajis". The combination of ground roasted peanuts suggests some Moorish and Middle Eastern influence in modern Peruvian cuisine, presumably through the Spanish conquistadores. It is well documented that Middle Eastern cuisine makes extensive use of ground and pastes of almonds, pine nuts and other nuts combined with rice, meats and vegetables to arrive to dishes like Rice Pilaf. In the Levantine and Catalan cuisine there is also a wide use of ground nuts. Although the peanut is not a nut it may be argued that the Spanish used the peanut along with local Peruvian ingredients to emulate their ancestral cuisine in the absence of almonds and pine nuts. Peanuts are also widely used in South-East Asian cuisine, particularly Indonesia, where it is typically made into a spicy sauce. Peanuts originally came to Indonesia from the Philippines, where the legume came from Mexico in times of Spanish colonization.
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          Common Indonesian peanut-based dishes include gado-gado, pecel, karedok and ketoprak, all vegetable salads mixed with peanut sauce, and the peanut-based dipping sauce for satay. Boiled peanuts are a popular Chinese snack and appetizer. Peanuts are also used in the Mali meat stew maafe.


          Peanut oil is often used in cooking, because it has a mild flavor and burns at a relatively high temperature. Under the name Plumpy'nut 100 g (3.5 ounces), two small bags per day are given by the World Health Organization as a surviving base to many children in Africa. Peanuts are often a major ingredient in mixed nuts because of their inexpensiveness compared to Brazil nuts, cashews, walnuts, and so on. The U.S. airline industry used to be a relatively large purchaser of peanuts for serving during flights (6 million lb / 3 million kg annually) before the nuts were removed from flights by many airlines (largely due to allergy concerns, but also due to cost).


          Peanuts are also very widely sold for garden bird feeding. Low grade or culled peanuts not suitable for the edible market are used in the production of peanut oil, seed and feed, although some owners of pet hookbills avoid these kinds for that reason.


          Peanuts have a variety of industrial end uses. Paint, varnish, lubricating oil, leather dressings, furniture polish, insecticides, and nitroglycerin are made from peanut oil. Soap is made from saponified oil, and many cosmetics contain peanut oil and its derivatives. The protein portion of the oil is used in the manufacture of some textile fibers.


          Peanut shells are put to use in the manufacture of plastic, wallboard, abrasives, and fuel. They are also used to make cellulose (used in rayon and paper) and mucilage (glue).


          Peanut plant tops are used to make hay. The protein cake (oilcake meal) residue from oil processing is used as an animal feed and as a soil fertilizer.


          Peanuts can also be used like other legumes and grains to make a lactose-free milk-like beverage, Peanut milk


          


          Nutritional value


          
            
              	Peanut, valencia, raw

              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 570 kcal  2390 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	21 g
                  


                  
                    	- Sugars 0.0 g
                  


                  
                    	- Dietary fibre 9 g 
                  


                  
                    	Fat

                    	48 g
                  


                  
                    	- saturated 7 g
                  


                  
                    	- monounsaturated 24 g 
                  


                  
                    	- polyunsaturated 16 g 
                  


                  
                    	Protein

                    	25 g
                  


                  
                    	Thiamin (Vit. B1) 0.6 mg 

                    	46%
                  


                  
                    	Riboflavin (Vit. B2) 0.3 mg 

                    	20%
                  


                  
                    	Niacin (Vit. B3) 12.9 mg 

                    	86%
                  


                  
                    	Pantothenic acid (B5) 1.8 mg

                    	36%
                  


                  
                    	Vitamin B6 0.3 mg

                    	23%
                  


                  
                    	Folate (Vit. B9) 246 g

                    	62%
                  


                  
                    	Vitamin C 0.0 mg

                    	0%
                  


                  
                    	Calcium 62 mg

                    	6%
                  


                  
                    	Iron 2 mg

                    	16%
                  


                  
                    	Magnesium 184 mg

                    	50%
                  


                  
                    	Phosphorus 336 mg

                    	48%
                  


                  
                    	Potassium 332 mg 

                    	7%
                  


                  
                    	Zinc 3.3 mg

                    	33%
                  

                

              
            


            
              	Percentages are relative to US

              recommendations for adults.

              Source: USDA Nutrient database
            

          


          


          Health benefits


          Peanuts are a rich source of protein (roughly 30 grams per cup after roasting). Prior to 1990 the PER method of protein evaluation considered peanut protein along with soy protein an incomplete protein, containing relatively low amounts of the essential amino acids, cystine, and methionine (but high in lysine), and it was advised to be sure that a diet or meal with peanuts as a staple also include complementary foods such as whole grains like corn and wheat, which are adequate in methionine but limited by lysine. Protein combining has been largely discredited. Since 1990 the gold standard for measuring protein quality is the Protein Digestibility Corrected Amino Acid Score (PDCAAS) and by this criterion peanut protein and other legume proteins such as soy protein is the nutritional equivalent of meat and eggs for human growth and health.. An example of an extremely nutritious peanut-based food to restore health in starving-malnourished children is Plumpy'nut.


          Peanut oil is a mainly monounsaturated fat, much of which is oleic acid, the healthful type of fat that has been implicated for skin health. Some say peanuts are an unbalanced source of fat because they have only trace amounts of required Omega-3 fats. Some brands of peanut butter are fortified with Omega-3 in the form of flaxseed oil to balance the ratio of Omega-3 to Omega-6.


          


          Niacin


          Peanuts are a good source of niacin and thus contribute to brain health, brain circulation and blood flow.


          


          Peanuts and antioxidants


          Recent research on peanuts and nuts in general has found antioxidants and other chemicals that may provide health benefits. New research shows peanuts rival the antioxidant content of many fruits. Roasted peanuts rival the antioxidant content of blackberries and strawberries, and are far richer in antioxidants than apples, carrots or beets. Research conducted by a team of University of Florida scientists, published in the journal Food Chemistry, shows that peanuts contain high concentrations of antioxidant polyphenols, primarily a compound called p-coumaric acid, and that roasting can increase peanuts' p-coumaric acid levels, boosting their overall antioxidant content by as much as 22%.


          


          Peanuts and coenzyme Q10


          Peanuts are a source of Coenzyme Q10 along with oily fish, beef, soybeans and spinach. Peanuts also help to accelerate the growth of male and female hormones.


          


          Health concerns


          


          Allergies


          
            [image: Shelled Peanuts with skin]

            
              Shelled Peanuts with skin
            

          


          Although many people enjoy foods made with peanuts, some people have mild to severe allergic reactions. For people with peanut allergy, exposure can cause fatal anaphylactic shock. For these individuals, eating a single peanut or just breathing the dust from peanuts can cause a fatal reaction. An allergic reaction also can be triggered by eating foods that have been processed with machines that have previously processed peanuts, making the avoidance of such foods difficult.


          A theory of the development of peanut allergy has to do with the way that peanuts are processed in North America versus other countries like China and India. Peanuts are widely eaten in China and India but peanut allergies are almost unheard of there. According to a 2003 study, roasting peanuts, as more commonly done in North America, causes the major peanut allergen Ara h2 to become a stronger inhibitor of the digestive enzyme trypsin, making it more resistant to digestion. Additionally, this allergen has also been shown to protect Ara h1, another major peanut allergen, from digestion - a characteristic further enhanced by roasting.


          Though the allergy can last a lifetime, another 2003 study indicates that 23.3% of children will outgrow a peanut allergy.


          Peanut allergy has been associated with the use of skin preparations containing peanut oil among children, but the evidence is not regarded as conclusive. Peanut allergies have also been associated with family history and intake of soy products.


          Some school districts have banned peanuts, and there is now an experimental drug being tested to combat this allergy, called TNX-901.


          As the peanut is a member of the legume family and is unrelated to nuts, individuals with peanut allergies may not be allergic to nuts, and vice-versa.


          Some people mistakenly believe that peanut oil will not trigger allergies in peanut-allergic people. However, crude (unrefined) peanut oils are strongly flavoured, and have been shown to contain protein, which may cause allergic reactions.


          In a randomised, double-blind, crossover study, 60 people with proven peanut allergy were challenged with both crude peanut oil and refined peanut oil. The authors conclude that Crude peanut oil caused allergic reactions in 10% of allergic subjects studied and should continue to be avoided. They also state that, Refined peanut oil does not seem to pose a risk to most people with peanut allergy. However, they point out that refined peanut oil can still pose a risk to peanut-allergic individuals if oil that has previously been used to cook foods containing peanuts is reused.


          


          Peanuts and Aflatoxin


          Peanuts may be contaminated with the mold Aspergillus flavus which produces a carcinogenic substance called aflatoxin. While this substance quickly causes liver cancer in rats, humans are far more resistant. Lower quality specimens, particularly where mold is evident, are more likely to be contaminated.


          


          U.S. Department of Agriculture (USDA) program


          George Washington Carver is often credited with inventing 300 different uses for peanuts(which, contrary to popular belief, did not include peanut butter but did include salted peanuts). Carver was one of many USDA researchers who encouraged cotton farmers in the South to grow peanuts instead of, or in addition to cotton, because cotton had depleted so much nitrogen from the soil, and one of the peanut's properties as a legume is to put nitrogen back into the soil (a process known as nitrogen fixation). Rising demand for peanuts in the early 1900s was not due to Carver's products but to a shortage of plant oils during World War I and the growing popularity of peanut butter, roasted peanuts and peanut candies. Peanut products originating around the early 1900s include many brands still sold today such as Cracker Jack (1893), Planters peanuts (1906), Oh Henry! candy bar (1920), Baby Ruth candy bar (1920), Butterfinger candy bar (1923), Mr. Goodbar candy bar (1925), Reese's Peanut Butter Cup (1925), Peter Pan (peanut butter) (1928) and Skippy peanut butter (1932).


          Peanuts were designated by the U.S. Congress to be one of America's basic crops. In order to protect domestic industry by keeping prices artificially high, the United States Department of Agriculture (USDA) conducts a Program for Peanuts. Two USDA programs for domestic peanuts are the Price Support Program and the Production Adjustment Program (National Poundage Quota). The Price Support Program consists of a two-tier price support system that is tied to a maximum weight quota. Domestic peanuts produced subject to the weight quota are supported at the higher of two prices, while peanuts over quota or those produced on farms not having a quota are supported at the lower rate. The quota support price acts as a floor price for domestic edible peanuts. For producers who fail to fill their quota in any given year, there is a maximum 10% over marketing allowance for the subsequent year. Pursuant to the program, producers may place peanuts under nonrecourse loan with the Commodity Credit Corporation (CCC) at the designated support price or they may privately contract for the sale of their crop. This program was replaced by a market loan program similar to other commodities in 2002.


          


          Trade
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              Peanuts seller in Ouagadougou
            

          


          The major producers/exporters of peanuts are the United States, Argentina, Sudan, Senegal, and Brazil. These five countries account for 71% of total world exports. In recent years, the United States has been the leading exporter of peanuts. The major peanut importers are the European Union (EU), Canada, and Japan. These three areas account for 78% of the world's imports.


          Although India and China are the world's largest producers of peanuts, they account for a small part of international trade because most of their production is consumed domestically as peanut oil. Exports of peanuts from India and China are equivalent to less than 4% of world trade.


          Ninety percent of India's production is processed into peanut oil. Only a nominal amount of hand-picked select-grade peanuts are exported. India prohibits the importation of all oil seeds, including peanuts.


          The European Union is the largest consuming region in the world that does not produce peanuts. All of its consumption is supplied by imports. Consumption of peanuts in the EU is primarily as food, mostly as roasted-in-shell peanuts and as shelled peanuts used in confectionery and bakery products.


          The average annual U.S. imports of peanuts are less than 0.5% of U.S. consumption. Two thirds of U.S. imports are roasted, unshelled peanuts. The major suppliers are Taiwan, Malaysia, Hong Kong, Mainland China, and Canada. The principal suppliers of shelled peanut imports are Argentina and Canada. Most of Canada's peanut butter is processed from Chinese peanuts. Imports of peanut butter from Argentina are in the form of a paste and must be further processed in the U.S. Other minor suppliers of peanut butter include Malawi, China, India, and Singapore.


          Approximately 50% of all peanuts produced in the United States are grown within a 160 km (100 mile) radius of Dothan, Alabama. Dothan is home to the National Peanut Festival established in 1938 and held each fall to honour peanut growers and celebrate the harvest.


          
            Retrieved from " http://en.wikipedia.org/wiki/Peanut"
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              The Peanuts gang

              Top row: Woodstock, Snoopy, and

              Charlie Brown

              Bottom row: Franklin, Lucy van Pelt,

              Linus van Pelt, Peppermint Patty, and

              Sally Brown
            


            
              	Author(s)

              	Charles M. Schulz
            


            
              	Website

              	http://www.snoopy.com/
            


            
              	Current status / schedule

              	Concluded, in reruns
            


            
              	Launch date

              	October 2, 1950
            


            
              	End Date

              	February 13, 2000
            


            
              	Syndicate(s)

              	United Feature Syndicate
            


            
              	Genre(s)

              	Comedy
            

          


          Peanuts is a syndicated daily and Sunday comic strip written and illustrated by Charles M. Schulz, which ran from October 2, 1950, to February 13, 2000 (the day after Schulz's death), continuing in reruns afterward. The strip is considered to be one of the most popular and influential in the history of the medium, with 17,897 strips published in all, making it "arguably the longest story ever told by one human being," according to Professor Robert Thompson of Syracuse University. At its peak, Peanuts ran in over 2,600 newspapers, with a readership of 355 million in 75 countries, and was translated into 21 languages. It helped to cement the four-panel gag strip as the standard in the United States, and together with its merchandise earned Schulz more than $1 billion. Reprints of the strip are still syndicated and run in many newspapers.


          In addition, Peanuts achieved considerable success for its television specials, several of which, including A Charlie Brown Christmas and It's the Great Pumpkin, Charlie Brown won or were nominated for Emmy Awards. The holiday specials remain quite popular and are currently broadcast on ABC in the United States during the appropriate season.


          


          History


          


          [bookmark: 1940s]


          1940s


          Peanuts had its origin in Li'l Folks, a weekly panel comic that appeared in Schulz's hometown paper, the St. Paul Pioneer Press, from 1947 to 1950. He first used the name Charlie Brown for a character there, although he applied the name in four gags to three different boys and one buried in sand. The series also had a dog that looked much like the early 1950s version of Snoopy. In 1948, Schulz sold a cartoon to the Saturday Evening Post; seventeen single-panel cartoons by Schulz would be published there. The first of these was of a boy who resembled Charlie Brown sitting with his feet on an ottoman.


          In 1948, Schulz tried to have Li'l Folks syndicated through the Newspaper Enterprise Association. Schulz would have been an independent contractor for the syndicate, unheard of in the 1940s, but the deal fell through. Li'l Folks was dropped in 1949. The next year, Schulz approached the United Features Syndicate with his best work from Li'l Folks.


          When his work was picked up by United Features Syndicate, they decided to run the new comic strip he had been working on. This strip was similar in spirit to the panel comic, but it had a set cast of characters, rather than different nameless little folk for each page. The name Li'l Folks was too close to the names of two other comics of the time: Al Capp's Li'l Abner and a strip titled Little Folks. To avoid confusion, the syndicate settled on the name Peanuts, a title Schulz always disliked. In a 1987 interview, Schulz said of the title Peanuts: "It's totally ridiculous, has no meaning, is simply confusing, and has no dignity  and I think my humor has dignity." The periodic collections of the strips in paperback book form typically had either "Charlie Brown" or "Snoopy" in the title, not "Peanuts", because of Schulz's distaste for his strip's title. The Sunday panels eventually typically read, Peanuts, featuring Good Ol' Charlie Brown.


          [bookmark: 1950s]


          1950s


          Peanuts premiered on October 2, 1950, in seven newspapers: The Washington Post, The Chicago Tribune, The Minneapolis Tribune, The Allentown Call-Chronicle, The Bethlehem Globe-Times, The Denver Post and The Seattle Times. It began as a daily strip; its first Sunday strip appeared January 6, 1952, in the half page format, which was the only complete format for the entire life of the Sunday strip.


          Schulz made the decision to produce all aspects of the strip, from the script to the finished art and lettering, himself. Thus the strip was able to be presented with a unified tone, and Schulz was able to employ a minimalistic style. Backgrounds were generally eschewed, and when utilised Schulz's frazzled lines imbued them with a fraught, psychological appearance. This style has been described by art critic John Carlin as forcing "its readers to focus on subtle nuances rather than broad actions or sharp transitions."


          While the strip in its early years resembles its later form, there are significant differences. The art was cleaner, sleeker, and simpler, with thicker lines and short, squat characters. For example, in these early strips, Charlie Brown's famous round head is closer to the shape of a football. Most of the kids were initially fairly round-headed.


          [bookmark: 1960s-1970s]


          1960s-1970s


          Peanuts is remarkable for its deft social commentary, especially compared with other strips appearing in the 1950s and early 1960s. Schulz did not explicitly address racial and gender equality issues so much as he assumed them to be self-evident in the first place. Peppermint Patty's athletic skill and self-confidence is simply taken for granted, for example, as is Franklin's presence in a racially-integrated school and neighbourhood.


          Schulz would throw satirical barbs at any number of topics when he chose. Over the years he tackled everything from the Vietnam War to school dress codes to the " new math". One of his most prescient sequences came in 1963 when he added a little boy named " 5" to the cast, whose sisters were named "3" and "4", and whose father had changed their family name to their ZIP Code, giving in to the way numbers were taking over people's identities. In 1957, a strip in which Snoopy tossed Linus into the air and boasted that he was the first dog ever to launch a human, parodied the hype associated with Sputnik 2's launch of "Laika" the dog into space earlier that year. Another sequence lampooned Little Leagues and "organized" play, when all the neighbourhood kids join snowman-building leagues and criticize Charlie Brown when he insists on building his own snowmen without leagues or coaches.


          Peanuts did not shy away from cartoon violence. The most obvious example might be Charlie Brown's annual, futile effort to kick the football while Lucy holds it. At the last moment, she would pull the ball away just as he was kicking. The off-balance Charlie would sail into the air and land on his back with a loud thud. There was also the ever-present threat of Lucy to "slug" someone, especially her brother Linus. Though violence would happen from time to time, no boy was ever depicted hitting a girl. Schulz once said, "A girl hitting a boy is funny. A boy hitting a girl is not funny."


          Peanuts touched on religious themes on many occasions, most notably the classic television special A Charlie Brown Christmas in 1965, which features the character Linus van Pelt quoting the King James Version of the Bible (Luke 2:8-14) to explain to Charlie Brown what Christmas is all about. (In personal interviews, Schulz mentioned that Linus represented his spiritual side.)


          Peanuts probably reached its peak in American pop-culture awareness between 1965 and 1980; this period was the heyday of the daily strip, and there were numerous animated specials and book collections.


          [bookmark: 1980s-1990s]


          1980s-1990s


          During the 1980s other strips rivaled Peanuts in popularity, most notably Doonesbury, Garfield, The Far Side, Bloom County, and Calvin and Hobbes. However, Schulz still had one of the highest circulations in daily newspapers.


          


          The daily Peanuts strips were formatted in a four-panel "space saving" format beginning in the 1950s, with a few very rare eight-panel strips, that still fit into the four-panel mold. In 1975, the panel format was shortened slightly horizontally, and shortly after the lettering became larger to accommodate the shrinking format. In 1988, Schulz abandoned this strict format and started using the entire length of the strip, in part to combat the dwindling size of the comics page, and also to experiment. Most daily Peanuts strips in the 1990s were three-panel strips.


          Schulz continued the strip until he was forced to retire because of health reasons.


          


          The end of Peanuts


          The final daily original Peanuts comic strip was published on January 3, 2000. Original Sunday strips continued for a few weeks, with the last one published, coincidentally, the day after Schulz's death on February 12. The final Sunday strip included all of the text from the final Daily strip, and the only drawing: that of Snoopy typing in the lower right corner. It also added several classic scenes of the Peanuts characters surrounding the text. Following its finish, many newspapers began reprinting older strips under the title Classic Peanuts. Though it no longer maintains the "first billing" in as many newspapers as it enjoyed for much of its original run, Peanuts remains one of the most popular and widely syndicated strips today.


          


          Cast of characters
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              The cast in Snoopy World in Hong Kong.
            

          


          


          The initial cast of Peanuts was small, featuring only Charlie Brown, Shermy, Patty (not to be confused with Peppermint Patty), and a beagle, Snoopy.


          Though the strip did not have a lead character at the onset, it soon began to focus on Charlie Brown, a character developed from some of the painful experiences of Schulz's formative years. Charlie Brown's main characteristic is either self-defeating stubbornness or admirable determined persistence to try his best against all odds: he can never win a ballgame but continues playing baseball; he can never fly a kite successfully but continues trying to do so. Though his inferiority complex was evident from the start, in the earliest strips he also got in his own jabs when verbally sparring with Patty and Shermy. Some early strips also involved romantic attractions between Charlie Brown and Patty or Violet (the next major character added to the strip).


          As the years went by, Shermy, Violet, and Patty appeared less often and were demoted to supporting roles (eventually disappearing from the strip by the end of the 1960s/beginning of the 1970s), while new major characters were introduced. Schroeder, Lucy Van Pelt, and her brother Linus debuted as very young children  with Schroeder and Linus both in diapers and pre-verbal. Snoopy, who began as a typical puppy, soon started to verbalize his thoughts via thought bubbles. Eventually he adopted other human characteristics, such as walking on his hind legs, reading books, using a typewriter, and participating in sports. He also grew from a puppy to a full-grown dog.


          One recurring theme in the strip is Charlie Brown's Little League baseball team. Charlie Brown is the manager of the team and, usually, its pitcher, with the other characters of the strip comprising the rest of the team. Charlie Brown is a terrible pitcher, often giving up tremendous hits which either knock him off the mound or leave him with only his shorts on. The team itself is also poor, with only Charlie Brown's dog Snoopy being particularly competent. Because of this, the team consistently loses. However, while the team is often referred to as "win-less", it does win at least 10 games over the course of the strip's run, most of these when Charlie Brown is not playing.


          


          In the 1960s, the strip began to focus more on Snoopy. Many of the strips from this point revolve around Snoopy's active, Walter Mitty-like fantasy life, in which he imagined himself to be a World War I flying ace or a bestselling suspense novelist, to the bemusement and consternation of the other characters who sometimes wonder what he is doing but also at times participate. Snoopy eventually took on many more distinct personas over the course of the strip, notably college student "Joe Cool".


          Schulz continued to introduce new characters into the strip, particularly including a tomboyish, freckle-faced, shorts-and-sandals-wearing girl named Patricia Reichardt, better known as " Peppermint Patty." "Peppermint" Patty is an assertive, athletic but rather obtuse girl who shakes up Charlie Brown's world by calling him "Chuck," flirting with him, and giving him compliments he is not so sure he deserves. She also brings in a new group of friends (and heads a rival baseball team), including the strip's first black character, Franklin, a Mexican-Swedish kid named Jos Peterson, and Peppermint Patty's bookish sidekick Marcie, who calls Peppermint Patty "Sir" and Charlie Brown "Charles." (Most other characters call him "Charlie Brown" at all times, except for Eudora, who also calls him "Charles"; Charlie Brown's sister Sally Brown, who usually calls him "big brother"; and a minor character named Peggy Jean in the early 1990s who called him "Brownie Charles" after he could not remember his own name. Also, Snoopy calls his owner, Charlie Brown, "that round-headed kid.")


          Several additional family members of the characters were also introduced: Charlie Brown's younger sister Sally, who is fixated on Linus; Linus and Lucy Van Pelt's younger brother Rerun; and Spike, Snoopy's desert-dwelling brother from Needles, California, who was apparently named for Schulz's own childhood dog. Snoopy also had two other brothers who made some appearances in the strip.


          Other notable characters include: Snoopy's friend Woodstock, a bird whose chirping is represented in print as hash marks but is nevertheless clearly understood by Snoopy; Pigpen, the perpetually dirty boy who could raise a cloud of dust on a clean sidewalk or in a snowstorm; and Frieda, a girl proud of her "naturally curly hair", and who owned a cat named Faron, much to Snoopy's chagrin. (The way Faron hung over Freida's shoulder prompted Linus to comment that he was "the world's first boneless cat.")


          Peanuts had several recurring characters who were actually absent from view. Some, such as the Great Pumpkin or the Red Baron, may or may not have been figments of the cast's imaginations. Others were not imaginary, such as the Little Red-Haired Girl (Charlie Brown's perennial dream girl who finally appeared in 1998, but only in silhouette), Joe Shlabotnik (Charlie Brown's baseball hero), World War II (the vicious cat who lives next door to Snoopy - not to be confused with Frieda's cat, Faron), and Charlie Brown's unnamed pen pal. After some early anomalies, adult figures never appeared in the strip.


          Schulz also added some fantastic elements, sometimes imbuing inanimate objects with sparks of life. Charlie Brown's nemesis, the Kite-Eating Tree, is one example. Sally Brown's school building, that expressed thoughts and feelings about the students (and the general business of being a brick building), is another. Linus' famous " security blanket" also displayed occasional signs of anthropomorphism.


          


          Ages of the Peanuts characters


          Over the course of their nearly fifty-year run, most of the characters' literal ages do not change more than two years. An exception are the characters who were newly introduced as infants, who begin at birth, catch up to the rest of the cast, then stop. Rerun is unique in that he stopped aging in kindergarten. Linus was first mentioned in the strip where his birth is announced, on September 19, 1952. He then ages to right around Charlie Brown's age over the course of the first ten years, during which we see him learn to walk and talk with the help of Lucy and Charlie Brown. When Linus stops aging he is about a year or so younger than Charlie Brown. Charlie Brown was four when the strip began and aged over the next two decades until he settled in as an eight-year-old (after which he is consistently referred to as eight when any age is given). Sally remains two years younger than her older brother Charlie Brown, although Charlie Brown was already of school age in the strips when she was born and seen as a baby.


          In one strip, when Lucy declares that by the time a child is five years old, his personality is already pretty well established, Charlie Brown protests, "But I'm already five! I'm more than five!"


          The characters, however, were not strictly defined by their literal ages. "Were they children or adults? Or some kind of hybrid?" wrote David Michaelis of Time magazine. Schulz distinguished his creations by "fusing adult ideas with a world of small children." Michaelis continues:


          
            
              	

              	Through his characters, "[Schulz] brought... humor to taboo themes such as faith, intolerance, depression, loneliness, cruelty and despair. His characters were contemplative. They spoke with simplicity and force. They made smart observations about literature, art, classical music, theology, medicine, psychiatry, sports and the law."

              	
            

          


          In other words, the cast of Peanuts transcended age and were more broadly human.


          Current events were sometimes a subject of the strip over the years. In a 1995 series, Sally mentions the Classic Comic Strip Characters series of stamps, which were released four years earlier, and a story about the Vietnam War ran for 10 days in the 1960s. The passage of time, however, is negligible and incidental in Peanuts.


          


          Critical acclaim


          


          Peanuts is often regarded as one of the most influential and well-written comic strips of all time. Schulz received the National Cartoonist Society Humor Comic Strip Award for Peanuts in 1962, the Elzie Segar Award in 1980, the Reuben Award in 1955 and 1964, and the Milton Caniff Lifetime Achievement Award in 1999. A Charlie Brown Christmas won a Peabody Award and an Emmy; Peanuts cartoon specials have received a total of 2 Peabody Awards and 4 Emmys. For his work on the strip, Charles Schulz is credited with a star on the Hollywood Walk of Fame and a place in the William Randolph Hearst Cartoon Hall of Fame. Peanuts was featured on the cover of Time Magazine on April 9, 1965, with the accompanying article praising the strip as being "the leader of a refreshing new breed that takes an unprecedented interest in the basics of life."


          Considered amongst the greatest comic strips of all time, Peanuts was declared second in a list of the greatest comics of the 20th century commissioned by The Comics Journal in 1999. Peanuts lost out to George Herriman's Krazy Kat, a strip Schulz admired, and he accepted the positioning in good grace, to the point of agreeing with the result. In 2002 TV Guide declared Snoopy and Charlie Brown equal 8th in their list of "Top 50 Greatest Cartoon Characters of All Time", published to commemorate their 50th anniversary.


          Cartoon tributes have appeared in other comic strips since Schulz's death in 2000, and are now displayed at the Charles Schulz Museum. In May 2000, many cartoonists included a reference to Peanuts in their own strips. Originally planned as a tribute to Schulz's retirement, after his death that February it became a tribute to his life and career. Similarly, on October 30, 2005, several comic strips again included references to Peanuts, and specifically the It's the Great Pumpkin, Charlie Brown television special.


          The December 1997 issue of The Comics Journal featured an extensive collection of testimonials to Peanuts. Over forty cartoonists, from mainstream newspaper cartoonists to underground, independent comic artists, shared reflections on the power and influence of Schulz's art. Gilbert Hernandez wrote "Peanuts was and still is for me a revelation. It's mostly from Peanuts where I was inspired to create the village of Palomar in Love and Rockets. Schulz's characters, the humor, the insight... gush, gush, gush, bow, bow, bow, grovel, grovel, grovel..." Tom Batiuk wrote "The influence of Charles Schulz on the craft of cartooning is so pervasive it is almost taken for granted." Batiuk also described the depth of emotion in Peanuts: "Just beneath the cheerful surface were vulnerabilities and anxieties that we all experienced, but were reluctant to acknowledge. By sharing those feelings with us, Schulz showed us a vital aspect of our common humanity, which is, it seems to me, the ultimate goal of great art."


          In 2001, the Sonoma County Board of Supervisors renamed the Sonoma County Airport, located a few miles northwest of Santa Rosa, California, the Charles M. Schulz Airport in his honour. The airport's logo features Snoopy in goggles and scarf, taking to the skies on top of his red doghouse. A bronze statue of Charlie Brown and Snoopy stands in Depot Park in downtown Santa Rosa.


          Schulz was included in the touring exhibition "Masters of American Comics" based on his achievements in the artform whilst producing the strip. His gag work is hailed as being "psychologically complex", and his style on the strip is noted as being "perfectly in keeping with the style of its times."


          


          Television and film productions


          


          In addition to the strip and numerous books, the Peanuts characters have appeared in animated form on television numerous times. This started when the Ford Motor Company licensed the characters in 1961 for a series of black and white television commercials for the Ford Falcon. The ads were animated by Bill Melendez for Playhouse Pictures, a cartoon studio that had Ford as a client. Schulz and Melendez became friends, and when producer Lee Mendelson decided to make a two-minute animated sequence for a TV documentary called A Boy Named Charlie Brown in 1963, he brought on Melendez for the project. Before the documentary was completed, the three of them (with help from their sponsor, the Coca-Cola Company) produced their first half-hour animated special, the Emmy- and Peabody Award-winning A Charlie Brown Christmas, which was first aired on the CBS network on December 9 1965.


          The animated version of Peanuts differs in some aspects from the strip. In the strip, adult voices are heard, though conversations are usually only depicted from the children's end. To translate this aspect to the animated medium, Melendez famously used the sound of a trombone with a plunger mute opening and closing on the bell to simulate adult "voices". A more significant deviation from the strip was the treatment of Snoopy. In the strip, the dog's thoughts are verbalized in thought balloons; in animation, he is typically mute, his thoughts communicated through growls or laughs (voiced by Bill Melendez), and pantomime, or by having human characters verbalizing his thoughts for him. These treatments have both been abandoned temporarily in the past. For example, they experimented with teacher dialogue in She's a Good Skate, Charlie Brown. The elimination of Snoopy's "voice" is probably the most controversial aspect of the adaptations, but Schulz apparently approved of the treatment. (Snoopy's thoughts were conveyed in voiceover for the first time in animation in the animated version of the Broadway musical " You're a Good Man, Charlie Brown", and later on occasion in the animated series The Charlie Brown and Snoopy Show.)


          The success of A Charlie Brown Christmas was the impetus for CBS to air many more prime-time Peanuts specials over the years, beginning with It's the Great Pumpkin, Charlie Brown and Charlie Brown's All-Stars in 1966. In total, more than thirty animated specials were produced. Until his death in 1976, jazz pianist Vince Guaraldi composed highly acclaimed musical scores for the specials; in particular, the piece " Linus and Lucy" which has become popularly known as the signature theme song of the Peanuts franchise.


          In addition to Coca-Cola, other companies that sponsored Peanuts specials over the years included Dolly Madison cakes, Kellogg's, McDonald's, Peter Paul-Cadbury candy bars, General Mills, and Nabisco.


          Schulz, Mendelson, and Melendez also collaborated on four theatrical feature films starring the characters, the first of which was A Boy Named Charlie Brown (1969). Most of these made use of material from Schulz's strips, which were then adapted, although in other cases plots were developed around areas where there were minimal strips to reference. Such was also the case with The Charlie Brown and Snoopy Show, a Saturday-morning TV series which debuted on CBS in 1983 and lasted for three seasons.


          By the late-1980s, the specials' popularity had begun to wane, and CBS had sometimes rejected a few specials. An eight-episode TV miniseries called This is America, Charlie Brown, for instance, was released during a writer's strike. Eventually, the last Peanuts specials were released direct-to-video, and no new ones were created until after the year 2000 when ABC obtained the rights to the three fall holiday specials. The Nickelodeon cable network re-aired the bulk of the specials, as well as The Charlie Brown and Snoopy Show, for a time in 1997 under the umbrella title You're on Nickelodeon, Charlie Brown. Eight Peanuts-based specials have been made posthumously. Of these, three are tributes to Peanuts or other Peanuts specials, and five are completely new specials based on dialogue from the strips and ideas given to ABC by Schulz before his death. The most recent, He's a Bully, Charlie Brown, was telecast on ABC on November 20, 2006, following a repeat broadcast of A Charlie Brown Thanksgiving. Airing 41 years after the first special, the premiere of He's a Bully, Charlie Brown was watched by nearly 10 million viewers, winning its time slot and beating a Madonna concert special.


          Many of the specials and feature films have also been released on various home video formats over the years. To date, 20 of the specials, the two films A Boy Named Charlie Brown and Snoopy, Come Home, and the miniseries This Is America, Charlie Brown have all been released to DVD.


          In October of 2007. Warner Home Video acquired the Peanuts catalog from Paramount for an undisclosed amount of money. They now hold the worldwide distribution rights for all Peanuts properties including over 50 television specials. Warner has made plans to develop new special for television as well as the direct to video market, as well as short subjects for digital distribution.


          


          Theatrical productions


          The Peanuts characters even found their way to the live stage, appearing in the musicals You're a Good Man, Charlie Brown and Snoopy!!!  The Musical, and in "Snoopy on Ice", a live Ice Capades-style show aimed primarily at young children, all of which have had several touring productions over the years.


          You're a Good Man, Charlie Brown was originally a successful off-Broadway musical that ran for four years (1967-1971) in New York City and on tour, with Gary Burghoff as the original Charlie Brown. An updated revival opened on Broadway in 1999, and by 2002 it had become the most frequently produced musical in American theatre history. It was also adapted for television twice, as a live-action NBC special and an animated CBS special.


          Snoopy!!! The Musical was a musical comedy based on the Peanuts comic strip, originally performed at Lamb's Theatre off-Broadway in 1982. In its 1983 run in London's West End, it won an Olivier Award. In 1988, it was adapted into an animated TV special. The New Players Theatre in London staged a revival in 2004 to honour its 21st anniversary, but some reviewers noted that its "feel good" sentiments had not aged well.


          


          Record albums


          In 1962, Columbia Records issued an album titled Peanuts, with Kaye Ballard and Arthur Siegel performing (as Lucy and Charlie Brown, respectively) to music composed by Fred Karlin.


          Fantasy Records issued several albums featuring Vince Guaraldi's jazz scores from the animated specials, including Jazz Impressions of a Boy Named Charlie Brown (1964), A Charlie Brown Christmas (1965), Oh, Good Grief! (1968), and Charlie Brown's Holiday Hits (1998). All were later reissued on CD.


          Other jazz artists have recorded Peanuts-themed albums, often featuring cover versions of Guaraldi's compositions. These include Ellis Marsalis, Jr. and Wynton Marsalis (Joe Cool's Blues, 1995); George Winston (Linus & Lucy, 1996); David Benoit (Here's to You, Charlie Brown!, 2000); and Cyrus Chestnut (A Charlie Brown Christmas, 2000).


          Cast recordings (in both original and revival productions) of the stage musicals You're a Good Man, Charlie Brown and Snoopy!!! The Musical have been released over the years.


          Numerous animated Peanuts specials were adapted into book-and-record sets, issued on the "Charlie Brown Records" label by Disney Read-Along in the 1970s and '80s.


          RCA Victor has released an album of classical piano music ostensibly performed by Schroeder himself. Titled Schroeder's Greatest Hits, the album contains solo piano works by Beethoven, Brahms, Chopin, and others, performed by John Miller, Ronnie Zito, Ken Bichel, and Nelly Kokinos.


          


          Other licensed appearances and merchandise


          


          Over the years, the Peanuts characters have appeared in ads for Dolly Madison snack cakes, Chex Mix, Bounty, A&W Root Beer, Kraft Foods, and Ford automobiles. Pig-Pen appeared in a memorable spot for Regina vacuum cleaners.


          They are currently spokespeople in print and television advertisements for the MetLife insurance company. MetLife usually uses Snoopy in its advertisements as opposed to other characters: for instance, the MetLife blimps are named "Snoopy One" and "Snoopy Two" and feature him in his World War I flying ace persona.


          The characters have been featured on Hallmark Cards since 1960, and can be found adorning clothing, figurines, plush dolls, flags, balloons, posters, Christmas ornaments, and countless other bits of licensed merchandise.


          The Apollo 10 lunar module was nicknamed "Snoopy" and the command module "Charlie Brown". While not included in the official mission logo, Charlie Brown and Snoopy became semi-official mascots for the mission. Charles Schulz drew an original picture of Charlie Brown in a spacesuit that was hidden aboard the craft to be found by the astronauts once they were in orbit. This drawing is now on display at the Kennedy Space Centre. Snoopy is the personal safety mascot for NASA astronauts.


          The 1960s pop band, The Royal Guardsmen drew inspiration from Peanuts, and their single Snoopy vs. The Red Baron reached number two on the charts.


          In the Sixties, Robert L. Short interpreted certain themes and conversations in Peanuts as being consistent with parts of Christian theology, and used them as illustrations during his lectures about the gospel, and as source material for several books, as he explained in his bestselling paperback book, The Gospel According to Peanuts.


          In 1980, Charles Schulz was introduced to artist Tom Everhart during a collaborative art project. Everhart became fascinated with Schulz's art style and worked Peanuts themed art into his own work. Schulz encouraged Everhart to continue with his work. Everhart continues to be the only artist authorized to paint Peanuts characters.


          Giant helium balloons of Charlie Brown and Snoopy have long been a feature in the annual Macy's Thanksgiving Day Parade in New York City.


          The characters were licensed for use in 1992 as atmosphere for the national amusement park chain Cedar Fair. The images of the Peanuts characters are used frequently, most visibly in several versions of the logo for flagship park, Cedar Point. Knott's Berry Farm, which was later acquired by Cedar Fair, was the first theme park to make Snoopy its mascot. Cedar Fair also operated Camp Snoopy, an indoor amusement park in the Mall of America until the mall took over its operation as of March 2005, renaming it The Park at MOA, and no longer using the Peanuts characters as its theme.


          Peanuts on Parade has been St. Paul, Minnesotas tribute to Peanuts. It began in 2000, with the placing of 101 five-foot tall statues of Snoopy throughout the city of Saint Paul. The statues were later auctioned at the Mall of America in Bloomington, Minnesota. In 2001, there was "Charlie Brown Around Town," 2002 brought "Looking for Lucy," and finally, in 2003, "Linus Blankets Saint Paul." The statues were auctioned off at the end of each summer, so some remain around the city but others have been relocated. Permanent, bronze statues of the Peanuts characters are also found in Landmark Plaza in downtown Saint Paul.


          The Peanuts characters have been licensed to Universal Studios Japan (while Peanuts merchandise in Japan has been licensed by Sanrio, best known for Hello Kitty).


          In New Town Plaza, Sha Tin, Hong Kong, there is a mini theme park dedicated to Snoopy.


          The Peanuts gang have also appeared in video games, such as Snoopy in a 1984 by Radarsoft, Snoopy Tennis ( Game Boy Colour), and in October 2006, Snoopy vs. the Red Baron by Namco Bandai. Many Peanuts characters have cameos in the latter game, including Woodstock, Charlie Brown, Linus, Lucy, Marcie and Sally. In July 2007, the Peanuts gang also made it onto cell phones in the Snoopy the Flying Ace mobile game by Namco Networks.
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          Peanuts has also been involved with NASCAR. In 2000, Jeff Gordon drove his #24 Chevrolet with a Snoopy-themed motif at Indianapolis Motor Speedway. Two years later, Tony Stewart drove a #20 Great Pumpkin motif scheme for two races. The first, at Bristol Motor Speedway, featured a black car with Linus sitting in a pumpkin field. Later, at Atlanta Motor Speedway, Tony drove an orange car featuring the Peanuts characters trick-or-treating. Most recently, Bill Elliott drove a #6 Dodge with an A Charlie Brown Christmas scheme. That car ran at the 2005 NASCAR BUSCH Series race at Memphis Motorsports Park.


          


          Books


          


          The Peanuts characters have been featured in many books over the years. Some represented chronological reprints of the newspaper strip, while others were thematic collections, such as Snoopy's Tennis Book. Some single-story books were produced, such as Snoopy and the Red Baron. In addition, most of the animated television specials and feature films were adapted into book form.


          Charles Schulz always resisted publication of early Peanuts strips, as they did not reflect the characters as he eventually developed them. However, in 1997 he began talks with Fantagraphics Books to have the entire run of the strip, almost 18,000 cartoons, published chronologically in book form. The first volume in the collection, The Complete Peanuts: 1950 to 1952, was published in April 2004. Peanuts is in a unique situation compared to other comics in that archive quality masters of most strips are still owned by the syndicate. All strips, including Sundays, are in black and white. The following books publish much of this previously-unreproduced material.


          
            	Chip Kidd, ed. (2001) Peanuts: The Art of Charles M. Schulz. New York: Pantheon Books. ISBN 0-375-42097-5 (hardcover), ISBN 0-375-71463-4 (paperback).


            	Derrick Bang with Victor Lee. (2002 reprinting) 50 Years of Happiness: A Tribute to Charles M. Schulz. Santa Rosa, California: Charles M. Schulz Museum. ISBN 0-9685574-0-6


            	Derrick Bang, ed. (2003) Lil' Beginnings. Santa Rosa, California: Charles M. Schulz Museum. The complete run of Li'l Folks (1947  1950) ISBN 0-9745709-1-5


            	Charles M. Schulz (1975) Peanuts Jubilee: My Life and Art with Charlie Brown and Others. New York: Ballantine Books. ISBN 0-345-25132-6 (paperback).


            	Charles M. Schulz (2004) Who's on First, Charlie Brown?. New York: Ballantine Books. ISBN 0-345-46412-5.


            	Robert L. Short (1965) The Gospel According to Peanuts. Westminster John Knox Press: ISBN 0-664-22222-6.

          


          


          The Complete Peanuts


          The entire run of Peanuts, covering nearly 50 years of comic strips, is being reprinted in Fantagraphics' The Complete Peanuts, a 25-volume set to be released over a 12-year period, two volumes per year, published every May and October. The final volume is expected to be published in May 2016.
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          A pear is a tree of the genus Pyrus and the juicy fruit of that tree, edible in some species. The English word pear is probably from Common West Germanic *pera, probably a loanword of Vulgar Latin pira, the plural of pirum, which is itself of unknown origin. See also Peor. The place name Perry can indicate the historical presence of pear trees. The term "pyriform" is sometimes used to describe something which is "pear-shaped".


          The pear is classified within Maloideae, a subfamily within Rosaceae. The apple (Malus domestica) which it resembles in floral structure, is also a member of this subfamily. In both cases the so-called fruit is composed of the receptacle or upper end of the flower-stalk (the so-called calyx tube) greatly dilated, and enclosing within its cellular flesh the five cartilaginous carpels which constitute the "core" and are really the true fruit. From the upper rim of the receptacle are given off the five sepals, the five petals, and the very numerous stamens. Another major relative of the pear (and thus the apple) is the quince.


          The form of the pear and of the apple respectively, although usually characteristic enough, is not by itself sufficient to distinguish them, for there are pears which cannot by form alone be distinguished from apples, and apples which cannot by superficial appearance be recognized from pears. A major distinction is the occurrence in the tissue of the fruit, or beneath the rind, of clusters of lignified cells known as "grit" in the case of the pear, while in the apple no such formation of woody cells takes place. The appearance of the treethe bark, the foliage, the type of inflorescence (i.e. form of the flower cluster)is, however, usually quite characteristic in the two species.


          The genus is thought to have originated in present-day western China in the foothills of the Tian Shan Mountains, and to have spread to the east and west along mountain chains, evolving into a diverse group of over 20 widely recognized primary species. The cultivated European pear (Pyrus communis), whose number is enormous, are without doubt derived from one or two wild species (P. pyraster and P. caucasica), widely distributed throughout Europe, and sometimes forming part of the natural vegetation of the forests. In England, where the pear is sometimes considered wild, there is always the doubt that it may not really be so, but the produce of some seed of a cultivated tree deposited by birds or otherwise, which has degenerated into wild spine-bearing trees. Asian species with medium to large edible fruit include P. pyrifolia, P. ussuriensis, P. bretschneideri, P. sinkiangensis, and P. pashia. Other small-fruited species are frequently used as rootstocks for the cultivated species.


          The cultivation of the pear extends to the remotest antiquity. Traces of it have been found in the Swiss lake-dwellings; it is mentioned in the oldest Greek writings, and was cultivated by the Romans. The word "pear" or its equivalent occurs in all the Celtic languages, while in Slavonic and other dialects different appellations, but still referring to the same thing, are founda diversity and multiplicity of nomenclature which led Alphonse de Candolle to infer a very ancient cultivation of the tree from the shores of the Caspian to those of the Atlantic. A certain race of pears, with white down on the under surface of their leaves, is supposed to have originated from P. nivalis, and their fruit is chiefly used in France in the manufacture of Perry (see Cider). Other small-fruited pears, distinguished by their precocity and apple-like fruit, may be referred to P. cordata, a species found wild in western France, and in Devonshire and Cornwall. Pears have been cultivated in China for approximately 3000 years.


          


          Botany


          Pears are native to coastal and mildly temperate regions of the Old World, from western Europe and north Africa east right across Asia. They are medium sized trees, reaching 1017 m tall, often with a tall, narrow crown; a few species are shrubby. The leaves are alternately arranged, simple, 212 cm long, glossy green on some species, densely silvery-hairy in some others; leaf shape varies from broad oval to narrow lanceolate. Most pears are deciduous, but one or two species in southeast Asia are evergreen. Most are cold-hardy, withstanding temperatures between 25 C and 40 C in winter, except for the evergreen species, which only tolerate temperatures down to about 15 C.


          The flowers are white, rarely tinted yellow or pink, 24 cm diameter, and have five petals. Like that of the related apple, the pear fruit is a pome, in most wild species 14 cm diameter, but in some cultivated forms up to 18 cm long and 8 cm broad; the shape varies in most species from oblate or globose, to the classic pyriform ' pear-shape' of the European Pear with an elongated basal portion and a bulbous end.


          The pear is very similar to the apple in cultivation, propagation and pollination.


          There are about 30 primary species, major subspecies, and naturally occurring interspecific hybrid of pears.


          


          Major recognized taxa


          
            
              	
                
                  	Pyrus amygdaliformisAlmond-leafed Pear


                  	Pyrus armeniacifolia


                  	Pyrus betulifolia


                  	Pyrus boissieriana


                  	Pyrus  bretschneideriChinese white pear; also classified as a subspecies of Pyrus pyrifolia


                  	Pyrus calleryanaCallery Pear


                  	Pyrus communisEuropean Pear (cultivars include Beurre d'Anjou, Bartlett and Beurre Bosc)


                  	Pyrus communis subsp. caucasica


                  	Pyrus communis subsp. pyrasterWild European Pear


                  	Pyrus cordataPlymouth Pear


                  	Pyrus cossoniiAlgerian Pear


                  	Pyrus dimorphophylla


                  	Pyrus elaeagrifoliaOleaster-leafed Pear


                  	Pyrus fauriei


                  	Pyrus gharbiana


                  	Pyrus glabra


                  	Pyrus hondoensis


                  	Pyrus koehneiEvergreen pear of southern China and Taiwan


                  	Pyrus korshinskyi


                  	Pyrus mamorensis


                  	Pyrus nivalisSnow Pear


                  	Pyrus pashiaAfghan Pear


                  	Pyrus phaeocarpa


                  	Pyrus pseudopashia


                  	Pyrus pyrifoliaNashi Pear, Sha Li


                  	Pyrus regelii


                  	Pyrus salicifoliaWillow-leafed Pear


                  	Pyrus  serrulata


                  	Pyrus  sinkiangensisthought to be an interspecific hybrid between P. bretschneideri, Pyrus ussuriensis and Pyrus communis


                  	Pyrus syriaca


                  	Pyrus ussuriensisSiberian Pear


                  	Pyrus xerophila

                


                Cultivation


                
                  
                    	Pear, raw

                    Nutritional value per 100g (3.5 oz)
                  


                  
                    	Energy 60 kcal  240 kJ
                  


                  
                    	
                      
                        
                          	Carbohydrates  

                          	15.46 g
                        


                        
                          	- Sugars 9.80 g
                        


                        
                          	- Dietary fibre 3.1 g 
                        


                        
                          	Fat

                          	0 g
                        


                        
                          	Protein

                          	0.38 g
                        


                        
                          	Thiamin (Vit. B1) 0.012 mg 

                          	1%
                        


                        
                          	Riboflavin (Vit. B2) 0.025 mg 

                          	2%
                        


                        
                          	Niacin (Vit. B3) 0.157 mg 

                          	1%
                        


                        
                          	Pantothenic acid (B5) 0.048 mg

                          	1%
                        


                        
                          	Vitamin B6 0.028 mg

                          	2%
                        


                        
                          	Folate (Vit. B9) 7 g

                          	2%
                        


                        
                          	Vitamin C 4.2 mg

                          	7%
                        


                        
                          	Calcium 9 mg

                          	1%
                        


                        
                          	Iron 0.17 mg

                          	1%
                        


                        
                          	Magnesium 7 mg

                          	2%
                        


                        
                          	Phosphorus 11 mg

                          	2%
                        


                        
                          	Potassium 119 mg 

                          	3%
                        


                        
                          	Zinc 0.10 mg

                          	1%
                        

                      

                    
                  


                  
                    	Percentages are relative to US

                    recommendations for adults.

                    Source: USDA Nutrient database
                  

                


                The pear may be readily raised by sowing the pips of ordinary cultivated or of wilding kinds, these forming what are known as free or pear stocks, on which the choicer varieties are grafted for increase. For new varieties the flowers should be fertilized with a view to combine, in the seedlings which result from the union, the desirable qualities of the parents.


                Grafting


                The dwarf and pyramid trees of the European pear, more usually planted in gardens, are obtained by grafting on the quince stock, the Quince A, C, or Provence quince being the best; but these rootstocks, from their surface-rooting habit, are most suitable for soils of a cold damp nature. These trees will be 50 to 70 percent of the size of trees on common pear roostock, will bear fruit earlier, increase yield, and, in some cases, increase fruit size. Some of the finer pears do not unite readily with the quince, and in this case double working is resorted to; that is to say, a graft-compatible pear, usually 'Old Home' or 'Buerre Hardy' is first grafted on the quince, and then the choicer pear is grafted on the pear introduced as its foster parent. Several cultivars, including the prized 'Doyenne du Comice', are compatible directly on quince. Common pear rootstock (P. communis), having an inclination to send its roots down deeper into the soil, is the best for light dry soils, as the plants are not then so likely to suffer in dry seasons. Seedling rootstocks have been replaced with clonally propagated rootstocks, including the 'Old Home'  'Farmingdale' series, 'Pyriam', and others. While generally not as dwarfing as quince, some of these rootstocks will reduce tree size to 60 to 80 percent of a standard tree on seedling rootstock.


                Planting Young Trees


                In selecting young pear trees for walls or espaliers, some persons prefer plants one year old from the graft, but trees two or three years trained are equally good. The trees should be planted immediately before or after the fall of the leaf. The wall trees require to be planted from 25 to 30 ft. apart when on free stocks, and from 15 to 20 ft. when dwarfed. Where the trees are trained as pyramids or columns they may stand 8 or 10 ft. apart, but standards in orchards should be allowed at least 30 ft., and dwarf bush trees half that distance.


                In the formation of the trees the same plan may be adopted as in the case of the apple. For the pear orchard a warm situation is very desirable, with a soil deep, substantial, and thoroughly drained. Any good free loam is suitable, but a calcareous loam is the best. Pear trees worked on the quince should have the stock covered up to its junction with the graft. This is effected by raising up a small mound of rich compost around it, a contrivance which induces the graft to emit roots into the surface soil.


                Training and Pruning


                The fruit of the pear is produced on spurs, which appear on shoots more than one year old. The mode most commonly adopted of training wall pear-trees is the horizontal. For the slender twiggy sorts the fan form is to be preferred, while for strong growers the half-fan or the horizontal is more suitable. In the latter form old trees, the summer pruning of which has been neglected, are apt to acquire an undue projection from the wall and become scraggy, to avoid which a portion of the old spurs should be cut out annually.


                The summer pruning of established wall or espalier-rail trees consists chiefly in the timely displacing, shortening back, or rubbing off of the superfluous shoots, so that the winter pruning, in horizontal training, is little more than adjusting the leading shoots and thinning out the spurs, which should be kept close to the wall and allowed to retain but two or at most three buds. In fan-training the subordinate branches must be regulated, the spurs thinned out, and the young laterals finally established in their places. When horizontal trees have fallen into disorder, the branches may be cut back to within 9 in. of the vertical stem and branch, and trained in afresh, or they may be grafted with other sorts, if a variety of kinds is wanted.
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                Harvest


                Summer and autumn pears should be gathered before they are fully ripe, while they are still green, but snap off when lifted. If left to ripen and turn yellow on the tree, the sugars will turn to starch crystals and the pear will have gritty texture inside. The 'Jargonelle' should be allowed to remain on the tree and be pulled daily as wanted, the fruit from standard trees thus succeeding the produce of the wall trees. In the case of the 'Passe Crassane', long the favored winter pear in France, the crop should be gathered at three different times, the first a fortnight or more before it is ripe, the second a week or ten days after that, and the third when fully ripe. The first gathering will come into eating latest, and thus the season of the fruit may be considerably prolonged. It is evident that the same method may be followed with other sorts which continue only a short time in a mature state.


                Diseases and pests


                Uses
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                Three species account for the vast majority of edible fruit production, the European Pear Pyrus communis cultivated mainly in Europe and North America, the Chinese white pear (bai li) Pyrus bretschneideri, and the Nashi Pear Pyrus pyrifolia (also known as Asian Pear or Apple Pear), both grown mainly in eastern Asia. There are thousands of cultivars of these three species. A species grown in western China, P. sinkiangensis, and P. pashia, grown in southern China and south Asia, are also produced to a lesser degree.


                Other species are used as rootstocks for European and Asian pears and as ornamental trees. The Siberian Pear, Pyrus ussuriensis (which produces unpalatable fruit) has been crossed with Pyrus communis to breed hardier pear cultivars. The Bradford Pear (Pyrus calleryana 'Bradford') in particular has become widespread in North America and is used only as an ornamental tree. The Willow-leafed Pear (Pyrus salicifolia) is grown for its attractive slender, densely silvery-hairy leaves.



                Pears are consumed fresh, canned, as juice, and dried. The juice can also be used in jellies and jams, usually in combination with other fruits or berries. Fermented pear juice is called perry.


                Pears will ripen faster if placed next to bananas in a fruit bowl. They stay fresh for longer if kept in a fridge.


                Pears are the least allergenic of all fruits. Along with lamb and soya formula, pears form part of the strictest exclusion diet for allergy sufferers.


                Pear wood is one of the preferred materials in the manufacture of high-quality woodwind instruments and furniture.


                It is also used for wood carving, and as a firewood to produce aromatic smoke for smoking meat or tobacco.
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          A pearl is a hard, roundish object produced within the soft tissue (specifically the mantle) of a living shelled mollusk. Just like the shell of mollusks, a pearl is composed of calcium carbonate in minute crystalline form, which has been deposited in concentric layers. The ideal pearl is perfectly round and smooth, but many other shapes of pearls ( baroque pearls) occur.


          The finest quality pearls have been highly valued as gemstones and objects of beauty for many centuries, and the word pearl has become a metaphor for something rare, fine, and admirable.


          Almost any shelled mollusk can, by natural processes, produce some kind of "pearl" when an irritating microscopic object becomes trapped within the mollusk's mantle folds, but virtually none of these "pearls" are valued as gemstones.


          True iridescent pearls, the most desirable pearls, are produced by two groups of molluscan bivalves or clams. One family lives in the sea: the pearl oysters. The other, very different group of bivalves live in freshwater, and these are the river mussels; for example, see the freshwater pearl mussel.


          Saltwater pearls can grow in several species of marine pearl oysters in the family Pteriidae. Freshwater pearls grow within certain (but by no means all) species of freshwater mussels in the order Unionida, the families Unionidae and Margaritiferidae. These various species of bivalves are able to make true pearls because they have a thick iridescent inner shell layer which is composed of " mother of pearl" or nacre. The mantle tissue of a living bivalve can create a pearl in the same manner that it creates the pearly inner layer of the shell.


          Fine gem-quality saltwater and freshwater pearls can and do sometimes occur completely naturally, but this is rare. Many hundreds of pearl oysters or pearl mussels have to be gathered and opened, and thus killed, in order to find even one pearl, and for many centuries that was the only way pearls were obtained. This was the main reason why pearls fetched such extraordinary prices in the past. In modern times however, almost all the pearls for sale were formed with a good deal of expert intervention from human pearl farmers.


          A true pearl is made from layers of nacre, by the same living process as is used in the secretion of the mother of pearl which lines the shell. A "natural pearl" is one that formed without any human intervention at all, in the wild, and is very rare. A "cultured pearl", on the other hand, is one that has been formed on a pearl farm. The great majority of pearls on the market are cultured pearls.


          Imitation or fake pearls are also widely sold in inexpensive jewelry, but the quality of the iridescence is usually very poor, and generally speaking, fake pearls are usually quite easy to distinguish from the real thing.


          Pearls have been harvested, or more recently cultivated, primarily for use in jewelry, but in the past they were also stitched onto lavish clothing, as worn, for example, by royalty. Pearls have also been crushed and used in cosmetics, medicines, or in paint formulations.


          Pearl is considered to be the birthstone for June.


          


          Physical properties
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          The unique luster of pearls depends upon the reflection, refraction, and diffraction of light from the translucent layers. The thinner and more numerous the layers in the pearl, the finer the luster. The iridescence that pearls display is caused by the overlapping of successive layers, which breaks up light falling on the surface.


          Pearls are often white or cream, but the color can vary quite a lot according to the natural colour of the nacre in the various species of mollusk used. Thus pearls can also be black, or various pastel shades. In addition, pearls (especially freshwater pearls) can be dyed yellow, green, blue, brown, pink, purple, or black.


          


          Freshwater and saltwater pearls


          Freshwater and saltwater pearls may sometimes look quite similar, but they come from very different sources.


          Freshwater pearls form in various species of freshwater mussels, family Unionidae, which live in lakes, rivers, ponds and other bodies of fresh water. These freshwater pearl mussels occur not only in hotter climates, but also in colder more temperate areas such as Scotland: see the freshwater pearl mussel. However, most freshwater cultured pearls sold today come from China.


          Saltwater pearls grow within pearl oysters, family Pteriidae, which live in tropical oceans. Saltwater pearl oysters are usually cultivated in protected lagoons. The three main types of saltwater pearls are Akoya, South Sea and Tahitian.


          


          Creation of a pearl


          The difference between natural and cultured pearls focuses on whether the pearl was created spontaneously by nature  without human intervention  or with human aid. Pearls are formed inside the shell of certain bivalve mollusks: as a response to an irritant inside its shell, the mollusk creates a pearl to seal off the irritation.


          The mantle of the mollusk deposits layers of calcium carbonate (CaCO3) in the form of the minerals aragonite or calcite (both crystalline forms of calcium carbonate) held together by an organic horn-like compound called conchiolin. This combination of calcium carbonate and conchiolin is called nacre, or as most know it, mother-of-pearl. The commonly held belief that a grain of sand acts as the irritant is in fact rarely the case. Typical stimuli include organic material, parasites, or even damage that displaces mantle tissue to another part of the animal's body. These small particles or organisms enter the animal when the shell valves are open for feeding or respiration. In cultured pearls, the irritant is typically a cut piece of the mantle epithelium, together with processed shell beads, the combination of which the animal accepts into its body.


          


          Natural pearls
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          Natural pearls are nearly 100% nacre. It is thought that natural pearls form under a set of accidental conditions when a microscopic intruder or parasite enters a bivalve mollusk, and settles inside the shell. The mollusk, being irritated by the intruder, secretes the calcium carbonate substance called nacre to cover the irritant. This secretion process is repeated many times, thus producing a pearl. Natural pearls come in many shapes, with round ones being comparatively rare.


          


          Cultured pearls


          Cultured pearls (nucleated and non-nucleated or tissue nucleated cultured pearls) and imitation pearls can be distinguished from natural pearls by X-ray examination. Nucleated cultured pearls are often 'pre-formed' as they tend to follow the shape of the implanted shell bead nucleus. Once the pre-formed beads are inserted into the oyster, it secretes a few layers of nacre around the outside surface of the implant before it is removed after six months or more. When a nucleated cultured pearl is X-rayed it will reveal a different structure to that of a natural pearl. It exhibits a solid center with no concentric growth rings, compared to a solid centre with growth rings.


          


          Gemological identification


          A well equipped gem testing laboratory is able to distinguish natural pearls from cultured pearls by using a gemological x-ray in order to examine the centre of a pearl. With an x-ray it is possible to see the growth rings of the pearl, where the layers of calcium carbonate are separated by thin layers of conchiolin. The differentiation of a natural pearls from or tissue-nucleated cultured pearls can be very difficult without the use of this x-ray technique.


          Natural and cultured pearls can be distinguished from imitation pearls using a microscope. Another method of testing for imitations is to rub the pearl against the surface of a front tooth. Imitation pearls are completely smooth, but natural and cultured pearls are composed of nacre platelets, which feel slightly gritty.


          


          Value of a natural pearl


          Quality natural pearls are very rare jewels. The actual value of a natural pearl is determined in the same way as it would be for other "precious" gems. The valuation factors include size, shape, quality of surface, orientation, and luster.


          Single natural pearls are often sold as a collector's item, or set as centerpieces in unique jewelry. Very few matched strands of natural pearls exist, and those that do often sell for hundreds of thousands of dollars. Yachtsman and financier Cartier purchased the landmark Cartier store on Fifth Avenue in New York for $100 cash and a double strand of matched natural pearls valued at $1 million.


          Keshi pearls, although they often occur by chance, are not considered natural pearls. They are a byproduct of the culturing process, and hence do not happen without human intervention. These pearls are quite small: typically a few millimeters in size. Keshi pearls are produced by many different types of marine mollusks and freshwater mussels in China. Today many "keshi" pearls are actually intentional, with post-harvest shells returned to the water to regenerate a pearl in the existing pearl sac.


          


          Origin of a natural pearl


          Previously natural pearls were found in many parts of the world. Present day natural pearling is confined mostly to seas off Bahrain. Australia also has one of the world's last remaining fleets of pearl diving ships. Australian pearl divers dive for south sea pearl oysters to be used in the cultured south sea pearl industry. The catch of pearl oysters is similar to the numbers of oysters taken during the natural pearl days. Hence significant numbers of natural pearls are still found in the Australian Indian Ocean waters from wild oysters. X-Ray examination is required to positively verify natural pearls found today.


          


          Different types of cultured pearls
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          Black pearls, frequently referred to as Black Tahitian Pearls, are highly valued because of their rarity; the culturing process for them dictates a smaller volume output and can never be mass produced. This is due to bad health and/or non-survival of the process, rejection of the nucleus (the small object such as a tiny fish, grain of sand or crab that slips naturally inside an oyster's shell or inserted by a human), and their sensitivity to changing climatic and ocean conditions. Before the days of cultured pearls, black pearls were rare and highly valued for the simple reason that white pearl oysters rarely produced natural black pearls, and black pearl oysters rarely produced any natural pearls at all. Since pearl culture technology, the black pearl oyster found in Tahiti and many other Pacific Island area has been extensively used for producing cultured pearls. The rarity of the black cultured pearl is now a "comparative" issue. The black cultured pearl is rare when compared to Chinese freshwater cultured pearls, and Japanese and Chinese Akoya cultured pearls, and is more valuable than these pearls. However, it is more abundant than the south sea pearl, which is more valuable than the black cultured pearl. This is simply due to the fact that the black pearl oyster Pinctada margaritifera is far more abundant than the elusive, rare, and larger south sea pearl oyster - Pinctada maxima, which cannot be found in lagoons, but which must be dived for in a rare number of deep ocean habitats. Black cultured pearls from the black pearl oyster  Pinctada margaritifera  are NOT south sea pearls, although they are often mistakenly described as black south sea pearls. In the absence of an official definition for the pearl from the black oyster, these pearls are usually referred to as "black Tahitian pearls". The correct definition of a south sea pearl  as described by CIBJO and the GIA  is a pearl produced by the Pinctada maxima pearl oyster. South sea pearls are the colour of their host Pinctada maxima oyster  and can be white, silver, pink, gold, cream, and any combination of these basic colors, including overtones of the various colors of the rainbow displayed in the pearl nacre of the oyster shell itself.


          


          Other "pearls"


          Biologically speaking, under the right set of circumstances, almost any shelled mollusk can produce some kind of "pearl," however, most of these molluscan "pearls" have no luster or iridescence. In fact the great majority of mollusk species produce pearls which are not attractive to look at, and are sometimes not even very durable, such that they usually have no value at all, except perhaps to a scientist, or as a curiosity. These objects would be referred to as "calcareous concretions" by a gemologist, even though a malacologist would still consider them to be pearls.


          One unusual example of calcareous concretions which nonetheless can sometimes have value, are the "pearls" which are found very rarely growing between the mantle and the shell of the queen conch or pink conch, Strombus gigas, a large sea snail or marine gastropod from the Caribbean Sea. These "pearls", which are pink in colour, are a by-product of the conch fishing industry, and the best of them show some chatoyance.


          Somewhat similar gastropod "pearls", this time more orange in hue, are (again very rarely) found in the horse conch Pleuroploca gigantea.


          


          Largest example of a "pearl" from another mollusk species


          The largest "pearl" known, was found in the Philippines in 1934. It is a naturally-occurring, non-nacreous, calcareous concretion from a giant clam. Because it did not grow in a pearl oyster it is not pearly, instead it has a porcellaneous surface, in other words it is glossy like a china plate. Gemologically speaking, it is not a pearl. Other "pearls" from giant clams are known to science, but this is a particularly large one.


          The object weighs 14 lb (6.4 kg) and was supposedly first discovered by an anonymous Filipino Muslim diver off the island of Palawan in 1934. According to the legend as it is currently told, a Palawan chieftain gave the pearl to Wilbur Dowell Cobb in 1936 as a gift for having saved the life of his son. The pearl had been named the "Pearl of Allah" by the Muslim tribal chief, because it resembled a turbaned head. Another even more elaborate legend says that this object is actually the Pearl of Lao-Tzu, a cultured mabe pearl created with a carved amulet and then supposedly progressively grafted into several giant clams, before supposedly being lost due to a shipwreck in 1745. This legend has been discredited, however because this "pearl" is indeed the product of a giant clam, Tridacna gigas, which cannot be grafted. The "pearl" is also a whole pearl, not a mabe pearl, and whole pearl culturing technology is only 100 years old.


          


          The history of pearl hunting and pearl farming


          


          Pearl hunting


          For thousands of years, most seawater pearls were retrieved by divers working in the Indian Ocean, in areas like the Persian Gulf, the Red Sea, and in the Gulf of Mannar (by the ancient Tamils).


          Starting in the Han Dynasty (206 BC - 220 AD), the Chinese hunted extensively for seawater pearls in the South China Sea.
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          When Spanish conquistadors arrived in the Western Hemisphere, they discovered that around the islands of Cubagua and Margarita, some 200 km north of the Venezuelan coast, was an extensive bed of pearls. One of them, the Peregrina, was offered to the Spanish queens. This pearl later became very famous when Richard Burton purchased it for his wife Elizabeth Taylor. Margarita pearls are extremely difficult to find today and are known for their unique yellowish colour. The most famous Margarita necklace that any one can see today is the one that then Venezuelan President Romulo Betancourt gave to Jacqueline Kennedy when she and her husband, President John F. Kennedy paid an official visit to Venezuela.


          Before the beginning of the 20th Century, pearl hunting was the most common way of harvesting pearls. Divers manually pulled oysters from ocean floors and river bottoms and checked them individually for pearls. Not all natural oysters produce pearls. In a haul of three tons, only three or four oysters will produce perfect pearls.


          


          The development of pearl farming


          However, almost all pearls used for jewelry are cultured by planting a core or nucleus into pearl oysters. The pearls are usually harvested after one year for Akoya, and 2-4 years for Tahitian and South Sea, and 2-7 years for freshwater. This mariculture process was first developed by Tatsuhei Mise and Tokichi Nishikawa in Japan.


          The nucleus is generally a polished bead made from freshwater mussel shell. Along with a small piece of mantle tissue from another mollusk to serve as a catalyst for the pearl sac, it is surgically implanted into the gonad (reproductive organ) of a saltwater mollusk. In freshwater perliculture, only the piece of tissue is used in most cases, and is inserted into the fleshy mantle of the host mussel. South Sea and Tahitian pearl oysters, also known as Pinctada maxima and Pinctada margaritifera, which survive the subsequent surgery to remove the finished pearl are often implanted with a new, larger nucleus as part of the same procedure and then returned to the water for another 2-3 years of growth.


          Despite the common misperception, Mikimoto did not patent the process of pearl culture. The accepted process of pearl culture was developed by a team of scientists at Tokyo University between 1907 and 1916. The team was headed by Tokichi Nishikawa and Tatsuhei Mise. Nishikawa was granted the patent in 1916, and married the daughter of Mikimoto. Mikimoto was able to use Nishikawa's technology. After the patent was granted in 1916, the technology was immediately commercially applied to akoya pearl oysters in Japan in 1916. Mise's brother was the first to produce a commercial crop of pearls in the akoya oyster. Mitsubishi's Baron Iwasaki immediately applied the technology to the south sea pearl oyster in 1917 in the Philippines, and later in Buton, and Palau. Mitsubishi was the first to produce a cultured south sea pearl - although it was not until 1928 that the first small commercial crop of pearls was successfully produced.


          The original Japanese cultured pearls, known as akoya pearls, are produced by a species of small pearl oyster, Pinctada fucata martensii, which is no bigger than 6 to 7 mm in size, hence akoya pearls larger than 10 mm in diameter are extremely rare and highly prized. Today a hybrid mollusk is used in both Japan and China in the production of akoya pearls. It is a cross between the original Japanese species, and the Chinese species Pinctada chemnitzii.


          


          Recent pearl production


          China has recently overtaken Japan in akoya pearl production. Japan has all but ceased its production of akoya pearls smaller than 8mm. Japan maintains its status as a pearl processing centre, however, and imports the majority of Chinese akoya pearls. These pearls are then processed (often simply matched and sorted), relabeled as product of Japan, and exported.


          In the past couple of decades, cultured pearls have been produced using larger oysters in the south Pacific and Indian Ocean. The largest pearl oyster is the Pinctada maxima, which is roughly the size of a dinner plate. South Sea pearls are characterized by their large size and silvery colour. Sizes up to 14 mm in diameter are not uncommon. Australia is one of the most important sources of South Sea pearls.


          Mitsubishi commenced pearl culture with the south sea pearl oyster in 1916, as soon as the technology patent was commercialized. By 1931 this project was showing signs of success, but was upset by the death of Tatsuhei. Although the project was recommenced after Tatsuhei's death, the project was discontinued at the beginning of WWII before significant productions of pearls were achieved.


          After WWII, new south sea pearl projects were commenced in the early 1950s in Burma and Kuri Bay and Port Essington in Australia. Japanese companies were involved in all projects using technicians from the original Mitsubishi south sea pre-war projects. Despite often being described as black south sea pearls, Tahitian pearls are not in fact south sea pearls. The correct definition of a south sea pearl is a "pearl produced by the Pinctada maxima pearl oyster."


          


          Japanese freshwater pearl farming


          In 1914, pearl farmers began culturing freshwater pearls using the pearl mussels native to Lake Biwa. This lake, the largest and most ancient in Japan, lies near the city of Kyoto. The extensive and successful use of the Biwa Pearl Mussel is reflected in the name Biwa pearls, a phrase which was at one time nearly synonymous with freshwater pearls in general. Since the time of peak production in 1971, when Biwa pearl farmers produced six tons of cultured pearls, pollution and overharvesting have caused the virtual extinction of this animal. Japanese pearl farmers recently cultured a hybrid pearl mussel  a cross between Biwa Pearl Mussels and a closely related species from China, "Hyriopsis cumingi, in lake Kasumigaura. This industry closed in 2006 due to lake pollution.


          Japanese pearl producers also invested in producing cultured pearls with freshwater mussels in the region of Shanghai, China. China has since become the world's largest producer of freshwater pearls, producing more than 1,500 metric tons per year. Japan has all but ceased production in the last decade.


          Led by pearl pioneer John Latendresse and his wife Chessy, the United States began farming freshwater cultured pearls in the mid 1960's. National Geographic Magazine introduced the American cultured pearl as a commercial product in their August 1985 issue. The Tennessee pearl farm has emerged as a tourist destination in recent years, but commercial production of freshwater pearls has ceased.


          


          Pearls in jewelry
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          The value of the pearls in jewelry is determined by a combination of the luster, colour, size, lack of surface flaw and symmetry that are appropriate for the type of pearl under consideration. Among those attributes, luster is the most important differentiator of pearl quality according to jewelers. All factors being equal, however, the larger the pearl the more valuable it is. Large, perfectly round pearls are rare and highly valued. Teardrop-shaped pearls are often used in pendants.
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          Pearls come in eight basic shapes: round, semi-round, button, drop, pear, oval, baroque, and circled. Perfectly round pearls are the rarest and most valuable shape. Semi-rounds are also used in necklaces or in pieces where the shape of the pearl can be disguised to look like it is a perfectly round pearl. Button pearls are like a slightly flattened round pearl and can also make a necklace, but are more often used in single pendants or earrings where the back half of the pearl is covered, making it look like a larger, round pearl.
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          Drop and pear shaped pearls are sometimes referred to as teardrop pearls and are most often seen in earrings, pendants, or as a centre pearl in a necklace. Baroque pearls have a different appeal to them than more standard shapes because they are often highly irregular and make unique and interesting shapes. They are also commonly seen in necklaces. Circled pearls are characterized by concentric ridges, or rings, around the body of the pearl.
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          In general, cultured pearls are less valuable than natural pearls, and imitation pearls are less valuable than cultured pearls. One way that jewelers can determine whether a pearl is cultivated or natural is to have a gem lab perform an x-ray of the pearl. If the x-ray reveals a nucleus, the pearl is likely a bead-nucleated saltwater pearl. If no nucleus is present, but irregular and small dark inner spots indicating a cavity are visible, combined with concentric rings of organic substance, the pearl is likely a cultured freshwater. Cultured freshwater pearls can often be confused for natural pearls which present as homogeneous pictures which continuously darken toward the surface of the pearl. Natural pearls will often show larger cavities where organic matter has dried out and decomposed.


          Some imitation pearls are simply made of mother-of-pearl, coral or conch, while others are made from glass and are coated with a solution containing fish scales called essence d'Orient. Although imitation pearls look the part, they do not have the same weight or smoothness as real pearls, and their luster will also dim greatly.


          There is also a unique way of naming pearl necklaces. While most other necklaces are simply referred to by their physical measurement, strings of pearls have their own set of names that characterize the pearls based on where they hang when worn around the neck. A collar will sit directly against the throat and not hang down the neck at all; they are often made up of multiple strands of pearls. Pearl chokers nestle just at the base of the neck. The size called a princess comes down to or just below the collarbone. A matinee of pearls falls just above the breasts. An opera will be long enough to reach the breastbone or sternum of the wearer, and longer still, a pearl rope is any length that falls down farther than an opera.


          Necklaces can also be classified as uniform, or graduated. In a uniform strand of pearls, all pearls are classified as the same size, but actually fall in a range. A uniform strand of akoya pearls, for example, will measure within 0.5 mm. So a strand will never be 7 mm, but will be 6.5-7 mm. Freshwater pearls, Tahitian pearls, and South Sea pearls all measure to a full millimeter when considered uniform. A graduated strand of pearls most often has at least 3 mm of differentiation from the ends to the centre of the necklace. Popularized in the 1950s by the GIs bringing strands of cultured akoya pearls home from Japan, the graduated style was much more affordable as most pearls in any given strand were small.


          Earrings and necklaces can also be classified on the grade of the color of the pearl. While white and more recently black pearls are by far the most popular colors other tinges of colour can be found on pearls. Pink, blue, champagne, green and even purple can be found, but to form a complete string of same size and shade pearls can take years. Some colors like purple can only be found in certain types of clams, while other clams can produce a variety of colors if given the right environment.
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          The Peasants' Revolt, Tylers Rebellion, or the Great Rising of 1381 was one of a number of popular revolts in late medieval Europe and is a major event in the history of England. The names of some of its leaders, John Ball, Wat Tyler and Jack Straw, are still familiar even though very little is actually known about these individuals.


          Tyler's Rebellion is significant because it marked the beginning of the end of serfdom in medieval England. Tyler's Rebellion led to calls for the reform of feudalism in England and an increase in rights for the serf class.


          


          Events leading to the revolt


          The revolt was precipitated by heavy-handed attempts to enforce the third poll tax, first levied in 1377 supposedly to finance military campaigns overseas  a continuation of the Hundred Years' War initiated by King Edward III of England. The third poll tax, unlike the two earlier, was not levied on a flat rate basis (as in 1377) nor according to schedule (as in 1379), but in a manner that appeared more arbitrary and hence unfair: it was also set at 3 Groat compared with the 1377 rate of 1 groat. The young King, Richard II, was also another reason for the uprising, as he was only 14 at the time, and therefore unpopular men such as John of Gaunt (the acting regent), Simon Sudbury (Chancellor and Archbishop of Canterbury) and Sir Robert Hales (the Lord Treasurer, responsible for the poll tax) were left to rule instead, and many saw them as corrupt officials, trying to exploit the weakness of the King. A longer-term factor was the way the Statute of Labourers of 1351 was enforced. The Black Death that ravaged England in 1348 and 1349 had greatly reduced the labour force, and, as a consequence, labourers were able to demand enhanced terms and conditions. The Statute attempted to curb this by pegging wages and restricting the mobility of labour, but the probable effect was that labourers employed by lords were effectively exempted, but labourers working for other employers, both artisans and more substantial peasants, were liable to be fined or held in the stocks.


          Incidents in the Essex villages of Fobbing and Brentwood triggered the uprising. On 30th May, John Brampton attempted to collect the poll tax from villagers at Fobbing. The villagers, led by Thomas Baker, a local landowner, told Brampton that they would give him nothing and he was forced to leave the village empty handed. Robert Belknap (Chief Justice of Common Pleas) was sent to investigate the incident and to punish the offenders. On 2nd June, he was attacked at Brentwood. By this time the violent discontent had spread, and the counties of Essex and Kent were in full revolt. Soon people moved on London in an armed uprising.


          


          First protests
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          In June 1381, two groups of common people from the southeastern counties of Kent and Essex marched on London. The most vociferous of their leaders, Walter, or "Wat" Tyler, was at the head of a contingent from Kent. When the rebels arrived in Blackheath on June 12, the renegade Lollard priest, John Ball, preached a sermon including the famous question that has echoed down the centuries: "When Adam delved and Eve span, who was then the gentleman?". (I.e. "when Adam dug, and Eve spun, were there then any nobility?") The following day, the rebels, encouraged by the sermon, crossed London Bridge into the heart of the city. Meanwhile the 'Men of Essex' had gathered with Jack Straw at Great Baddow and had marched on London, arriving at Stepney. Instead of what was expected from a riot however, there was only a systematic attack on certain properties, many of them associated with John of Gaunt and/or the Hospitaller Order. On June 14, they are reputed to have been met by the young king himself, and, led by Richard of Wallingford to have presented him with a series of demands, including the dismissal of some of his more unpopular ministers and the effective abolition of serfdom. One of the more intriguing demands of the peasants was "that there should be no law within the realm save the law of Winchester". This is often said to refer to the statutes of the Charter of Winchester (1251), though it is sometimes considered to be a reference to the more equitable days of king Alfred the Great, when Winchester was the capital of England.


          


          Storming the Tower of London
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          At the same time, a group of rebels stormed the Tower of London probably after being let in and summarily executed those hiding there, including the Lord Chancellor ( Simon of Sudbury, the Archbishop of Canterbury, who was particularly associated with the poll tax), and the Lord Treasurer ( Robert de Hales, the Grand Prior of the Knights Hospitallers of England). The Savoy Palace of the king's uncle John of Gaunt was one of the London buildings destroyed by the rioters. Richard II agreed to reforms such as fair rents and the abolition of serfdom.


          


          Smithfield


          At Smithfield, on the following day, further negotiations with the king were arranged, but on this occasion the meeting did not go according to plan. Wat Tyler left his army and rode forth to parlay with the King and his party. Tyler, it is alleged by the chroniclers, behaved most belligerently and dismounted his horse and called for a drink most rudely. In the ensuing dispute, Tyler drew his dagger and William Walworth, the Mayor of London, drew his sword and attacked Tyler, mortally wounding him in the neck and Sir Ralph de Standish, one of the King's squires, drew his sword and ran it through Tyler's stomach killing him almost instantly. Seeing him surrounded by the King's entourage, the rebel army was in uproar, but King Richard, seizing the opportunity,rode forth and shouted "You shall have no captain but me.", a statement left deliberately ambiguous to defuse the situation. He promised the rebels that all was well, that Tyler had been knighted, and their demands would be met - they were to march to St John's Fields, where Wat Tyler would meet them. This they duly did, but the King broke his promise. The nobles quickly re-established their control with the help of a hastily organised militia of 7000, and most of the other leaders were pursued, captured and executed, including John Ball. Jack Straw turned on his associates under torture and betrayed many of them to the executioner - though it did not save him. Following the collapse of the revolt, the king's concessions were quickly revoked, and the tax was re-levied.


          Despite its name, participation in the Peasants' Revolt was not confined to serfs or even to the lower classes. Although the most significant events took place in the capital, there were violent encounters throughout eastern England -- but those involved hastened to dissociate themselves in the months that followed.


          


          The Cutty Wren


          The Cutty Wren, one of the earliest known protest songs, dates from the time of the revolt. It tells the story of the capture of the wren - a symbol for the King (or perhaps for England itself) - and its division amongst the poor people. A version of the song appeared on Chumbawamba's English Rebel Songs 1381-1984.


          


          Literary mention


          John Gower, friend of Geoffrey Chaucer, saw the peasants as unjustified in their cause. In his Vox Clamantis, he sees the peasant action as the work of the Anti-Christ and a sign of evil prevailing over virtue, writing "....according to their foolish ideas there would be no lords, but only kings and peasants...".


          Geoffrey Chaucer mentions Jack Straw, one of the leaders of the Revolt, in his satiric 'The Nun's Priest's Tale' of The Canterbury Tales.


          Froissart's Chronicles devotes twenty pages to the revolt.


          William Morris described the revolt in A Dream of John Ball (1888)
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        Pedagogy


        
          

          Pedagogy, the art or science of being a teacher, generally refers to strategies of instruction, or a style of instruction. The word comes from the Ancient Greek έ (paidagōgeō; from ῖ (child) and ἄ (lead)): literally, "to lead the child. In Ancient Greece, ό was (usually) a slave who supervised the education of his masters son (girls were not publicly educated). This involved taking him to school (ῖ) or a gym (ά), looking after him and carrying his equipment (e.g. musical instruments).


          The Latin-derived word for pedagogy, education, is nowadays used in the English-speaking world to refer to the whole context of instruction, learning, and the actual operations involved with that, although both words have roughly the same original meaning. In the English-speaking world the term pedagogy refers to the science or theory of educating.


          Pedagogy is also sometimes referred to as the correct use of teaching strategies (see instructional theory). For example, Brazilian Paulo Freire, one of the most influential educators of the 20th century, referred to his method of teaching adults as " critical pedagogy". In correlation with those teaching strategies the instructor's own philosophical beliefs of teaching are harbored and governed by the pupil's background knowledge and experiences, personal situations and environment as well as learning goals set by the student as well as the teacher. For example, the Socratic schools of thought


          An academic degree, Ped.D., Doctor of Pedagogy, is awarded honorarily by some American universities to distinguished educators (in the US and UK earned degrees within the education field are classified as an Ed.D., Doctor of Education or a Ph.D. Doctor of Philosophy). The term is also used to denote an emphasis in education as a specialty in a field (for instance, a Doctor of Music degree "in piano pedagogy").
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        Pedology (soil study)


        
          

          Pedology (from Greek: έ, pedon, "soil"; and ό, logos, "knowledge") is the study of soils in its natural environment. It is one of two main branches of soil science, the other being edaphology. Pedology deals with pedogenesis, soil morphology, soil classification.


          


          Overview


          Soil is not only a support for vegetation, but it is also the zone (the pedosphere) of numerous interactions between climate (water, air, temperature), soil life (micro-organisms, plants, animals) and its residues, the mineral material of the original and added rock, and its position in the landscape. During its formation and genesis, the soil profile slowly deepens and develops characteristic layers, called 'horizons', while a steady state balance is approached.


          Soil users (such as agronomists) showed initially little concern in the dynamics of soil. They saw it as medium whose chemical, physical and biological properties were useful for the services of agronomic productivity . On the other hand, pedologists and geologists did not initially focus on the agronomic applications of the soil characteristics (edaphic properties) but upon its relation to the nature and history of landscapes. Today, there's an integration of the two disciplinary approaches as part of landscape and environmental sciences.


          Pedologists are now also interested in the practical applications of a good understanding of pedogenesis processes (the evolution and functioning of soils), like interpreting its environmental history and predicting consequences of changes in land use, while agronomists understand that the cultivated soil is a complex medium, often resulting from several thousands of years of evolution. They understand that the current balance is fragile and that only a thorough knowledge of its history makes it possible to ensure its sustainable use.


          


          Concepts


          
            	Complexity in soil genesis is more common than simplicity.


            	Soils lie at the interface of Earth's atmosphere, biosphere, hydrosphere and lithosphere. Therefore, a thorough understanding of soils requires some knowledge of meteorology, climatology, ecology, biology, hydrology, geomorphology, geology and many other earth sciences and natural sciences.


            	Contemporary soils carry imprints of pedogenic processes that were active in the past, although in many cases these imprints are difficult to observe or quantify. Thus, knowledge of paleoecology, palaeogeography, glacial geology and paleoclimatology is important for the recognition and understanding of soil genesis and constitute a basis for predicting the future soil changes.


            	Five major, external factors of soil formation (climate, organisms, relief, parent material and time), and several smaller, less identifiable ones, drive pedogenic processes and create soil patterns.


            	Characteristics of soils and soil landscapes, e.g., the number, sizes, shapes and arrangements of soil bodies, each of which is characterized on the basis of soil horizons, degree of internal homogeneity, slope, aspect, landscape position, age and other properties and relationships, can be observed and measured.


            	Distinctive bioclimatic regimes or combinations of pedogenic processes produce distinctive soils. Thus, distinctive, observable morphological features, e.g., illuvial clay accumulation in B horizons, are produced by certain combinations of pedogenic processes operative over varying periods of time.


            	Pedogenic (soil-forming) processes act to both create and destroy order ( anisotropy) within soils; these processes can proceed simultaneously. The resulting soil profile reflects the balance of these processes, present and past.


            	The geological Principle of Uniformitarianism applies to soils, i.e., pedogenic processes active in soils today have been operating for long periods of time, back to the time of appearance of organisms on the land surface. These processes do, however, have varying degrees of expression and intensity over space and time.


            	A succession of different soils may have developed, eroded and/or regressed at any particular site, as soil genetic factors and site factors, e.g., vegetation, sedimentation, geomorphology, change.


            	There are very few old soils (in a geological sense) because they can be destroyed or buried by geological events, or modified by shifts in climate by virtue of their vulnerable position at the surface of the earth. Little of the soil continuum dates back beyond the Tertiary period and most soils and land surfaces are no older than the Pleistocene Epoch. However, preserved/lithified soils (paleosols) are an almost ubiqutious feature in terrestrial (land-based) environments throughout most of geologic time. Since they record evidence of ancient climate change, they present immense utility in understanding climate evolution throughout geologic history.


            	Knowledge and understanding of the genesis of a soil is important in its classification and mapping.


            	Soil classification systems cannot be based entirely on perceptions of genesis, however, because genetic processes are seldom observed and because pedogenic processes change over time.


            	Knowledge of soil genesis is imperative and basic to soil use and management. Human influence on, or adjustment to, the factors and processes of soil formation can be best controlled and planned using knowledge about soil genesis.


            	Soils are natural clay factories (clay includes both clay mineral structures and particles less than 2 m in diameter). Shales worldwide are, to a considerable extent, simply soil clays that have been formed in the pedosphere and eroded and deposited in the ocean basins, to become lithified at a later date.

          


          


          Famous pedologists


          
            	Olivier de Serres


            	Bernard Palissy


            	Vasily V. Dokuchaev


            	Eugene W. Hilgard


            	Hans Jenny


            	Charles E. Kellogg


            	Curtis F. Marbut
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              Scale diagram of the layers of the pelagic zone.
            

          


          Any water in the sea that is not close to the bottom is in the pelagic zone. The word pelagic comes from the Greek έ or plagos, which means open sea.


          It can be thought of in terms of an imaginary cylinder or water column that goes from the surface of the sea almost to the bottom, like the diagram on the left. Conditions change as you go deeper down the water column; the pressure increases and there is less light. Depending on the depth, scientists further subdivide the water column, rather like the earth's atmosphere is divided into different layers.


          


          Description


          The pelagic zone occupies 1,370,000,000 cubic kilometres (330,000,000 cubic miles) and has a vertical range up to 11,000 metres (36,000 feet). Fish that live in the pelagic zone are called pelagic fish. Pelagic life decreases with increasing depth. It is affected by light levels, pressure, temperature, salinity, the supply of dissolved oxygen and nutrients, and the submarine topography.


          In deep water the pelagic zone is sometimes called the open-ocean zone and can be contrasted with water that is near the coast or on the continental shelf. However in other contexts, coastal water that is not near the bottom is still said to be in the pelagic zone.


          The pelagic zone can be contrasted with the benthic and demersal zones at the bottom of the sea. The benthic zone is the ecological region at the very bottom of the sea. It includes the sediment surface and some sub-surface layers. Marine organisms living in this zone, such as clams and crabs, are called benthos. The demersal zone is just above the benthic zone. It can be significantly affected by the seabed and the life that lives there. Fish that live in the demersal zone are called demersal fish. They are also called bottom feeders or groundfish.


          


          Depth and layers


          Depending on how deep the sea is, there can be up to five vertical layers in the ocean. From the top down, they are:


          


          Epipelagic (sunlit)


          From the surface ( MSL) down to around 200 m (656 ft).


          The illuminated surface zone where there is enough light for photosynthesis. Due to this, plants and animals are largely concentrated in this zone. Nearly all primary production in the ocean occurs here. This layer us the domain of fish such as tuna, many sharks, dolphin fish, and jellyfish.


          


          Mesopelagic (twilight)


          From 200 m down to around 1,000 m (3,280 ft).


          Although some light penetrates this deep, it is insufficient for photosynthesis. The name stems from Greek έ, middle. At about 500 m the water becomes depleted of oxygen. Still, an abundance of life copes with more efficient gills or minimal movement. Animals such as swordfish, squids, wolffish, a few species of cuttlefish, and other semi-deep-sea creatures live here.


          


          Bathypelagic (dark)


          From 1,000 m down to around 4,000 m (13,123 ft).


          By this depth the ocean is almost entirely dark (with only the occasional thermoluminescence organism, such as lanternfish). There are no living plants, and most animals survive by consuming the snow of detritus falling from the zones above or (like the marine hatchetfish) by preying upon others. Giant squid (as well as smaller squids & Dumbo octopuses ) live at this depth, and here they are hunted by deep-diving sperm whales. From Greek ύ (baths), deep.


          


          Abyssopelagic


          From 4,000 m down to above the ocean floor.


          No light whatsoever penetrates to this depth. The name is derived from the Greek ά (byssos), abyss, meaning bottomless (a holdover from the times when the deep ocean was believed to be bottomless).


          


          Hadopelagic


          The deep water in ocean trenches.


          The name is derived from the Greek Ά (Haidēs), Hades, the classical Greek underworld. This zone is mostly unknown, and very few species are known to live here (in the open areas). However, many organisms live in hydrothermal vents in this and other zones. Some define the hadopelagic as waters below 6,000 m (19,685 ft), whether in a trench or not.


          The bathypelagic, abyssopelagic, and hadopelagic zones are very similar in character, and some marine biologists combine them into a single zone or consider the latter two to be the same.
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              	Personal information
            


            
              	Fullname

              	Edison Arantes do Nascimento
            


            
              	Dateofbirth

              	October 23, 1940 (1940-10-23)
            


            
              	Placeofbirth

              	Trs Coraes, Brazil
            


            
              	Height

              	1.74m (5ft 8+12in)
            


            
              	Playing position

              	Forward
            


            
              	Youth clubs
            


            
              	19521956

              	Bauru AC
            


            
              	Senior clubs1
            


            
              	Years

              	Club

              	App (Gls)*
            


            
              	19561974

              19751977

              	Santos

              New York Cosmos

              	605 (589)

              064 0(37)
            


            
              	National team
            


            
              	19571971

              	Brazil

              	092 0(77)
            


            
              	
                1 Senior club appearances and goals

                counted for the domestic league only.

                * Appearances (Goals)
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              The marks that Pel left inside the Maracan Stadium
            

          


          Edison Arantes do Nascimento, KBE (born October 23, 1940 in Trs Coraes, Brazil), best known by his nickname Pel, is a former Brazilian football player, rated by many as the greatest footballer of all time. He was given the title of Athlete of the Century by the International Olympic Committee.


          In his native Brazil, Pel is hailed as a national hero. He is known for his accomplishments and contributions to the game of football, in addition to being officially declared the football ambassador of the world by FIFA and a national treasure by the Brazilian government. He is also acknowledged for his vocal support of policies to improve the social conditions of the poor (when he scored his 1,000th goal he dedicated it to the poor children of Brazil). During his career, he became known as "The King of Football" (O Rei do Futebol), "The King Pel" (O Rei Pel) or simply "The King" (O Rei). He is also a member of the American National Soccer Hall of Fame.


          Spotted by football star Waldemar de Brito, Pel began playing for Santos Futebol Clube at 15 and his national team at 16, and won his first World Cup at 17. Despite numerous offers from European clubs, the current economic conditions and Brazilian Football regulations benefited Santos FC, thus enabling them to keep Pel for almost two decades until his semi-retirement in 1974. Pel played as an inside forward, striker, and what later became known as the playmaker position. Pel's technique and natural athleticism have been universally praised; he was renowned for his excellent dribbling and passing, his paced, powerful shot, exceptional heading ability, and prolific goalscoring.


          He is the all-time top scorer in the history of the Brazil national football team and is the only footballer to be a part of three World Cup-winning teams. He was named part of the 1962 squad but due to injury he did not receive a winner's medal, however In November 2007 FIFA announced that he would be awarded the 1962 medal retrospectively, making him the only player in the world to have three World Cup gold medals.


          Since his full retirement in 1977 Pel has been an ambassador for football and has also undertaken various acting roles and commercial ventures.


          


          Early life


          He was born in Trs Coraes, Brazil, the son of a Fluminense footballer Dondinho (born Joo Ramos do Nascimento) and Maria Celeste Arantes. He was named after the American inventor Thomas Edison, and was originally nicknamed Dico by his family. He did not receive the nickname "Pel" until his school days, when it is claimed he was given it because of his pronunciation of the name of his favorite player, local Vasco da Gama goalkeeper Bil, which he misspoke "Pil". He originally disliked the nickname, being suspended from school for punching the classmate that coined it, but the more he complained the more it stuck. In his autobiography, Pel stated he had no idea what the name means, nor did his old friends. Apart from the assertion that the name is derived from that of Bil, the word has no known meaning, although it does resemble the Irish language word peile, meaning football.


          Growing up in poverty in Bauru, So Paulo, Pel earned extra money by shining shoes at the Bauru Athletic Club on match days. Taught to play by his father, whose own professional football career with Atltico Mineiro ended prematurely due to a knee injury, he could not afford a proper football and usually played with either a sock stuffed with newspaper, tied with a string or a grapefruit.


          In 1954, several members of the Ameriquinha team, including Pel, were invited to join the Baquinho boy's team to be managed by former Brazilian international Waldemar de Brito, who played in the 1934 World Cup in Italy.


          At the age of 15 and a half, he joined the Santos FC junior team. He played for one season before joining the senior team.


          


          Club career


          


          Santos


          In 1956, de Brito took Pel to Santos, an industrial and port city in the state of So Paulo, to try out for professional club Santos Futebol Clube telling the directors at Santos that the 15-year-old would be "the greatest football player in the world."


          During his time at Santos, Pel played alongside many gifted players, including Zito, Pepe, and Coutinho; the latter partnered him in numerous one-two plays, attacks, and goals.


          Pel made his debut for Santos in September 7, 1956, scoring one goal in a 71 friendly victory over Corinthians. When the 1957 season started, Pel was given a starting place in the first team and, at the age of just 16, became the top scorer in the league. Just ten months after signing professionally, the teenager was called up to the Brazil national team. After the World Cup in 1962, wealthy European clubs offered massive fees to sign the young player, but the government of Brazil declared Pel an "official national treasure" to prevent him from being transferred out of the country.


          On November 19, 1969, Pel scored his 1000th goal in all competitions. This was a highly anticipated moment in Brazil. The goal, called popularly O Milsimo (The Thousandth), occurred in a match against Vasco da Gama, when Pel scored from a penalty kick, at the Maracan Stadium.


          Pel states that his most beautiful goal was scored at Rua Javari stadium on a Campeonato Paulista match against So Paulo rivals Juventus on August 2, 1959. As there is no video footage of this match, Pel asked that a computer animation be made of this specific goal. In March 1961, Pel scored the gol de placa (goal worthy of a plaque), a goal against Fluminense at the Maracan which was regarded as so spectacular that a plaque was commissioned with a dedication to the most beautiful goal in the history of the Maracan.


          In 1967, the two factions involved in the Nigerian Civil War agreed to a 48-hour ceasefire so they could watch Pel play an exhibition game in Lagos.


          


          New York Cosmos


          After the 1972 season (his 17th with Santos), Pel retired from Brazilian club football although he continued to occasionally suit up for Santos in official competitive matches. Two years later, he came out of semi-retirement to sign with the New York Cosmos of the North American Soccer League (NASL) for the 1975 season. Though well past his prime at this point, Pel is credited with significantly increasing public awareness and interest in soccer in the United States. (Previously, a video clip of Pel scoring with a bicycle kick for the Brazilian National Team was part of the opening video montage of the popular sports TV series ABC's Wide World of Sports and was probably many Americans' initial viewing of the sport.) He led the Cosmos to the 1977 NASL championship, in his third and final season with the club.


          On October 1, 1977, Pel closed out his legendary career in an exhibition match between the Cosmos and Santos. Santos arrived in New York and New Jersey after previously defeating the Seattle Sounders 20. The match was played in front of a capacity crowd at Giants Stadium and was televised in the United States on ABC's Wide World of Sports as well as throughout the world. Pel's father and wife both attended the match. Pel gave a brief pre-match speech during which he asked the crowd to say the word "love" with him three times. He played the first half for the Cosmos and the second half for Santos. Reynaldo scored the first goal for Santos, kicking the ball into the net after it had deflected off the crossbar. Pel then scored his final goal on a direct free kick, driving the ball past the diving Santos goalkeeper. At halftime, the Cosmos retired Pel's number 10. Pel presented his Cosmos shirt to his father, who was escorted to the field by Cosmos captain Werner Roth. During the second half, Cosmos striker Ramon Mifflin, who had replaced Pel when he switched sides at halftime, scored on a deflected cross, and the Cosmos won the match 21. After the match, Pel was embraced by the Cosmos players, including longtime rival Giorgio Chinaglia, and then ran around the field while holding an American flag in his left hand and a Brazilian flag in his right hand. Pel was soon lifted by several Cosmos players and carried around the field.


          


          National team career


          Pel's first international match was a 21 defeat against Argentina on July 7, 1957. In that match, he scored his first goal for Brazil, three months before his 17th birthday.


          [bookmark: 1958_World_Cup]


          1958 World Cup


          His first match in the World Cup was against USSR in the first round of the 1958 FIFA World Cup. He was the youngest player of that tournament, and at the time the youngest ever to play in the World Cup. He scored his first World Cup goal against Wales in quarterfinals, the only goal of the match, to help Brazil advance to semifinals, while becoming the youngest ever World Cup goalscorer at 17years and 239days. Against France in the semifinal, Brazil was leading 21 at halftime, and then Pel scored a hat-trick, becoming the youngest in World Cup history to do so.


          On 19 June 1958 Pel became the youngest player to play in a World Cup final match at 17 years and 249 days. He scored two goals in the final as Brazil beat Sweden 52. His first goal, a lob over a defender followed by a precise volley shot, was selected as one of the best goals in the history of the World Cup. When the match ended, he passed out on the field, and had to be attended by the medical staff. He then recovered, and was visibly compelled by the victory, in tears as being congratulated by his teammates. He finished the tournament with six goals in four matches played, tied for second place, behind record-breaker Just Fontaine.


          [bookmark: 1962_World_Cup]


          1962 World Cup


          In the first match of the 1962 World Cup, against Mexico, Pel assisted the first goal and then scored the final goal to go up 20 after a run past four defenders. He injured himself while attempting a long-range shot against Czechoslovakia. This would keep him out of the rest of the tournament, and forced coach Aymor Moreira to make his only lineup change of the tournament. The substitute was Amarildo, who had a good performance in the tournament; it was, however, Garrincha, who would take the leading role and carried Brazil to their second World Cup title.


          [bookmark: 1966_World_Cup]


          1966 World Cup


          The 1966 tournament was remembered for its excessive physical play, and Pel was one of the players affected by such play. After becoming the first player ever to score in three World Cups, with a direct free kick against Bulgaria, he had to rest, due to fatigue, for the match against Hungary, which Brazil lost 13. He then faced Portugal, and several violent tackles by the Portuguese defenders caused him to leave the match and the tournament. Brazil lost that match and were eliminated in the first round of the World Cup for the first time since 1934. After the tournament, Pel declared that he did not wish to play in the World Cup again.


          [bookmark: 1970_World_Cup]


          1970 World Cup


          When Pel was called to the national team in early 1969, he first refused, but then accepted and played in six World Cup qualifying matches, scoring six goals. The 1970 tournament in Mexico was to be Pel's last. Brazil's squad for the tournament featured major changes in relation to the 1966 squad. Players like Garrincha, Nilton Santos, Djalma Santos, and Gilmar had already retired, but the team, with Pel, Rivelino, Jairzinho, Grson, Tosto, and Clodoaldo, is widely considered one of the greatest football teams ever.


          In the first match, against Czechoslovakia, Pel gave Brazil a 21 lead after controlling Gerson's pass with his chest. Brazil went on to win the match, 41. On the first half of the match against England, he nearly scored with a header that was spectacularly saved by Gordon Banks. On the second half, he assisted Jairzinho for the only goal of the match. Against Romania, he opened the score on a direct free kick goal, a strong strike with the outside of his right foot. Later on the match he scored again to put the score 31. Brazil won by a final score of 32. In quarterfinals against Peru, Brazil won 42, with Pel assisting Tosto on his team's third goal. In the semi-finals, Brazil faced Uruguay for the first time since the 1950 World Cup final round match. Jairzinho put Brazil ahead 21, and Pel assisted Rivelino for the 31. During that match, Pel made one of his most famous plays. Tosto gave Pel a through ball, and Uruguay's goalkeeper Ladislao Mazurkiewicz took notice of it. The keeper ran off of his line to get the ball before Pel, but Pel got there first, and without touching the ball, he caused it to go past the keeper, to the latter's left, while Pel went right. Pel went around the goalkeeper and took a shot while turning towards the goal, but he turned in excess as he shot, and the ball drifted just wide of the far post.


          Brazil played Italy in the final, with Pel scoring the opener on a header over defender Tarcisio Burgnich. He then made assists on Jairzinho's and Carlos Alberto's goals, the latter one after an impressive collective play. Brazil won the match 41, keeping the Jules Rimet Trophy indefinitely. Burgnich, who marked Pel during the match, was quoted saying "I told myself before the game, he's made of skin and bones just like everyone else  but I was wrong".


          Pel's last international match was on July 18, 1971 against Yugoslavia in Rio de Janeiro. With Pel on the field, the Brazilian team's record was 67wins, 14draws, and 11losses, and went on to win three World Cups. Brazil never lost a match with both Pel and Garrincha on the field.


          


          South American Championship


          Pel also played in the South American Championship. In the 1959 competition he was top scorer with eight goals, as Brazil came second in the tournament.


          


          Honours


          


          Club
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                	Campeonato Paulista: 1958, 1960, 1961, 1962, 1964, 1965, 1967, 1968, 1969 and 1973


                	Torneio Rio-So Paulo: 1959, 1963 and 1964


                	Torneio Roberto Gomes Pedrosa (Taa de Prata): 1968


                	Taa Brasil: 1961, 1962, 1963, 1964 and 1965


                	Copa Libertadores: 1962 and 1963


                	Intercontinental Cup: 1962 and 1963


                	South-American Recopa: 1968
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                	NASL Champions: 1977

              

            

          


          


          Country
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                	FIFA World Cup: 1958, 1962, 1970


                	Roca Cup: 1957, 1963

              

            

          


          The tally of 32 team trophies makes him, together with Vtor Baa, the player with most career titles.


          


          Individual


          
            	Athlete of the Century by the International Olympic Committee: 1999

          


          In December 2000, Pel was named Footballer of the Century by FIFA. The award was intended to be based upon votes in a web poll, but after it became apparent that it favoured Diego Maradona, many observers complained that the Internet nature of the poll would have meant a skewed demographic of younger fans who would have seen Maradona play, but not Pel. FIFA then appointed a "Family of Football" committee of soccer experts to decide the winner of the award. Maradona was instead awarded the title of FIFA Internet Player of the Century. Allegations that the Internet poll had been bombarded by Argentine fans still remain to this day.


          
            	Laureus World Sports Awards Lifetime Achievement Award from South African President Nelson Mandela: 2000

          


          A consensus of media and expert polls rank Pel as the greatest footballer of all time.


          In 2005 Pel won the BBC Sports Personality of the Year Lifetime Achievement Award.


          


          Career statistics


          


          Goalscoring and appearance record


          Pel's goalscoring record is often reported as being 1280goals in 1363games. This figure includes goals scored by Pel in non-competitive club matches, for example, international tours Pel completed with Santos and the New York Cosmos, and games Pel played in for armed forces teams during his national service in Brazil.


          The tables below record every goal Pel scored in major club competitions for Santos and the New York Cosmos. During much of Pel's playing career in Brazil there was no national league championship. From 1960 onwards the Brazilian Football Confederation (CBF) were required to provide meritocratic entrants for the then-new Copa Libertadores, a South American international club competition broadly equivalent to the European Cup. To enable them to do this, the CBF organised two national competitions: the Taa de Prata and Taa Brasil. A national league championship, the Campeonato Brasileiro, was first played in 1971, alongside traditional state and interstate competitions such as the Campeonato Paulista and the Torneio Rio-So Paulo.


          The number of league goals scored by Pel is listed as 589 in 605games. This number is the sum of the goals scored by Pel in domestic league-based competitions: the Campeonato Paulista (SPS), Torneio Rio-So Paulo (RSPS), Taa de Prata and Campeonato Brasileiro. The Taa Brasil was a national competition organised on a knockout basis.


          
            
              	Club

              	Season

              	Domestic League Competitions

              	Domestic League

              Sub-total

              	

              	Domestic Cup

              	International Club Competitions

              	Official

              Total

              	

              	Total inc.

              Friendlies
            


            
              	SPS

              	RSPS

              	T. de Prata

              	Camp. Brasil.

              	T. Brasil

              	Copa Libertadores

              	Intercontinental Cup
            


            
              	Apps

              	Goals

              	Apps

              	Goals

              	Apps

              	Goals

              	Apps

              	Goals

              	Apps

              	Goals

              	Apps

              	Goals

              	Apps

              	Goals

              	Apps

              	Goals

              	Apps

              	Goals

              	Apps

              	Goals
            


            
              	Santos

              	1956

              	0*

              	0*

              	

              	

              	

              	

              	

              	

              	0*

              	0*

              	

              	

              	

              	

              	

              	

              	2*

              	2*

              	2*

              	2*
            


            
              	1957

              	14+15*

              	19+17*

              	9

              	5

              	

              	

              	

              	

              	38*

              	41*

              	

              	

              	

              	

              	

              	

              	29*

              	16*

              	67*

              	57*
            


            
              	1958

              	38

              	58

              	8

              	8

              	

              	

              	

              	

              	46

              	66

              	

              	

              	

              	

              	

              	

              	14*

              	14*

              	60*

              	80*
            


            
              	1959

              	32

              	45

              	7

              	6

              	

              	

              	

              	

              	39

              	51

              	4*

              	2*

              	

              	

              	

              	

              	40*

              	47*

              	83*

              	100*
            


            
              	1960

              	30

              	33

              	3

              	0

              	

              	

              	

              	

              	33

              	33

              	0

              	0

              	0

              	0

              	0

              	0

              	34*

              	26*

              	67*

              	59*
            


            
              	1961

              	26

              	47

              	7

              	8

              	

              	

              	

              	

              	33

              	55

              	5*

              	7

              	0

              	0

              	0

              	0

              	36*

              	48*

              	74*

              	110*
            


            
              	1962

              	26

              	37

              	0

              	0

              	

              	

              	

              	

              	26

              	37

              	5*

              	2*

              	4*

              	4*

              	2

              	5

              	13*

              	14*

              	50*

              	62*
            


            
              	1963

              	19

              	22

              	8

              	14

              	

              	

              	

              	

              	27

              	36

              	4*

              	8

              	4*

              	5*

              	1

              	2

              	16

              	16*

              	52*

              	67*
            


            
              	1964

              	21

              	34

              	4

              	3

              	

              	

              	

              	

              	25

              	37

              	6*

              	7

              	0*

              	0*

              	0

              	0

              	16*

              	13*

              	47*

              	57*
            


            
              	1965

              	30

              	49

              	7

              	5

              	

              	

              	

              	

              	37

              	54

              	4*

              	2*

              	7*

              	8

              	0

              	0

              	18*

              	33*

              	66*

              	97*
            


            
              	1966

              	14

              	13

              	0*

              	0*

              	

              	

              	

              	

              	14*

              	13*

              	5*

              	2*

              	0

              	0

              	0

              	0

              	19*

              	16*

              	38*

              	31*
            


            
              	1967

              	18

              	17

              	

              	

              	14*

              	9*

              	

              	

              	32*

              	26*

              	0

              	0

              	0

              	0

              	0

              	0

              	32*

              	26*

              	65*

              	56*
            


            
              	1968

              	21

              	17

              	

              	

              	17*

              	11*

              	

              	

              	38*

              	28*

              	0

              	0

              	0

              	0

              	0

              	0

              	38*

              	28*

              	73*

              	55*
            


            
              	1969

              	25

              	26

              	

              	

              	12*

              	12*

              	

              	

              	37*

              	38*

              	

              	

              	0

              	0

              	0

              	0

              	37*

              	38*

              	61*

              	57*
            


            
              	1970

              	15

              	7

              	

              	

              	13*

              	4*

              	

              	

              	28*

              	11*

              	

              	

              	0

              	0

              	0

              	0

              	28*

              	11*

              	54*

              	47*
            


            
              	1971

              	19

              	8

              	

              	

              	

              	

              	21

              	1

              	40

              	9

              	

              	

              	0

              	0

              	0

              	0

              	40

              	9

              	72*

              	29*
            


            
              	1972

              	20

              	9

              	

              	

              	

              	

              	16

              	5

              	36

              	14

              	

              	

              	0

              	0

              	0

              	0

              	36

              	14

              	74*

              	50*
            


            
              	1973

              	19

              	11

              	

              	

              	

              	

              	30

              	19

              	49

              	30

              	

              	

              	0

              	0

              	0

              	0

              	49

              	30

              	66*

              	52*
            


            
              	1974

              	10

              	1

              	

              	

              	

              	

              	17

              	9

              	27

              	10

              	

              	

              	0

              	0

              	0

              	0

              	27

              	10

              	49*

              	19*
            


            
              	All

              	412

              	470

              	53

              	49

              	56*

              	36*

              	84

              	34

              	605*

              	589*

              	33

              	30

              	15

              	17

              	3

              	7

              	656

              	643

              	1120

              	1087
            

          


          
            	A dark grey cell in the table indicates that the relevant competition did not take place that year.


            	* indicates this number was inferred from a Santos fixture list from rsssf.com and this list of games Pel played.

          


          
            
              	Club

              	Season

              	NASL

              	Other

              	Total
            


            
              	Apps

              	Goals

              	Apps

              	Goals

              	Apps

              	Goals
            


            
              	NY Cosmos

              	1975

              	9

              	5

              	14*

              	10*

              	23*

              	15*
            


            
              	1976

              	24

              	15

              	18*

              	11*

              	42*

              	26*
            


            
              	1977

              	31

              	17

              	11*

              	6*

              	42*

              	23*
            


            
              	All

              	64

              	37

              	43*

              	27*

              	107*

              	64*
            

          


          


          Some historical perspective


          
            	Pele's 1281goals are recognized by FIFA as the highest total achieved by a professional footballer. All of these goals have been checked by more than one recognized statistic institution. Pele played between 1957 and 1973 not just in official championships but also in short term International Tournaments between European and South American teams  a very common event in 1960s. However some critics claim that the goals scored in those tournaments should not count because they consider the short term tournaments to be "friendlies".

          


          
            	Pel is in third place on the list of all-time top goalscorers in international matches between National Teams; in 92appearances for the Brazil national football team, he scored 77goals. He is in fourth place behind Ronaldo, Gerd Mller, and Just Fontaine on the list of goalscorers in World Cup matches, with 12goals. He has been part of three World Cup-winning teams, although he did not play in the 1962 final due to injury and did not receive a medal. He is one of only two players to have scored in four World Cups (the other being Uwe Seeler, who did it in the same four tournaments). Pel is one of only four footballers to have achieved the feat of scoring in two different World Cup final matches, sharing that honour with Paul Breitner, Vav, and Zinedine Zidane. He is one of five players to have scored twice from direct free kicks in World Cups (The others are Rivelino, Tefilo Cubillas, Bernard Genghini, and David Beckham).

          


          
            [image: Pel� and Bill Clinton in 1997]

            
              Pel and Bill Clinton in 1997
            

          


          
            	Due to the sheer size of Brazil and the problems and costs related to air travel at the time, until 1959 there was nothing that could be called a National Football Tournament between the best teams from across the whole of Brazil. Generally the Brazilian football season was occupied first by state championships (between teams of the same state), followed by the Torneio Rio-So Paulo, a competition between the teams from the two strongest states in the country, So Paulo and Rio de Janeiro. And last but not least, from 1959, by the national team competition. This league system provided all the players (i.e., no foreign-based players) for the 1958, 1962 and 1970 Brazil World Cup Champions.

          


          
            	Given the global economic conditions and the football regulations at the time (especially in Brazil) the only players who left the Brazilian leagues for the European ones were usually those who could not get a regular place in one of the top teams or who were at the end of their careers. Sometimes a great player who was eclipsed by a more talented footballer in his position, in an era when substitutions during the matches werent not allowed, made this change. Current regulations restricting players from playing in the World Cup for more than one country were not yet introduced. For this reason, some argue that Brazil had the world's strongest league during the years of Pel's career. It must be added that contrary to most European national championships  which had only two or three leading teams  there were 11direct competitors for the national cup: Santos, Botafogo, Palmeiras, Flamengo, Corinthians, So Paulo FC, Vasco, Fluminense, Bahia, Cruzeiro and Atltico. Despite this, Santos won it five times in a row.

          


          
            	At that time the Santos team spent a third or sometimes almost half of the year in the So Paulo State League, even when running for the South American Teams Cup or others international tournaments. Before Pel's era the cup of the So Paulo League was monopolized by the so-called "Iron Trio", the three most prestigious teams of So Paulo city, the capital of So Paulo: Corinthians, Palmeiras and So Paulo FC.

          


          
            	Some of the best players were spread among teams all across Brazil, for example Didi, Garrincha and Jairzinho played in the Rio de Janeiro League, Tosto, Piazza and Dario played in the Minas Gerais League and others like Carlos Alberto, Zito, Pepe and Gilmar played with Pel for Santos. There were many others playing for Santos' rivals in the So Paulo league like Rivelino and later Garrincha by Corinthians; Grson, Pedro Rocha and Pablo Forln by So Paulo FC; Flix, Djalma Santos and Z Maria by Portuguesa and Leo, Lus Pereira, Leivinha and Ademir da Guia by Palmeiras just to mention a few. All of these great teams and players played against Pel between 1957 and 1974.

          


          


          After football


          
            [image: Pel�, right, with Brazil President Luiz In�cio Lula da Silva, left, and First Lady Marisa, July 13, 2004.]

            
              Pel, right, with Brazil President Luiz Incio Lula da Silva, left, and First Lady Marisa, July 13, 2004.
            

          


          The most notable area of Pel's life since football is his ambassadorial work for various bodies. In 1992, Pel was appointed a United Nations ambassador for ecology and the environment. He was awarded Brazil's Gold Medal for outstanding services to the sport in 1995, Brazilian President Fernando Henrique Cardoso appointed him to the position of "Extraordinary Minister for Sport" and he was appointed a UNESCO Goodwill Ambassador. During this time he proposed legislation to reduce corruption in Brazilian football, which became known as the Pel law. Pel left his position in 2001 after he was accused of involvement in a corruption scandal. In 1997 he was given an honorary British knighthood.


          Pel scouted for Premier League Fulham in 2002. He was chosen to do the draw for the qualification groups for the 2006 FIFA World Cup finals.


          Pel has published several autobiographies, starred in documentary and semi-documentary films and composed various musical pieces, including the entire soundtrack for the film Pel in 1977. He appeared, alongside other footballers of the 1960s and 1970s, Michael Caine, and Sylvester Stallone, in the 1981 film Escape to Victory, about an attempted escape from a World War II Nazi POW Camp. Pel was one of the first black persons to be featured on the cover of Life magazine, and was the first sports figure featured in a video game with the Atari 2600 game Pel's Soccer.


          
            [image: Pel� at Bramall lane, celebrating Sheffield F.C.'s 150th anniversary]

            
              Pel at Bramall lane, celebrating Sheffield F.C.'s 150th anniversary
            

          


          Pel signed a major autobiographical book deal in 2006, resulting in a giant-sized, 45cm  35cm, 2,500unit limited-edition collectible "Pel", created by UK luxury publishers, Gloria, as the first-ever football "big book". In the same period, Pel received a lifetime achievement award from the BBC and in June 2006, helped inaugurate the 2006 FIFA World Cup finals, alongside supermodel Claudia Schiffer. Pel has also helped to promote viagra and raise the awareness of impotency.


          Pel was guest of honour at the world's oldest football club, Sheffield F.C.'s 150th anniversary match v Inter Milan in November 2007. Inter won 52 in front of an appreciative crowd of nearly 19,000 at Bramall Lane. As part of his visit, Pel opened an exhibition which included the first public showing in 40 years of the original hand written rules of football.


          


          Acting and film career


          
            	Os Estranhos (1969) (TV Series)


            	O Baro Otelo no Barato dos Bilhes (1971)


            	A Marcha (1973)


            	Os Trombadinhas (1978)


            	Escape to Victory (1981)


            	A Minor Miracle (1983)


            	Pedro Mico (1985)


            	Os Trapalhes e o Rei do Futebol (1986)


            	Hotshot (1987)


            	Solido, Uma Linda Histria de Amor (1990)


            	Mike Bassett: England Manager (2001)


            	ESPN SportsCentury (2004)
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              	Pellagra

              Classification and external resources
            


            
              	
                
                  [image: ]
                

              
            


            
              	Pellagra sufferer with skin lesions
            


            
              	ICD- 10

              	E 52.
            


            
              	ICD- 9

              	265.2
            


            
              	DiseasesDB

              	9730
            


            
              	MedlinePlus

              	000342
            


            
              	eMedicine

              	ped/1755
            


            
              	MeSH

              	C18.654.521.500.133.699.529
            

          


          Pellagra is a vitamin deficiency disease caused by dietary lack of niacin (B3) and protein, especially proteins containing the essential amino acid tryptophan. Because tryptophan can be converted into niacin, foods with tryptophan but without niacin, such as milk, prevent pellagra. However, if dietary tryptophan is diverted into protein production, niacin deficiency may still result.


          Pellagra is an endemic disease in Africa, Mexico, Indonesia and China. In modern societies, a majority of patients with clinical pellagra are poor, homeless, alcohol dependent, or psychiatric patients who refuse food.


          Tryptophan is an essential amino acid found in meat, poultry, fish, and eggs. If one's diet contains these foods, one's need for niacin from other sources will be reduced.


          The relationship between leucine and pellagra is unclear.


          


          Symptoms


          The symptoms of pellagra include:


          
            	High sensitivity to sunlight


            	Aggression


            	Dermatitis, alopecia, oedema


            	Smooth, beefy red glossitis


            	Red skin lesions


            	Insomnia


            	Weakness


            	Mental confusion


            	Ataxia, paralysis of extremities, peripheral neuritis


            	Diarrhoea


            	Eventually dementia

          


          The main results of pellagra can easily be remembered as "the four D's": diarrhea, dermatitis, dementia, and death.


          Frostig and Spies (acc. to Cleary and Cleary) described psychological symptoms of pellagra:


          The elementary syndrome:


          
            	Psycho-sensory disturbances (impressions as being painful, annoying bright lights, odours intolerance causing nausea and vomiting, dizziness after sudden movements)

          


          
            	Psycho-motor disturbances (restlessness, tense and a desire to quarrel, increased preparedness for motor action)

          


          
            	Emotional disturbances

          


          



          


          Epidemiology


          Pellagra can be common in people who obtain most of their food energy from maize, since untreated corn is a poor source of niacin (vitamin B3). Corn is also a poor source of tryptophan. This disease can be common among people who live in rural South America where corn is a staple. The symptoms usually appear during spring, increase in the summer due to greater sun exposure, and return the following spring. It is one of several diseases of malnutrition common in Africa. It was also endemic in the poorer states of the U.S. South, like Mississippi and Alabama, as well as among the inmates of jails and orphanages, where it was studied by Joseph Goldberger who conducted experiments in the penal colony in Rankin. Alkali treatment of the corn corrects the niacin deficiency, and was a common practice in native American cultures that grew corn. The amino acid deficiency must be balanced by consumption of other sources of protein. It was common amongst prisoners of Soviet labor camps, the infamous Gulag. It can be found in cases of chronic alcoholism.


          


          Prognosis


          Untreated, the disease can kill within four or five years.


          Pellagra can be treated with niacin (usually as niacinamide). The frequency and amount of niacinamide administered depends on the degree to which the condition has progressed.


          


          History


          
            [image: Portrait of Dr. Joseph Goldberger]

            
              Portrait of Dr. Joseph Goldberger
            

          


          The traditional food preparation method of corn, nixtamalization, by native New World cultivators, who had domesticated corn, required treatment of the grain with lime, an alkali. It has now been shown that the lime treatment makes niacin nutritionally available and reduces the chance of developing pellagra. When corn cultivation was adopted worldwide, this preparation method was not accepted because the benefit was not understood. The original cultivators, often heavily dependent on corn, did not suffer from pellagra. Pellagra became common only when corn became a staple that was eaten without the traditional treatment.


          Pellagra was first described in Spain in 1735 by Gaspar Casal, who published a first clinical description in his posthumous "Natural and Medical History of the Asturian Pricipality" (1762). This led to the disease being known as "Asturian leprosy", and it is recognized as the first modern pathological description of a syndrome(1). It was an endemic disease in northern Italy, where it was named "pelle agra" (pelle = skin; agra = rough) by Francesco Frapoli of Milan. Because pellagra outbreaks occurred in regions where maize was a dominant food crop, the belief for centuries was that the maize either carried a toxic substance or was a carrier of disease. It was not until later that the lack of pellagra outbreaks in Mesoamerica, where maize is a major food crop (and is processed), that the idea was considered that the causes of pellagra may be due to factors other than toxins.


          In the early 1900s, pellagra reached epidemic proportions in the American South. There were 1,306 reported pellagra deaths in South Carolina during the first ten months of 1915; 100,000 Southerners were affected in 1916. At this time, the scientific community held that pellagra was probably caused by a germ or some unknown toxin in corn. The Spartanburg Pellagra Hospital in Spartanburg, South Carolina, was the nation's first facility dedicated to discovering the cause of pellagra. It was established in 1914 with a special congressional appropriation to the U.S. Public Health Service (PHS) and set up primarily for research. In 1915, Joseph Goldberger, assigned to study pellagra by the Surgeon General of the United States, showed that pellagra was linked to diet by inducing the disease in prisoners, using the Spartanburg Pellagra Hospital as his clinic. By 1926, Goldberger established that a balanced diet or a small amount of baker's yeast prevented pellagra. Skepticism nonetheless persisted in the medical community until 1937, when Conrad Elvehjem showed that the vitamin niacin cured pellagra (manifested as black tongue) in dogs. Later studies by Tom Spies, Marion Blankenhorn, and Clark Cooper established that niacin also cured pellagra in humans, for which Time Magazine dubbed them its 1938 Men of the Year in comprehensive science.


          In the research conducted between 1900-1950, it was found that the number of cases of women with pellagra was consistently double the number of cases of afflicted men. This is thought to be due to the inhibitory effect of estrogen on the conversion of the amino acid tryptophan to niacin. It is also thought to be due to the differential and unequal access to quality foods within the household. Some researchers of the time gave a few explanations regarding the difference. As primary wage earners, men were given consideration and preference at the dinner table, they also had pocket money to buy food outside the household. Women gave protein quality foods to their children first. Women also would eat after everyone else had a chance to eat. Women also upheld the triad of maize, molasses and fat back pork which combine to contribute the cause of pellagra.


          Gillman and Gillman related skeletal tissue and pellagra in their research in South African Blacks. They provide some of the best evidence for skeletal manifestations of pellagra and the reaction of bone in malnutrition. They claimed radiological studies of adult pellagrins demonstrated marked osteoporosis. A negative mineral balance in pellagrins was noted which indicated active mobilization and excretion of endogenous mineral substances, and undoubtedly impacted the turnover of bone. Extensive dental caries were present in over half of pellagra patients. In most cases caries were associated with "severe gingival retraction, sepsis, exposure of cementum, and loosening of teeth".
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              	Pelycosaurs

              Fossil range: Late Carboniferous - Late Permian

              (non-therapsid)
            


            
              	
                [image: Dimetrodon grandis skeleton at the National Museum of Natural History]


                
                  Dimetrodon grandis skeleton at the

                  National Museum of Natural History
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Superclass:

                    	Tetrapoda

                  


                  
                    	Class:

                    	Synapsida

                  


                  
                    	Order:

                    	Pelycosauria *

                    Cope, 1878
                  

                

              
            


            
              	Suborders
            


            
              	
                 Caseasauria

                Eupelycosauria


              
            

          


          The pelycosaurs (from Greek pelyx meaning 'bowl' and sauros meaning 'lizard') were primitive Late Paleozoic synapsid amniotes. Some species were quite large and could grow up to 3 meters or more, although most species were much smaller.


          


          Evolutionary history


          The pelycosaurs appeared during the Late Carboniferous and reached their acme in the early part of the Permian Period, remaining the dominant land animals for some 40 million years. A few continued into the late Permian. They were succeeded by their descendants, the therapsids, which had a short but successful reign before the PermianTriassic extinction event, giving a chance for the archosaur reptiles to take over in the Triassic.


          


          Characteristics


          At least two pelycosaur clades independently evolved a tall sail, consisting of elongated vertebral spines: the edaphosaurids and the sphenacodontids. In life, this would have been covered by skin, and possibly functioned as a thermoregulatory device or for mating display. Pelycosaur fossils have been found mainly in Europe and North America, although some small, late-surviving forms are known from Russia and South Africa.


          Unlike most reptiles, pelycosaurs lacked epidermal scales. Fossil evidence from some ophiacodonts shows that the skin was naked, and that the belly was covered in dermal "scales", the same type of scales possessed by early tetrapods, unrealted to reptile scales, which evolved independently and are a different type of structure.


          In 1940 the group was reviewed in detail and every species known at the time described (and many illustrated) in an important monograph by Alfred Sherwood Romer and Llewellyn Price.


          Pelycosauria is a paraphyletic taxon because it excludes the therapsids. For that reason the term is not used in some modern books. Eupelycosauria is used to designate the clade that includes most Pelycosaurs along with the Therapsida and the Mammals. In contrast to "Pelycosaurs", this is monophyletic group. Caseasauria refers to a pelycosaur side-branch or clade that did not leave any descendants.


          The pelycosaurs appear to have been a group of synapsids that had direct ancestral links with the mammalia, having differentiated teeth and a developing hard palate.


          Well-known pelycosaurs include the genera Dimetrodon, Sphenacodon, Edaphosaurus, and Ophiacodon.


          


          Systematics
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              Eothyris
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              Cotylorhynchus - a Caseid
            

          


          
            [image: Varanops]

            
              Varanops
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              Ophiacodon
            

          


          
            [image: Edaphosaurus]

            
              Edaphosaurus
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              Haptodus
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              Dimetrodon
            

          


          In traditional classification, the order Pelycosauria is paraphyletic--that is, it is a grouping of animals that does not contain all descendants of a common ancestor, as is often required by a different system of naming organisms, phylogenetic nomenclature. In the later, Pelycosauria is treated as a clade rather than a taxon with the rank "order", and includes the clade Therapsida, which in turn contains the clade Mammalia. In traditional taxonomy, Therapsida is separated from Pelycosauria in its own biological order, and mammals are separated from both as their own class.


          


          Taxonomy


          
            	
              Order Pelycosauria *

              
                	
                  Suborder Caseasauria

                  
                    	Family Caseidae


                    	Family Eothyrididae

                  

                


                	
                  Suborder Eupelycosauria

                  
                    	Family Edaphosauridae


                    	Family Haplodontidae *

                      
                        	Cutleria


                        	Haptodus


                        	Palaeohatteria


                        	Pantelosaurus

                      

                    


                    	Family Lupeosauridae

                      
                        	Lupeosaurus

                      

                    


                    	Family Ophiacodontidae


                    	Family Sphenacodontidae


                    	Family Varanopseidae

                  

                

              

            


            	Order Therapsida *

          


          


          Phylogeny


          In phylogenetic nomenclature, the "Pelycosauria" is not used, since it does not constitute a clade (a group of organisms descended from one common ancestor and including all the descendants of that ancestor) because the group excludes the therapsids. Instead, it represents a paraphyletic "grade" of basal synapsids leading up to the clade Therapsida. The following cladogram follows the one found on Mikko's Phylogeny Archive.
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              Stained glass window from the cloister of Worcester Cathedral showing the death of Penda of Mercia.
            

          


          Penda (died November 15, 655) was a 7th-century King of Mercia, a kingdom in what is today the English Midlands. A pagan at a time when Christianity was taking hold in many of the Anglo-Saxon kingdoms, Penda participated in the defeat of the powerful Northumbrian king Edwin at the Battle of Hatfield Chase in 633. Nine years later, he defeated and killed Edwin's eventual successor, Oswald, at the Battle of Maserfield; from this point he was probably the most powerful of the Anglo-Saxon rulers of the time. He defeated the East Angles, drove the king of Wessex into exile for three years, and continued to wage war against the Bernicians of Northumbria. Thirteen years after Maserfield, he suffered a crushing defeat and was killed at the Battle of the Winwaed in the course of a final campaign against the Bernicians.


          


          Descent, beginning of reign, and battle with the West Saxons


          Penda was a son of Pybba and said to be a descendant of Icel, with a lineage purportedly extending back to Woden. The Anglo-Saxon Chronicle gives his descent as follows:


          
            
              	

              	Penda was Pybba's offspring, Pybba was Cryda's offspring, Cryda Cynewald's offspring, Cynewald Cnebba's offspring, Cnebba Icel's offspring, Icel Eomer's offspring, Eomer Angeltheow's offspring, Angeltheow Offa's offspring, Offa Wermund's offspring, Wermund Wihtlaeg's offspring, Wihtlaeg Woden's offspring.

              	
            

          


          It is noteworthy that, despite the formulaic claim to descent from Woden, none of the names of Penda, his father Pybba and his son Peada have very convincing Anglo-Saxon etymologies.


          The Historia Brittonum says that Pybba had twelve sons, including Penda, but that Penda and Eowa were those best known to its author. (Many of these twelve sons of Pybba may in fact merely represent later attempts to claim descent from him.) Besides Eowa, apparently Penda also had a brother named Coenwalh, from whom two later kings were descended.


          The time at which Penda became king is uncertain, as are the circumstances. Another Mercian king, Cearl, is mentioned by Bede as ruling at the same time as the Northumbrian king thelfrith, in the early part of the 7th century. Whether Penda immediately succeeded Cearl is unknown, and it is also unclear whether they were related, and if so how closely; Henry of Huntingdon, writing in the 12th century, claimed that Cearl was a kinsman of Pybba. It is also possible that Cearl and Penda were dynastic rivals.


          According to the Anglo-Saxon Chronicle, Penda became king in 626, ruled for thirty years, and was fifty years old at the time of his accession. That he ruled for thirty years should not be taken as an exact figure, since the same source says he died in 655, which would not correspond to the year given for the beginning of his reign unless he died in the thirtieth year of his reign. Furthermore, that Penda was truly fifty years old at the beginning of his reign is generally doubted by historians, mainly because of the ages of his children. The idea that Penda, at about eighty years of age, would have left behind children who were still young (his son Wulfhere was still just a youth three years after Penda's death, according to Bede) has been widely considered implausible. The possibility has been suggested that the Chronicle actually meant to say that Penda was fifty years old at the time of his death, and therefore about twenty in 626.
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          Bede, in his Historia ecclesiastica gentis Anglorum, says of Penda that he was "a most warlike man of the royal race of the Mercians" and that, following Edwin of Northumbria's defeat in 633 (see below), he ruled the Mercians for twenty-two years with varying fortune. The noted 20th century historian Frank Stenton was of the opinion that the language used by Bede "leaves no doubt that  Penda, though descended from the royal family of the Mercians, only became their king after Edwin's defeat". The Historia Brittonum accords Penda a reign of only ten years, perhaps dating it from the time of the Battle of Maserfield (see below) around 642, although according to the generally accepted chronology this would still be more than ten years. Given the apparent problems with the dates given by the Chronicle and the Historia, Bede's account of the length of Penda's reign is generally considered the most plausible by historians. Nicholas Brooks noted that, since these three accounts of the length of Penda's reign come from three different sources, and none of them are Mercian (they are West Saxon, Northumbrian, and Welsh), they may merely reflect the times at which their respective peoples first had military involvement with Penda.


          The question of whether or not Penda was already king during the late 620s assumes greater significance in light of the Chronicle's record of a battle between Penda and the West Saxons under their kings Cynegils and Cwichelm taking place at Cirencester in 628. If he was not yet king, then his involvement in this conflict might indicate that he was fighting as an independent warlord during this periodas Stenton put it, "a landless noble of the Mercian royal house fighting for his own hand." On the other hand, he might have been one of multiple rulers among the Mercians at the time, ruling only a part of their territory. The Chronicle says that after the battle, Penda and the West Saxons "came to an agreement." It has been speculated that this agreement marked a victory for Penda, ceding to him Cirencester and the areas along the lower River Severn. These lands, to the southwest of Mercia, had apparently been taken by the West Saxons from the British in 577, and the territory eventually became part of the subkingdom of the Hwicce. Given Penda's role in the area at this time and his apparent success there, it has been argued that the subkingdom of the Hwicce was established by him; evidence to support this is lacking, although the subkingdom is known to have existed later in the century.


          


          Alliance with Cadwallon and the Battle of Hatfield Chase


          At some point in the late 620s or early 630s, Cadwallon ap Cadfan, the British (Welsh) king of Gwynedd, became involved in a war with Edwin of Northumbria, the most powerful king in Britain at the time. Cadwallon apparently was initially unsuccessful, but he joined with Penda, who is thought to have been the lesser partner in their alliance, to defeat the Northumbrians in October 633 at the Battle of Hatfield Chase. Penda was probably not yet king of the Mercians at this time, but he is thought to have become king soon afterwards, based on Bede's characterisation of his position. Edwin was killed in the battle, and one of his sons, Eadfrith, fell into Penda's hands.


          One manuscript of the Anglo-Saxon Chronicle says that, following the victory at Hatfield Chase, Cadwallon and Penda went on to ravage "the whole land" of the Northumbrians. Certainly Cadwallon continued the war, but the extent of Penda's further participation is uncertain. Bede says that the pagans who had slain Edwinpresumably a reference to the Mercians under Penda, although conceivably it could be a derisive misnomer meant to refer to the Christian Britishburned a church and town at Campodonum, although the time at which this occurred is uncertain. Penda might have withdrawn from the war at some point before the defeat and death of Cadwallon at the Battle of Heavenfield, about a year after Hatfield Chase, since he was not present at this battle. Furthermore, Bede makes no mention of Penda's presence in the preceding siege and battle in which Osric of Deira was defeated and killed. Penda's successful participation in the battle of Hatfield Chase would have elevated his status among the Mercians and so enabled him to become king, and he might have withdrawn from the war prior to Heavenfield in order to secure or consolidate his position in Mercia. Referring to Penda's successes against the West Saxons and the Northumbrians, D. P. Kirby writes of Penda's emergence in these years as "a Mercian leader whose military exploits far transcended those of his obscure predecessors."


          


          During the reign of Oswald


          Oswald of Bernicia became king of Northumbria after his victory over Cadwallon at Heavenfield. Penda's status and activities during the years of Oswald's reign are obscure, and various interpretations of Penda's position during this period have been suggested. It has been presumed that Penda acknowledged Oswald's authority in some sense after Heavenfield, although Penda was probably an obstacle to Northumbrian supremacy south of the Humber. It has been suggested that Penda's strength during Oswald's reign could be exaggerated by the historical awareness of his later successes. Kirby says that, while Oswald was as powerful as Edwin had been, "he faced a more entrenched challenge in midland and eastern England from Penda". Oswald's moves toward alliance with the West Saxons, who occupied territory to the south of the Mercians, could be seen as an attempt to counter Mercian power.


          At some point during Oswald's reign, Penda had Edwin's son Eadfrith killed, "contrary to his oath". The possibility that his killing was the result of pressure from OswaldEadfrith being a dynastic rival of Oswaldhas been suggested. Since the potential existed for Eadfrith to be put to use in Mercia's favour in Northumbrian power struggles while he was alive, it may not have been to Penda's advantage to have him killed. On the other hand, Penda may have killed Eadfrith for his own reasons. It has been suggested that Penda may have been concerned that Eadfrith could be a threat to him because Eadfrith might seek vengeance for the deaths of his father and brother; it is also possible that Mercian dynastic rivalry played a part in the killing, since Eadfrith was a grandson of Penda's predecessor Cearl.,


          It was probably at some point during Oswald's reign that Penda fought with the East Angles and defeated them, killing their king Egric and the former king Sigebert, who had been brought out of retirement in a monastery against his will in the belief that his presence would motivate the soldiers. The time at which the battle occurred is uncertain; it may have been as early as 635, but there is also evidence to suggest it could not have been before 640 or 641. Presuming that this battle took place before the Battle of Maserfield, it may have been that such an expression of Penda's ambition and emerging power made Oswald feel that Penda had to be defeated in order for Northumbrian dominance of southern England to be secured or consolidated.


          Penda's brother Eowa was also said by the Historia Brittonum and the Annales Cambriae to have been a king of the Mercians at the time of Maserfield. The question of what sort of relationship of power existed between the brothers prior to the battle is a matter of speculation. Eowa may have simply been a sub-king under Penda and it is also possible that Penda and Eowa ruled jointly during the 630s and early 640s: joint kingships were not uncommon among Anglo-Saxon kingdoms of the period. They may have ruled the southern and northern Mercians respectively. That Penda ruled the southern part is a possibility suggested by his early involvement in the area of the Hwicce, to the south of Mercia, as well as by the fact that, after Penda's death, his son Peada was allowed to rule southern Mercia while the northern part was placed under direct Northumbrian control. This may indicate a special hereditary claim over southern Mercia by Penda's line that it did not have over the north.


          Another possibility was suggested by Brooks: Penda might have lost power at some point after Heavenfield, and Eowa may have actually been ruling the Mercians for at least some of the period as a subject ally or puppet of Oswald. Brooks cited Bede's statement implying that Penda's fortunes were mixed during his twenty-two years in power and noted the possibility that Penda's fortunes were low at this time. Thus it may be that Penda was not consistently the dominant figure in Mercia during the years between Hatfield and Maserfield.


          


          Maserfield


          On August 5, 642, Penda defeated the Northumbrians at the Battle of Maserfield, which was fought near the lands of the Welsh, and Oswald was killed. Surviving Welsh poetry suggests that Penda fought in alliance with the men of Powysapparently he was consistently allied with some of the Welshperhaps including Cynddylan ap Cyndrwyn, of whom it was said that "when the son of Pyb desired, how ready he was", presumably meaning that he was an ally of Penda, the son of Pybba. If the traditional identification of the battle's location with Oswestry is correct, then this would indicate that it was Oswald who had taken the offensive against Penda. It has been suggested that he was acting against "a threat posed to his domination of Mercia by a hostile alliance of Penda and Powys." According to Reginald of Durham's 12th century Life of Saint Oswald, Penda fled into Wales prior to the battle, at which point Oswald felt secure and sent his army away. This explanation of events has been regarded as "plausible" but is not found in any other source, and may, therefore, have been Reginald's invention.


          According to Bede, Penda had Oswald's body dismembered, with his head, hands and arms being placed onto stakes (this may have had a pagan religious significance.); Oswald thereafter came to be revered as a saint, with his death in battle as a Christian king against pagans leading him to be regarded as a martyr.


          Eowa was killed at Maserfield along with Oswald, although on which side he fought is unknown. It may well be that he fought as a dependent ally of Oswald against Penda. If Eowa was in fact dominant among the Mercians during the period leading up to the battle, then his death could have marked what the author of the Historia Brittonum regarded as the beginning of Penda's ten-year reign. Thus it may be that Penda prevailed not only over the Northumbrians but also over his rivals among the Mercians.


          The Historia Brittonum may also be referring to this battle when it says that Penda first freed (separavit) the Mercians from the Northumbrians. This may be an important clue to the relationship between the Mercians and the Northumbrians prior to and during Penda's time. There may have existed a "Humbrian confederacy" that included the Mercians until Penda broke free of it. On the other hand, it has been considered unlikely that this was truly the first instance of their separation: it is significant that Cearl had married his daughter to Edwin during Edwin's exile, when Edwin was an enemy of the Northumbrian king thelfrith. It would seem that if Cearl was able to do this, he was not subject to thelfrith; thus it may be that any subject relationship only developed after the time of this marriage.


          The battle left Penda with a degree of power unprecedented for a Mercian kingKirby called him "without question the most powerful Mercian ruler so far to have emerged in the midlands" after Maserfieldand the prestige and status associated with defeating the powerful Oswald must have been very significant. Northumbria was greatly weakened as a consequence of the battle; the kingdom became fractured to some degree between Deira in its southern part and Bernicia in the north, with the Deirans acquiring a king of their own, Oswine, while in Bernicia, Oswald was succeeded by his brother, Oswiu. Mercia thus enjoyed a greatly enhanced position of strength relative to the surrounding kingdoms. Stenton wrote that the battle left Penda as "the most formidable king in England", and observed that although "there is no evidence that he ever became, or even tried to become, the lord of all the other kings of southern England  none of them can have been his equal in reputation".


          


          Campaigns between Maserfield and the Winwaed


          Defeat at Maserfield must have weakened Northumbrian influence over the West Saxons, and the new West Saxon king Cenwealhwho was still pagan at this timewas married to Penda's sister. It may be surmised that this meant he was to some extent within what Kirby called a "Mercian orbit". However, when Cenwealh (according to Bede) "repudiated" Penda's sister in favour of another wife, Penda drove Cenwealh into exile in East Anglia in 645, where he remained for three years before regaining power. Who governed the West Saxons during the years of Cenwealh's exile is unknown; Kirby considered it reasonable to conclude that whoever ruled was subject to Penda. He also suggested that Cenwealh may not have been able to return to his kingdom until after Penda's death.


          In 654, the East Anglian king Anna, who had harboured the exiled Cenwealh, was killed by Penda at Bulcamp near blythburgh in Suffolk. He was succeeded by a brother, Aethelhere; since Aethelhere was subsequently a participant in Penda's doomed invasion of Bernicia in 655 (see below), it may be that Penda installed Aethelhere in power. It has been suggested that Penda's wars against the East Angles "should be seen in the light of interfactional struggles within East Anglia." It may also be that Penda made war against the East Angles with the intention of securing Mercian dominance over the area of Middle Anglia, where Penda established his son Peada as ruler.


          In the years after Maserfield, Penda also destructively waged war against Oswiu of Bernicia on his own territory. At one point prior to the death of Bishop Aidan (August 31, 651), Bede says that Penda "cruelly ravaged the country of the Northumbrians far and near" and besieged the royal Bernician stronghold of Bamburgh. When the Mercians were unable to capture it"not being able to enter it by force, or by a long siege"Bede reports that they attempted to set the city ablaze, but that it was saved by a sacred wind supposedly sent in response to a plea from the saintly Aidan: "Behold, Lord, how great mischief Penda does!" The wind is said to have blown the fire back towards the Mercians, deterring them from further attempts to capture the city. At another point, some years after Aidan's death, Bede records another attack. He says that Penda led an army in devastating the area where Aidan diedhe "destroyed all he could with fire and sword"but that when the Mercians burned down the church where Aidan died, the post against which he was leaning at the time of his death was undamaged; this was taken to be a miracle. No open battles are recorded as being fought between the two sides prior to the Winwaed in 655 (see below), however, and this may mean that Oswiu deliberately avoided battle due to a feeling of weakness relative to Penda. This feeling may have been in religious as well as military terms: N. J. Higham wrote of Penda acquiring "a pre-eminent reputation as a god-protected, warriorking", whose victories may have led to a belief that his pagan gods were more effective for protection in war than the Christian God.


          


          Relations with Bernicia; Christianity and Middle Anglia


          Despite these apparent instances of warfare, relations between Penda and Oswiu were probably not entirely hostile during this period, since Penda's daughter Cyneburh married Alhfrith, Oswiu's son, and Penda's son Peada married Alhflaed, Oswiu's daughter. According to Bede, who dates the events to 653, the latter marriage was made contingent upon the baptism and conversion to Christianity of Peada; Peada accepted this, and the preaching of Christianity began among the Middle Angles, whom he ruled. Bede wrote that Penda tolerated the preaching of Christianity in Mercia itself, despite his own beliefs:


          
            
              	

              	Nor did King Penda obstruct the preaching of the word among his people, the Mercians, if any were willing to hear it; but, on the contrary, he hated and despised those whom he perceived not to perform the works of faith, when they had once received the faith, saying, "They were contemptible and wretched who did not obey their God, in whom they believed." This was begun two years before the death of King Penda.

              	
            

          


          Peada's conversion and the introduction of priests into Middle Anglia could be seen as evidence of Penda's tolerance of Christianity, given the absence of evidence that he sought to interfere. On the other hand, an interpretation is also possible whereby the marriage and conversion could be seen as corresponding to a successful attempt on Oswiu's part to expand Bernician influence at Penda's expense; Higham saw Peada's conversion more in terms of political manoeuvring on both sides than religious zeal.


          Middle Anglia as a political entity may have been created by Penda as an expression of Mercian power in the area following his victories over the East Angles. Previously there seem to have been a number of small peoples inhabiting the region, and Penda's establishment of Peada as a subking there may have marked their initial union under one ruler. The districts corresponding to Shropshire and Herefordshire, along Mercia's western frontier near Wales, probably also fell under Mercian domination at this time. Here a king called Merewalh ruled over the Magonsaete; in later centuries it was said that Merewalh was a son of Penda, but this is considered uncertain. Stenton, for example, considered it likely that Merewalh was a representative of a local dynasty that continued to rule under Mercian domination.


          


          Final campaign and the battle of the Winwaed


          In 655, Penda invaded Bernicia with a large army, reported to have been thirty legions strong, with thirty royal or noble commanders (duces regii, as Bede called them), including rulers such as Cadafael ap Cynfeddw of Gwynedd and Aethelhere of East Anglia. Penda also enjoyed the support of Aethelwald, the king of Deira and the successor of Oswine, who had been murdered on Oswiu's orders in 651; Bede says Aethelwald acted as Penda's guide during his invasion.


          The cause of this war is uncertain. There is a passage in Bede's Ecclesiastical History that suggests Aethelhere of East Anglia was the cause of the war. On the other hand, it has been argued that an issue of punctuation in later manuscripts confused Bede's meaning on this point, and that he in fact meant to refer to Penda as being responsible for the war. Although, according to Bede, Penda tolerated some Christian preaching in Mercia, it has been suggested that he perceived Bernician sponsorship of Christianity in Mercia and Middle Anglia as a form of "religious colonialism" that undermined his power, and that this may have provoked the war. Elsewhere the possibility has been suggested that Penda sought to prevent Oswiu from reunifying Northumbria, not wanting Oswiu to restore the kingdom to the power it had enjoyed under Edwin and Oswald. A perception of the conflict in terms of the political situation between Bernicia and Deira could help to explain the role of Aethelwald of Deira in the war, since Aethelwald was the son of Oswald and might not ordinarily be expected to ally with those who had killed his father. Perhaps, as the son of Oswald, he sought to obtain the Bernician kingship for himself.


          According to the Historia Brittonum, Penda besieged Oswiu at Iudeu; this site has been identified with Stirling, in the north of Oswiu's kingdom. Oswiu tried to buy peace: in the Historia Brittonum, it is said that Oswiu offered treasure, which Penda distributed among his British allies. Bede states that the offer was simply rejected by Penda, who "resolved to extirpate all of [Oswiu's] nation, from the highest to the lowest". Additionally, according to Bede, Oswiu's son Ecgfrith was being held hostage "at the court of Queen Cynwise, in the province of the Mercians"perhaps surrendered by Oswiu as part of some negotiations or arrangement. It would seem that Penda's army then moved back south, perhaps returning home, but a great battle was fought near the river Winwaed (the identification of the Winwaed with a modern river is uncertain, although the River Went is a possibility) on a date given by Bede as November 15. It may be that Penda's army was attacked by Oswiu at a point of strategic vulnerability, which would help explain Oswiu's victory over forces that were, according to Bede, much larger than his own.


          The Mercian force was also weakened by desertions. According to the Historia Brittonum, Cadafael of Gwynedd, "rising up in the night, escaped together with his army" (thus earning him the name Cadomedd, or "battle-shirker"), and Bede says that at the time of the battle, Aethelwald of Deira withdrew and "awaited the outcome from a place of safety". According to Kirby, if Penda's army was marching home, it may have been for this reason that some of his allies were unwilling to fight. It may also be that the allies had different purposes in the war, and Kirby suggested that Penda's deserting allies may have been dissatisfied "with what had been achieved at Iudeu". At a time when the Winwaed was swollen with heavy rains, the Mercians were badly defeated and Penda was killed, along with the East Anglian king Aethelhere. Bede says that Penda's "thirty commanders, and those who had come to his assistance were put to flight, and almost all of them slain," and that more drowned while fleeing than were killed in the actual battle. He also says that Penda's head was cut off; a connection between this and the treatment of Oswald's body at Maserfield is possible. Writing in the 12th century, Henry of Huntingdon emphasised the idea that Penda was suffering the same fate as he had inflicted on others.


          


          Aftermath and historical appraisal


          With the defeat at the Winwaed, Oswiu came to briefly dominate Mercia, permitting Penda's son Peada to rule its southern portion. Two of Penda's other sons, Wulfhere and thelred, later ruled Mercia in succession after the overthrow of Northumbrian control in the late 650s. The period of rule by Penda's descendants came to an end with his grandson Ceolred's death in 716, after which power passed to descendants of Eowa for most of the remainder of the 8th century.


          Penda's reign is significant in that it marks an emergence from the obscurity of Mercia during the time of his predecessors, both in terms of the power of the Mercians relative to the surrounding peoples and in terms of our historical awareness of them. While our understanding of Penda's reign is quite unclear, and even the very notable and decisive battles he fought are surrounded by historical confusion, for the first time a general outline of important events regarding the Mercians becomes realistically possible. Furthermore, Penda was certainly of great importance to the development of the Mercian kingdom; it has been said that his reign was "crucial to the consolidation and expansion of Mercia".


          Penda was the last great pagan warrior-king among the Anglo-Saxons. Higham wrote that "his destruction sounded the death-knell of English paganism as a political ideology and public religion." After Penda's death, the Mercians were converted to Christianity, and all three of Penda's reigning sons ruled as Christians. His daughters Cyneburh and Cyneswith became Christian and were saintly figures who according to some accounts retained their virginity through their marriages. There was purportedly even an infant grandson of Penda named Rumwold who lived a saintly three-day life of fervent preaching. What is known about Penda is primarily derived from the history written by the Northumbrian Bede, a priest not inclined to objectively portray a pagan Mercian who engaged in fierce conflict with Christian kings, and in particular with Northumbrian rulers. Indeed, Penda has been described as "the villain of Bede's third book" (of the Historia Ecclesiastica). From the perspective of the Christians who later wrote about Penda, the important theme that dominates their descriptions is the religious context of his warsfor instance, the Historia Brittonum says that Penda prevailed at Maserfield through "diabolical agency"but Penda's greatest importance was perhaps in his opposition to the supremacy of the Northumbrians. According to Stenton, had it not been for Penda's resistance, "a loosely compacted kingdom of England under Northumbrian rule would probably have been established by the middle of the seventh century." In summarising Penda, he wrote the following:


          
            
              	

              	He was himself a great fighting king of the kind most honoured in Germanic saga; the lord of many princes, and the leader of a vast retinue attracted to his service by his success and generosity. Many stories must have been told about his dealings with other kings, but none of them have survived; his wars can only be described from the standpoint of his enemies
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          Penguins ( order Sphenisciformes, family Spheniscidae) are a group of aquatic, flightless birds living almost exclusively in the Southern Hemisphere. The number of penguin species is debated. Depending on which authority is followed, penguin biodiversity varies between 17 and 20 living species, all in the subfamily Spheniscinae. Some sources consider the White-flippered Penguin a separate Eudyptula species, while others treat it as a subspecies of the Little Penguin; the actual situation seems to be more complicated. Similarly, it is still unclear whether the Royal Penguin is merely a colour morph of the Macaroni penguin. Also eligible to be a separate species is the Northern population of Rockhopper penguins. Although all penguin species are native to the southern hemisphere, they are not, contrary to popular belief, found only in cold climates, such as Antarctica. In fact, only a few species of penguin actually live so far south. At least 10 species live in the temperate zone: one; the Galpagos Penguin; lives as far north as the Galpagos Islands.


          The largest living species is the Emperor Penguin (Aptenodytes forsteri): adults average about 1.1m (3ft7 in) tall and weigh 35kg (75lb) or more. The smallest penguin species is the Little Blue Penguin (also known as the Fairy Penguin), which stands around 40cm tall (16in) and weighs 1kg (2.2lb). Among extant penguins larger penguins inhabit colder regions, while smaller penguins are generally found in temperate or even tropical climates (see also Bergmann's Rule). Some prehistoric species attained enormous sizes, becoming as tall or as heavy as an adult human (see below for more). These were not restricted to Antarctic regions; on the contrary, subantarctic regions harboured high diversity, and at least one giant penguin occurred in a region not quite 2,000km south of the Equator 35 mya, in a climate decidedly warmer than today.


          Most penguins feed on krill, fish, squid, and other forms of sealife caught while swimming underwater. They spend half of their life on land and half in the oceans.


          Penguins seem to have no special fear of humans and have approached groups of explorers without hesitation. This is probably on account of there being no land predators in Antarctica or the nearby offshore islands that prey on or attack penguins. Instead, penguins are at risk at sea from predators such as the leopard seal. Typically, penguins do not approach closer than about 3meters (10ft) at which point they become nervous. This is also the distance that Antarctic tourists are told to keep from penguins (tourists are not supposed to approach closer than 3meters, but are not expected to withdraw if the penguins come closer).
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          Penguins are superbly adapted to an aquatic life. Their wings have become flippers, useless for flight in the air. In the water, however, penguins are astonishingly agile. Within the smooth plumage a layer of air is preserved, ensuring buoyancy. The air layer also helps insulate the birds in cold waters. On land, penguins use their tails and wings to maintain balance for their upright stance.


          All penguins are countershaded for camouflage  that is, they have a white underside and a dark (mostly black) upperside. A predator looking up from below (such as an orca or a leopard seal) has difficulty distinguishing between a white penguin belly and the reflective water surface. The dark plumage on their backs camouflages them from above.


          Diving penguins reach 6 to 12km/h (3.7 to 7.5mph), though there are reports of velocities of 27km/h (17mph) (which are more realistic in the case of startled flight). The small penguins do not usually dive deep; they catch their prey near the surface in dives that normally last only one or two minutes. Larger penguins can dive deep in case of need. Dives of the large Emperor Penguin have been recorded which reach a depth of 565m (1,870ft) and last up to 22 minutes.


          Penguins either waddle on their feet or slide on their bellies across the snow, a movement called "tobogganing", which conserves energy while moving quickly. They also jump with both feet together if they want to move more quickly or cross steep or rocky terrain.


          Penguins have an average sense of hearing for birds; this is used by parents and chicks to locate one another in crowded colonies. Their eyes are adapted for underwater vision, and are their primary means of locating prey and avoiding predators; in air it has been suggested that they are nearsighted, although research has not supported this hypothesis.


          Penguins have a thick layer of insulating feathers which serve to keep them warm in water (heat loss in water is much greater than in air). The Emperor penguin (the largest penguin) has the largest body mass of all penguins, which further reduces relative surface area and heat loss. They also are able to control blood flow to their extremities, reducing the amount of blood which gets cold, but still keeping the extremities from freezing. In the extreme cold of the Antarctic winter, the females are at sea fishing for food leaving the males to brave the weather by themselves. They often huddle together to keep warm and rotate positions to make sure that each penguin gets a turn in the centre of the heat pack.


          They can drink salt water because their supraorbital gland filters excess salt from the bloodstream. The salt is excreted in a concentrated fluid from the nasal passages.


          


          Breeding


          Penguins form monogamous pairs for a breeding season, though the rate the same pair recouples varies drastically. Most penguins lay two eggs in a clutch, though the two largest species, the Emperor and the King Penguins, lay only one. The parents cooperate in caring for the clutch and the young. During the cold season on the other hand the mates separate for several months to protect the egg. Usually, the male stays with the egg and keeps it warm while the female goes to sea to find food for the baby. When the female comes back, they switch roles.


          Penguin eggs are smaller than any other bird species when compared proportionally to the weight of the parent birds; at 52grams, the Little Penguin egg is 4.7% of its mothers' weight, and the 450-gram Emperor Penguin egg is 2.3%. The relatively thick shell forms between 10 and 16% of the weight of a penguin egg, presumably to minimise risk of breakage in an adverse nesting environment. The yolk, too, is large, and comprises 2231% of the egg. Some yolk often remains when a chick is born, and is thought to help sustain it if parents are delayed in returning with food.


          When mothers lose a chick, they sometimes attempt to "steal" another mother's chick, usually unsuccessfully as other females in the vicinity assist the defending mother in keeping her chick. In some species, such as Emperor Penguins, young penguins assemble in large groups called crches.


          


          Isabelline penguins


          
            [image: Isabelline Adélie penguin on Gourdin Island, December 2002]

            
              Isabelline Adlie penguin on Gourdin Island, December 2002
            

          


          Perhaps one in 50,000 penguins (of most species) are born with brown rather than black plumage. These are called Isabelline penguins, possibly in reference to the legend that the archduchess Isabella of Austria vowed not to change her undergarments until her husband united the northern and southern Low Countries by taking the city of Ostend  which took three years to accomplish. Isabellinism is different from albinism, though the faded colour of the plumage calls albinism to mind. Isabelline penguins tend to live shorter lives than normal penguins, as they are not well-camouflaged against the deep, and are often passed over as mates.


          


          Systematics and evolution


          


          Systematics


          Updated after Marples (1962), Acosta Hospitaleche (2004), and Ksepka et al. (2006). See the gallery for images of most living species.


          ORDER SPHENISCIFORMES


          
            	
              Basal and unresolved taxa (all fossil)

              
                	Waimanu  basal (Middle-Late Paleocene)


                	Perudyptes (Middle Eocene of Atacama Desert, Peru)  basal?


                	Spheniscidae gen. et sp. indet. CADIC P 21 (Leticia Middle Eocene of Punta Torcida, Argentina: Clarke et al. 2003)


                	Delphinornis (Middle/Late Eocene?  Early Oligocene of Seymour Island, Antarctica)  Palaeeudyptinae, basal, new subfamily 1?


                	Archaeospheniscus (Middle/Late Eocene  Late Oligocene)  Palaeeudyptinae? New subfamily 2?


                	Marambiornis (Late Eocene ? Early Oligocene of Seymour Island, Antarctica)  Palaeeudyptinae, basal, new subfamily 1?


                	Mesetaornis (Late Eocene ? Early Oligocene of Seymour Island, Antarctica)  Palaeeudyptinae, basal, new subfamily 1?


                	Tonniornis (Late Eocene ? Early Oligocene of Seymour Island, Antarctica)


                	Wimanornis (Late Eocene ? Early Oligocene of Seymour Island, Antarctica)


                	Duntroonornis (Late Oligocene of Otago, New Zealand)  possibly Spheniscinae


                	Korora (Late Oligocene of S Canterbury, New Zealand)


                	Platydyptes (Late Oligocene of New Zealand)  possibly not monophyletic; Palaeeudyptinae, Paraptenodytinae or new subfamily?


                	Spheniscus gen. et sp. indet (Late Oligocene/Early Miocene of Hakataramea, New Zealand)


                	Madrynornis (Puerto Madryn Late Miocene of Argentina)  possibly Spheniscinae


                	Pseudaptenodytes (Late Miocene/Early Pliocene)


                	Dege (Early Pliocene of South Africa)  possibly Spheniscinae


                	Marplesornis (Early Pliocene)  possibly Spheniscinae


                	Nucleornis (Early Pliocene of Duinfontain, South Africa)  possibly Spheniscinae


                	Inguza (Late Pliocene)  probably Spheniscinae; formerly Spheniscus predemersus

              

            


            	
              Family Spheniscidae

              
                	
                  Subfamily Palaeeudyptinae  Giant penguins (fossil)

                  
                    	Crossvallia (Cross Valley Late Paleocene of Seymour Island, Antarctica)  tentatively assigned to this subfamily


                    	
                      Anthropornis (Middle Eocene?  Early Oligocene of Seymour Island, Antarctica)  tentatively assigned to this subfamily

                      
                        	Nordenskjoeld's Giant Penguin, Anthropornis nordenskjoeldi

                      

                    


                    	Icadyptes (Late Eocene of Atacama Desert, Peru)


                    	Palaeeudyptes (Middle/Late Eocene  Late Oligocene)  polyphyletic; some belong in other subfamilies


                    	Pachydyptes (Late Eocene)


                    	Anthropodyptes (Middle Miocene)  tentatively assigned to this subfamily

                  

                


                	
                  Subfamily Paraptenodytinae  Stout-footed penguins (fossil)

                  
                    	Arthrodytes (San Julian Late Eocene/Early Oligocene  Patagonia Early Miocene of Patagonia, Argentina)


                    	Paraptenodytes (Early  Late Miocene/Early Pliocene)

                  

                


                	
                  Subfamily Palaeospheniscinae  Slender-footed penguins (fossil)

                  
                    	Eretiscus (Patagonia Early Miocene of Patagonia, Argentina)


                    	Palaeospheniscus (Early?  Late Miocene/Early Pliocene)  includes Chubutodyptes

                  

                


                	
                  Subfamily Spheniscinae  Modern penguins

                  
                    	Aptenodytes  Great penguins (2 species)


                    	Pygoscelis  Brush-tailed penguins (3 species)


                    	Eudyptula  Little penguins (1 or 2 species)


                    	Spheniscus  Banded penguins (4 species)


                    	Megadyptes  Yellow-eyed Penguin


                    	Eudyptes  Crested penguins (68 living species)

                  

                

              

            

          


          Taxonomy: Clarke et al. (2003) and Ksepka et al. (2006) apply the phylogenetic taxon Spheniscidae to what here is referred to as Spheniscinae. Furthermore, they restrict the phylogenetic taxon Sphenisciformes to flightless taxa, and establish the phylogenetic taxon Pansphenisciformes as equivalent to the Linnean taxon Sphenisciformes, i.e., including any flying basal "proto-penguins" to be discovered eventually. Given that neither the relationships of the penguin subfamilies to each other nor the placement of the penguins in the avian phylogeny is presently resolved, this seems spurious and in any case is confusing; the established Linnean system is thus followed here.


          


          Evolution


          The evolutionary history of penguins is well-researched and represents a showcase of evolutionary biogeography; though as penguin bones of any one species vary much in size and few good specimens are known, the alpha taxonomy of many prehistoric forms still leaves much to be desired. Some seminal articles about penguin prehistory have been published since 2005, the evolution of the living genera can be considered resolved by now.


          The basal penguins lived around the time of the CretaceousTertiary extinction event somewhere in the general area of (southern) New Zealand and Byrd Land, Antarctica. Due to plate tectonics, these areas were at that time less than 1,500kilometers (932mi) apart rather than the 4,000kilometers (2,485mi) of today. The most recent common ancestor of penguins and their sister clade can be roughly dated to the Campanian Maastrichtian boundary, around 7068 mya. What can be said as certainly as possible in the absence of direct (i.e., fossil) evidence is that by the end of the Cretaceous, the penguin lineage must have been evolutionarily well distinct, though much less so morphologically; it is fairly likely that they were not yet entirely flightless at that time, as flightless birds have generally low resilience to the breakdown of trophic webs which follows the initial phase of mass extinctions because of their below-average dispersal capabilities (see also Flightless Cormorant).


          


          The basal fossils


          The oldest known fossil penguin species is Waimanu manneringi, which lived in the early Paleocene epoch of New Zealand, or about 62 mya. While they were not as well-adapted to aquatic life as modern penguins, Waimanu were generally loon-like birds but already flightless, with short wings adapted for deep diving. They swam on the surface using mainly their feet, but the wings were  as opposed to most other diving birds, living and extinct  already adapting to underwater locomotion.


          Perudyptes from northern Peru was dated to 42 mya. An unnamed fossil from Argentina proves that by the Bartonian (Middle Eocene), some 3938 mya, primitive penguins had spread to South America and were in the process of expanding into Atlantic waters.


          


          Palaeudyptines


          During the Late Eocene and the Early Oligocene (4030 mya), some lineages of gigantic penguins existed. Nordenskjoeld's Giant Penguin was the tallest, growing nearly 1.80meters (6ft) tall. The New Zealand Giant Penguin was probably the heaviest, weighing 80kg or more. Both were found on New Zealand, the former also in the Antarctic farther eastwards.


          Traditionally, most extinct species of penguins, giant or small, had been placed in the paraphyletic subfamily called Palaeeudyptinae. More recently, with new taxa being discovered and placed in the phylogeny if possible, it is becoming accepted that there were at least two major extinct lineages. One or two closely related ones occurred in Patagonia, and at least one other  which is or includes the paleeudyptines as recognized today  occurred on most Antarctic and subantarctic coasts.


          But size plasticity seems to have been great at this initial stage of penguin radiation: on Seymour Island, Antarctica, for example, around 10 known species of penguins ranging in size from medium to huge apparently coexisted some 35 mya during the Priabonian (Late Eocene). It is not even known whether the gigantic palaeeudyptines constitute a monophyletic lineage, or whether gigantism was evolved independently in a much restricted Palaeeudyptinae and the Anthropornithinae  whether they were considered valid, or whether there was a wide size range present in the Palaeeudyptinae as delimited as usually done these days (i.e., including Anthropornis nordenskjoeldi). The oldest well-described giant penguin, the 5-foot-tall Icadyptes salasi, actually occurred as far north as northern Peru about 36 mya.


          In any case, the gigantic penguins had disappeared by the end of the Paleogene, around 25 mya. Their decline and disappearance coincided with the spread of the Squalodontoidea and other primitive, fish-eating toothed whales, which certainly competed with them for food, and were ultimately more successful. A new lineage, the Paraptenodytes which includes smaller but decidedly stout-legged forms, had already arisen in southernmost South America by that time. The early Neogene saw the emergence of yet another morphotype in the same area, the similarly-sized but more gracile Palaeospheniscinae, as well as the radiation which gave rise to the penguin biodiversity of our time.


          


          Origin and systematics of modern penguins


          Modern penguins consititute two undisputed clades and another two more basal genera with more ambiguous relationships. The origin of the Spheniscinae lies probably in the latest Paleogene, and geographically it must have been much the same as the general area in which the order evolved: the oceans between the Australia-New Zealand region and the Antarctic. Presumedly diverging from other penguins around 40 mya, it seems that the Spheniscinae were for quite some time limited to their ancestral area, as the well-researched deposits of the Antarctic Peninsula and Patagonia have not yielded Paleogene fossils of the subfamily. Also, the earliest spheniscine lineages are those with the most southern distribution.


          The genus Aptenodytes appears to be the basalmost divergence among living penguins; they have bright yellow-orange neck, breast, and bill patches; incubate by placing their eggs on their feet, and when they hatch the chicks are almost naked. This genus has a distribution centered on the Antarctic coasts and barely extends to some subantarctic islands today.


          Pygoscelis contains species with a fairly simple black-and-white head pattern; their distribution is intermediate, centered on Antarctic coasts but extending somewhat northwards from there. In external morphology, these apparently still resemble the common ancestor of the Spheniscinae, as Aptenodytes' autapomorphies are in most cases fairly pronounced adaptations related to that genus' extreme habitat conditions. As the former genus, Pygoscelis seems to have diverged during the Bartonian, but the range expansion and radiation which led to the present-day diversity probably did not occur until much later; around the Burdigalian stage of the Early Miocene, roughly 2015 mya.


          The genera Spheniscus and Eudyptula contain species with a mostly subantarctic distribution centered on South America; some, however, range quite far northwards. They all lack carotenoid coloration, and the former genus has a conspicuous banded head pattern; they are unique among living penguins by nesting in burrows. This group probably radiated eastwards with the Antarctic Circumpolar Current out of the ancestral range of modern penguins throughout the Chattian (Late Oligocene), starting approximately 28 mya. While the two genera separated during this time, the present-day diversity is the result of a Pliocene radiation, taking place some 42 mya.


          The MegadyptesEudyptes clade occurs at similar latitudes (though not as far north as the Galapagos Penguin), has its highest diversity in the New Zealand region, and represent a westward dispersal. They are characterized by hairy yellow ornamental head feathers; their bills are at least partly red. These two genera diverged apparently in the Middle Miocene ( Langhian, roughly 1514 mya), but again, the living species of Eudyptes are the product of a later radiation, stretching from about the late Tortonian (Late Miocene, 8 mya) to the end of the Pliocene.


          The geographical and temporal pattern or spheniscine evolution corresponds closely to two episodes of global cooling documented in the paleoclimatic record.


          Inside this group, penguin relationships are far less clear. Depending on the analysis and dataset, a close relationship to Ciconiiformes or to Procellariiformes has been suggested. Some think the penguin-like plotopterids (usually considered relatives of anhingas and cormorants) may actually be a sister group of the penguins, and that penguins may have ultimately shared a common ancestor with the Pelecaniformes and consequently would have to be included in that order, or that the plotopterids were not as close to other pelecaniforms as generally assumed, which would necessitate splitting the traditional Pelecaniformes in three.


          The Auk of the Northern Hemisphere is superficially similar to penguins: they are not related to the penguins at all, but considered by some to be a product of moderate convergent evolution.


          


          Penguins and humans


          


          Etymology


          The word Penguin is thought by some to derive from the Welsh words pen (head) and gwyn (white), applied to the Great Auk which had white spots in front of its eyes (although its head was black); or from an island off Newfoundland known as Pengwyn, due to its having a large white rock. (In the latter case, the name may also have come from Breton.) This theory is supported by the fact that penguins look remarkably like Great Auks in general shape.


          It is also possible that penguin comes from the Latin pinguis, fat. This is supported by the fact that the corresponding words in most other languages (e.g., French pingouin, German Pinguin) have i instead of e as the first vowel. However, a Welsh i is often sound-shifted to an e in the English language.


          Another theory states that the word is an alteration of pen-wing, with reference to the rudimentary wings of both Great Auks and penguins, but there is no evidence to support this.


          What may be a King Penguin but certainly is a member of the Spheniscidae appears on a 1599 map at the Strait of Magellan with the caption "Pinguyn". The map's features are labeled in Latin, such as Fretum Magellanicum ("Strait of Magellan"). In addition, there is ample evidence that the Latin term anser magellanicus ("Goose of Magellan" or "Magellanic Goose") was the usual term for penguins in the scholarly literature of that time. If the English word was derived from Latin  e.g. avis pinguis ("fat bird") or pinguinus ("the fat one")  it must have originated considerably earlier than 1600.


          In a final twist to the story, the term "Magellanic Goose" (today usually " Magellan Goose") in our time has come to denote an actual anseriform, namely a Chloephaga sheldgoose.


          


          Penguins in popular culture


          
            [image: Tux the Linux kernel mascot]

            
              Tux the Linux kernel mascot
            

          


          Penguins are popular around the world, primarily for their unusually upright, waddling gait and (compared to other birds) lack of fear of humans. Their striking black-and-white plumage is often likened to a tuxedo suit. Mistakenly, some artists and writers have penguins based at the North Pole. This is incorrect, as there are almost no wild penguins in the northern hemisphere, except the small group on the northernmost of the Galpagos.


          Penguins have been the subject of many books and films such as Happy Feet and Surf's Up, both CGI films; March of the Penguins, a documentary based on the migration process of Emperors; and a parody entitled Farce of the Penguins. Penguins have also found their way into a number of cartoons and television dramas; perhaps the most notable of these is Pingu, created by Silvio Mazzola in 1986 and covering more than 100 short episodes.


          In the mid-2000s, penguins became one of the most publicised species of animals that formed lasting homosexual couples.


          


          Species photographs


          Photographs of the adults of living species are show:
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        Pennine Way


        
          

          
            
              	Pennine Way
            


            
              	
                [image: View from the Pennine Way, near Marsden]

                View from the Pennine Way, near Marsden
                

              
            


            
              	Length

              	429km (268mi)
            


            
              	Location

              	Northern England, United Kingdom
            


            
              	Designation

              	UK National Trail
            


            
              	Trailheads

              	Edale, Derbyshire

              Kirk Yetholm, Scottish Borders
            


            
              	Use

              	Hiking
            


            
              	Highest Point

              	Cross Fell, 893m (2,930ft)
            


            
              	Trail Difficulty

              	Moderate to Strenuous
            


            
              	Season

              	All year
            


            
              	Hazards

              	Severe Weather
            

          


          The Pennine Way is a National Trail in England. The trail runs 429kilometres (268mi) from Edale, in the northern Derbyshire Peak District, north through the Yorkshire Dales and the Northumberland National Park, to end at Kirk Yetholm, just inside the Scottish border.


          


          History


          The path was the idea of the journalist and rambler Tom Stephenson, inspired by similar trails in the United States of America, particularly the Appalachian Trail. Stephenson proposed the concept in an article for the Daily Herald in 1935, and later lobbied Parliament for the creation of an official trail. The final section of the path was declared open in a ceremony held on Malham Moor on 24 April 1965. The path runs along the Pennine hills, sometimes described as the "backbone of England". Although not the United Kingdom's longest trail, it is according to the Ramblers' Association "one of Britain's best known and toughest".


          


          Usage


          The Pennine Way has long been popular with walkers, and in 1990 the Countryside Commission reported that 12,000 long-distance walkers and 250,000 day-walkers were using all or part of the trail per year. They furthermore estimated that walkers contributed 2 million (1990) to the local economy along the route, directly maintaining 156 jobs. The popularity of the walk has resulted in substantial erosion to the terrain in places, and steps have been taken to recover its condition, including diverting sections of the route onto firmer ground, and laying flagstones or duckboards in softer areas. These actions have been generally effective in reducing the extent of broken ground, though the intrusion into the natural landscape has at times been the subject of criticism.


          A number of Youth Hostels are provided along the route to break up the trek, in addition to many private establishments offering accommodation. It is easy for the walker to undertake just a short section of the trail, with 535 access points (on average, one every half-mile or approximately one kilometre) at which the Pennine Way intersects with other public rights of way.


          As the majority of the Pennine Way is routed via public footpaths, access to those sections is denied to travellers on horseback or bicycle. In order to grant them a similar route, a Pennine Bridleway is also now under development (as of autumn 2005, two principal sections are open); the route is generally parallel to the Pennine Way, but starts slightly further south in Derbyshire.


          


          Route


          
            [image: The paved surface of the Pennine Way on Black Hill]

            
              The paved surface of the Pennine Way on Black Hill
            

          


          
            [image: An example of one of the many waymarks used to guide the walker on the Pennine Way. This particular example is near Airton.]

            
              An example of one of the many waymarks used to guide the walker on the Pennine Way. This particular example is near Airton.
            

          


          A survey by the National Trails agency reported that a walker covering the entire length of the trail is obliged to navigate 287 gates, 249 timber stiles, 183 stone stiles and 204 bridges. 319kilometres (198mi) of the route is on public footpaths, 112kilometres (70mi) on public bridleways and 32kilometres (20mi) on other public highways. The walker is aided by the provision of 458 waymarks.


          The route of the Pennine Way passes close to or through the following places (mountains and moors are marked in italics, towns and villages in normal type):


          
            	Edale


            	Kinder Scout


            	Bleaklow


            	Crowden


            	Black Hill


            	Wessenden valley


            	Saddleworth Moor


            	Standedge


            	Littleborough


            	Stoodley Pike


            	Todmorden (for the Caldervale line)


            	Hebden Bridge (for the Caldervale line)


            	Wadsworth Moor


            	Keighley Moor


            	Elslack Moor


            	Lothersdale


            	Gargrave


            	Airton


            	Malham


            	Fountains Fell


            	Pen-y-ghent


            	Horton in Ribblesdale (on the Settle-Carlisle Railway)


            	Dodd Fell Hill


            	Hawes (for the Wensleydale Railway)


            	Great Shunner Fell


            	Kisdon


            	Kisdon Force


            	Keld


            	Tan Hill


            	Crosses the A66


            	Middleton-in-Teesdale and the Tees valley


            	High Cup


            	Dufton


            	Great Dun Fell


            	Cross Fell


            	Alston


            	Greenhead


            	Hadrian's Wall (near the B6318)


            	Shitlington Crags


            	Bellingham


            	Windy Gyle


            	The Cheviot


            	Kirk Yetholm
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          Pentateuch (ύ) ("five rolls or cases") is the Greek name for the first 5 books of the Hebrew Bible: the name is derived from two Greek words: pente, meaning "five", and teuxos which roughly means "case", a reference to the cases containing the five scrolls of the Laws of Moses.


          
            	Genesis


            	Exodus


            	Leviticus


            	Numbers


            	Deuteronomy

          


          In Christianity, these books are found in the Old Testament.


          


          Contents


          This is a brief summary of the contents of the books of the Pentateuch. For details see the individual books.


          Genesis begins with the primeval history: the story of creation and the garden of Eden (Genesis 1-3), the account of the descendants of Adam to the rise of Noah who survives a great flood (Genesis 3-9), and the account of the descendants of Noah through the tower of Babel to the rise of Abram ( Abraham) (Genesis 10-11). Next follows the story of the patriarchs, Abraham, Isaac, and Jacob, and the life of Joseph (Genesis 12-50). God gives to the patriarchs a promise of the land of Canaan, but at the end of Genesis the clan of Jacob ends up leaving Canaan for Egypt because of a famine.


          Exodus describes the rise of Moses who leads Israelites out of Pharaoh's Egypt (Exodus 1-18) to Mount Sinai/Horeb where he mediates to them God's covenant and laws (Exodus 19-24), deals with the violation of the law when Israel makes the Golden Calf (Exodus 32-34) and instructs them on building the tabernacle (Exodus 25-31; 35-40).


          Leviticus begins with instructions about how to use the tabernacle that they had just built. (Leviticus 1-10) This is followed by rules of clean and unclean (Leviticus 11-15), the Day of Atonement (Leviticus 16), and various moral and ritual laws sometimes called the Holiness Code (Leviticus 17-26).


          Numbers takes two censuses where the number of Israelites are counted (Numbers 1-3, 26), and has many laws mixed among the narratives. The narratives tell how Israel consolidated itself as a community at Sinai (Numbers 1-9), set out from Sinai to move towards Canaan and spied out the land (Numbers 10-13). Because of unbelief at various points, but especially at Kadesh Barnea (Numbers 14), the Israelites were condemned to wander for forty years in the desert in the vicinity of Kadesh instead of immediately entering the land of promise. Even Moses sins and is told he would not live to enter the land (Numbers 20). At the end of Numbers (Numbers 26-35) Israel moves from the area of Kadesh towards the promised land. They leave the Sinai desert and go around Edom and through Moab where Balak and Balaam oppose them (Numbers 22-24; 31:8, 15-16). They defeat two Transjordan kings, Og and Sihon (Numbers 21), and so come to occupy some territory outside of Canaan. At the end of the book they are on the plains of Moab opposite Jericho ready to enter the Promised Land.


          Deuteronomy consists primarily of a series of speeches by Moses on the plains of Moab opposite Jericho exhorting Israel to obey God and giving further instruction on the laws. At the end of the book (Deuteronomy 34) Moses is allowed to see the promised land from a mountain, but dies and is buried by God before Israel begins the conquest of Canaan.


          


          Composition


          The Pentateuch was traditionally believed to have been written down by Moses. Hence Genesis is sometimes called the first book of Moses, Exodus the second book of Moses, and so forth. In its current form, each successive book of the Pentateuch picks up and continues the story of the previous book to form a continuous story. Hence Genesis tells how the Israelites went to Egypt while Exodus tells how they came to leave Egypt. Exodus describes the building of the tabernacle at Sinai while in Leviticus Moses is given rules while at Sinai for offering sacrifice and worship at that tabernacle. In Numbers the Israelites leave Sinai and travel eventually to the plains of Moab, while in Deuteronomy Moses gives speeches about the law on the plains of Moab.


          The Pentateuch can be contrasted with the Hexateuch, a term for the first six books of the Bible. The traditional view is that Joshua wrote the sixth book of the Hexateuch, namely the Book of Joshua and so it was separated from the five books of the Pentateuch ascribed to Moses. But as a story the Pentateuch seems incomplete without Joshua's account of the conquest of the promised land. The Book of Joshua completes the story, continuing directly from the events of Deuteronomy, and documents the conquest of Canaan predicted in the Pentateuch. This has led some scholars to propose that the proper literary unit is that of the Hexateuch rather than the Pentateuch. Still others think that Deuteronomy stands apart from the first four books of the Pentateuch, and so speak of the first four as the Tetrateuch (Genesis through Numbers). This view sees Deuteronomy as the book that introduces a series of books influenced by Deuteronomy called the Deteronomistic History consisting of the books of Joshua, Judges, 1 & 2 Samuel, and 1 & 2 Kings. This view was expounded by Martin Noth.


          


          Documentary Hypothesis


          In classical Documentary Hypothesis, as most popularly proposed by Julius Wellhausen (1844-1918), the Pentateuch is composed of four separate and identifiable texts, dating roughly from the period of Solomon up until exilic priests and scribes. These various texts were brought together as one document (the Pentateuch, or Torah) by scribes after the exile. The traditional names are:


          
            	The Jahwist (or J) - written circa 850 BCE. The southern kingdom's (i.e. Judah) interpretation. It is named according to the prolific use of the name "Yahweh" (or Jaweh, in German, the divine name or Tetragrammaton) in its text.


            	The Elohist (or E) - written circa 750 BCE. The northern kingdom's (i.e. Israel) interpretation. As above, it is named because of its preferred use of "Elohim" (Generic name for "god" in Hebrew).


            	The Deuteronomist (or D) - written circa 621 BCE. Dating specifically from the time of King Josiah of Judah and responsible for the book of Deuteronomy as well as Joshua and most of the subsequent books up to 2 Kings.


            	The Priestly source (or P) - written during or after the exile. So named because of its focus on levitical laws.

          


          There is debate amongst scholars as to exactly how many different documents compose the corpus of the Pentateuch, and as to what sections of text are included in the different documents.


          A number of smaller independent texts have also been identified, including the Song of the Sea and other works, mainly in verse, most of them older than the four main texts. The individual books were edited and combined into their present form by the Redactor, frequently identified with the scribe Ezra, in the post-Babylonian exile period.
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        Pentathlon


        
          

          The pentathlon (as opposed to the modern pentathlon) was an athletic event in the Olympic Games and other Panhellenic Games of Ancient Greece. The name derives from Greek words for "five competitions." The five events were stadion (a short foot race), wrestling, which were also held as separate events, and the long jump, javelin throw and discus throw, which were not held as separate events then. Pentathletes were considered to be among the most skilled athletes, and their training was often part of military serviceeach of the five events was thought to be useful in battle.


          


          In ancient olympics


          The winner of the stadion was considered the champion of the entire Games, and was often the only name remembered in connection with a particular Games, especially during the earliest period. If the same man won the long jump, discus throw, and javelin throw, there was no need to hold the stadion and wrestling events, although they would still be held separately. Wrestling was held in a sand pit, at the Olympic Games outside the Temple of Zeus, while the other events were all held in the stadion (or stadium) from which the name of the race was taken. Wrestling and the discus throw had essentially the same rules as their modern versions (although the actual technique used by the athletes might have been a bit different), but the others had slight differences. The javelin throw used a leather strap, called an amentum, rather than having the athlete grip the shaft of the javelin itself. The stadion was a sprint of approximately 200 yards (or about 180 meters), longer than the modern 100 meter sprint, but shorter than all other ancient running events.


          The long jump is perhaps the most unusual, compared to the modern version. A long jumper used weights called halteres to propel himself farther out of standing, and his jump probably consisted of five separate leaps, more like the modern triple jump; otherwise, distances of known jumps (which are often as far as 50 feet) would seem to be impossible.


          Competitors in the javelin and discus throws were allowed five throws each, and only their longest throw would count. It is possible that the long jump was also done five times.


          In the classical games, it was traditional for all of these events to be performed in the nude.


          


          In modern Olympics


          In addition to the Modern Pentathlon, there has also been an athletics pentathlon event for women in the modern Olympic Games. The first Olympic competition was at the 1964 Summer Olympics in Tokyo. The events of the pentathlon, in order, were:


          
            	80 meter hurdles


            	Shot put


            	High jump


            	Long jump


            	200 meters

          


          The javelin and the 800 meters were added in the 1984 Summer Olympics to create the women's heptathlon. The hurdles race also became 100 meters.


          
            Retrieved from " http://en.wikipedia.org/wiki/Pentathlon"
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              	Capital

              	Beijing

            


            
              	Largest city

              	Shanghai
            


            
              	Official languages

              	Mandarin1
            


            
              	Demonym

              	Chinese
            


            
              	Government

              	Socialist Republic
            


            
              	-

              	President

              	Hu Jintao
            


            
              	-

              	Premier

              	Wen Jiabao
            


            
              	Establishment
            


            
              	-

              	People's Republic declared

              	

              October 1, 1949
            


            
              	Area
            


            
              	-

              	Total

              	9,598,086kmor 9,640,821km*4( 3rd / 4thdisputed)

              3,704,427 sqmi
            


            
              	-

              	Water(%)

              	2.8
            


            
              	Population
            


            
              	-

              	2007estimate

              	1,321,851,888( 1st)
            


            
              	-

              	2000census

              	1,242,612,226
            


            
              	-

              	Density

              	140/km( 53rd)

              363/sqmi
            


            
              	GDP( PPP)

              	2006estimate
            


            
              	-

              	Total

              	$10.21 trillion( 2nd)
            


            
              	-

              	Per capita

              	$8,788( 82nd)
            


            
              	GDP (nominal)

              	2007estimate
            


            
              	-

              	Total

              	$2.6 trillion( 4th)
            


            
              	-

              	Per capita

              	$2,800( 101th)
            


            
              	Gini(2002)

              	44(medium)
            


            
              	HDI(2007)

              	▲ 0.777(medium)( 81st)
            


            
              	Currency

              	Yuan ( CNY)
            


            
              	Time zone

              	( UTC+8)
            


            
              	-

              	Summer( DST)

              	not observed( UTC+8)
            


            
              	Internet TLD

              	.cn
            


            
              	Calling code

              	+86
            


            
              	1

              	General Information of the People's Republic of China, ChinaToday. Retrieved 21 February 2007. In addition to Mandarin, Cantonese is co-official in both Hong Kong and Macau. English is co-official in Hong Kong (SAR); correspondingly, Portuguese in Macau (SAR). Similarly, several minority languages are also co-official with Chinese (Mandarin) in minority areas, viz. Zhuang in Guangxi, Uyghur in Xinjiang, Mongolian in the classical alphabet in Inner Mongolia, Tibetan in Tibet, and Korean in Yanbian, Jilin.
            


            
              	2

              	The role of the government, China, Encyclopaedia Britannica. Retrieved on 21-02-2007.
            


            
              	3

              	Information for mainland China only. The Special Administrative Regions of the PRC: Hong Kong, Macau are excluded. In addition, the island territories under the control of the Republic of China, which includes the islands of (Taiwan, Kinmen, and Matsu) are also excluded.
            


            
              	4

              	9,598,086 km Excludes all disputed territories.

              9,640,821 km Includes PRC-administered area ( Aksai Chin and Trans-Karakoram Tract, both territories claimed by India), Taiwan is not included.
            

          


          The People's Republic of China ( simplified Chinese: 中 华 人 民 共 和 国; traditional Chinese: 中 華 人 民 共 和 國; pinyin: Zhōnghu Rnmn Gnghgu listen), commonly known as China, is the largest country in East Asia and the third or fourth largest country in the world. With a population of over 1.3 billion, roughly one-fifth of the world's total population, it is the most populous country in the world. Its capital is Beijing.


          The Communist Party of China (CPC) has led the PRC under a single-party system since the state's establishment in 1949. The PRC is involved in a long-running dispute over the political status of Taiwan. The CPC's rival during the Chinese Civil War, the Kuomintang (KMT), retreated to Taiwan and surrounding islands after its civil war defeat in 1949, claiming legitimacy over China, Mongolia, and Tuva while it was the ruling power of the Republic of China (ROC). The term " Mainland China" is often used to denote the areas under PRC rule, but sometimes excludes its two Special Administrative Regions: Hong Kong and Macau.


          Because of its vast population, rapidly growing economy, large research and development investments, China is often considered as an emerging superpower. It has the world's fourth largest economy and second largest purchasing power parity. China is also a permanent member of the United Nations Security Council and Asia-Pacific Economic Cooperation. Since 1978, China's market-based economic reforms have helped lift over 400 million Chinese out of poverty, bringing down the poverty rate from 53% of population in 1981 to 8% by 2001. However, China is now faced with a number of other economic problems, including an aging population and an increasing rural-urban income gap.


          China plays a major role in international trade. The country is the world's largest consumer of steel and concrete, using, respectively, a third and over a half of the world's supply of each. It is also the world's second largest importer of petroleum. Counting all products, China is the third largest importer and the second largest exporter in the world.


          


          


          History
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              Mao Zedong proclaiming the establishment of the People's Republic in 1949.
            

          


          Major combat in the Chinese Civil War ended in 1949 with the Communist Party of China in control of the mainland, and the Kuomintang retreating to Taiwan and some outlying islands of Fujian. On October 1, 1949 Mao Zedong proclaimed the People's Republic of China, declaring "the Chinese people have stood up". Red China was a frequent appellation for the PRC (generally within the Western bloc) used from the time of Communist ascendance until the mid-late 1970s with the improvement of relations between China and the West.


          Following a series of dramatic economic failures (caused by the Great Leap Forward), Mao stepped down from his position as chairman in 1959, with Liu Shaoqi as successor. Mao still had much influence over the Party, but was removed from day-to-day management of economic affairs, which came under the control of Liu Shaoqi and Deng Xiaoping.


          In 1966, Mao and his allies launched the Cultural Revolution, which would last until Mao's death a decade later. The Cultural Revolution, motivated by power struggles within the Party and a fear of the Soviet Union, led to a major upheaval in Chinese society. In 1972, at the peak of the Sino-Soviet split, Mao and Zhou Enlai met Richard Nixon in Beijing to establish relations with the United States. In the same year, the PRC was admitted to the United Nations, replacing the Republic of China for China's membership of the United Nations, and permanent membership of the Security Council.
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          After Mao's death in 1976 and the arrest of the Gang of Four, blamed for the excesses of the Cultural Revolution, Deng Xiaoping quickly wrestled power from Mao's anointed successor Hua Guofeng. Although Deng never became the head of the Party or State himself, his influence within the Party led the country to economic reforms of significant magnitude. The Communist Party subsequently loosened governmental control over citizens' personal lives and the communes were disbanded with many peasants receiving multiple land leases, which greatly increased incentives and agricultural production. This turn of events marked China's transition from a planned economy to a mixed economy with an increasingly open market environment, a system termed by many " market socialism". The PRC adopted its current constitution on December 4, 1982.


          In 1989, the death of pro-reform official, Hu Yaobang, helped to spark the Tiananmen Square protests of 1989, during which students and others campaigned for several months for more democratic rights and freedom of expression. However, they were eventually put down on June 4 when PLA troops and vehicles entered and forcibly cleared the square by opening fire on protesters, resulting in numerous casualties. This event was widely reported and famously videotaped, which brought worldwide condemnation and sanctions against the government.


          President Jiang Zemin and Premier Zhu Rongji, both former mayors of Shanghai, led post-Tiananmen China in the 1990s. Under Jiang Zemin's ten years of administration, China's economic performance pulled an estimated 150 million peasants out of poverty and sustained an average annual GDP growth rate of 11.2%. The country formally joined the World Trade Organization in 2001.


          Although China needs economic growth to spur its development, the government has begun to worry that rapid economic growth has negatively impacted the country's resources and environment. Another concern is that certain sectors of society are not sufficiently benefiting from China's economic development. As a result, under current President Hu Jintao and Premier Wen Jiabao, the PRC have initiated policies to address these issues of equitable distribution of resources, but the outcome remains to be seen. For much of China's population, living standards have seen extremely large improvements, and freedom continues to expand, but political controls remain tight.


          


          Politics


          While the PRC is regarded as a Communist state by many political scientists, simple characterizations of China's political structure since the 1980s are no longer possible. The PRC government has been variously described as authoritarian, communist, and socialist, with heavy restrictions remaining in many areas, most notably in the Internet and in the press, freedom of assembly, freedom of reproductive rights, and freedom of religion. However, compared to its closed door policies until the mid-1970s, the liberalization of the PRC is such that the administrative climate is much less restrictive than before, though the PRC is still far from the full-fledged democracy practiced in most of Europe or North America, according to most observers internationally.


          The country is ruled under the Constitution of the People's Republic of China. Its incumbent President is Hu Jintao and its premier is Wen Jiabao.


          The country is run by the Communist Party of China (CPC), which is guaranteed power by the Constitution. There are other political parties in the PRC, referred to in China as "democratic parties", which participate in the People's Political Consultative Conference and the National People's Congress. There have been some moves toward political liberalization, in that open contested elections are now held at the village and town levels, and that legislatures have shown some assertiveness from time to time. However, the Party retains effective control over governmental appointments: in the absence of meaningful opposition, the CPC wins by default most of the time. Political concerns in China include lessening the growing gap between rich and poor and fighting corruption within the government leadership. The level of support that the Communist Party of China has among the Chinese population in general is unclear since there are no consistently contested national elections. According to a survey conducted in Hong Kong, where a relatively high level of freedom is enjoyed, the current CPC leaders have received substantial votes of support when residents were asked to rank their favourite leaders from the PRC and Taiwan.


          


          Foreign relations
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          The People's Republic of China maintains diplomatic relations with most major countries in the world. Sweden was the first western country to establish diplomatic relations with China on 9th May 1950. In 1971, the PRC replaced the Republic of China as the sole representative of China in the United Nations and as one of the five permanent members of the United Nations Security Council. It is considered a founding member of the UN, though the PRC was not in control of China at the time. The PRC was also a former member and leader of the Non-Aligned Movement.


          Under the One-China policy, the PRC has made it a precondition to establishing diplomatic relations that the other country acknowledges its claim to Taiwan and sever official ties with the Republic of China (ROC) government. The government opposes publicized foreign travels by former and present Taiwanese officials promoting Taiwanese Independence, such as Lee Teng-hui and Chen Shui-bian, and other politically controversial figures, such as Tenzin Gyatso, the Dalai Lama of Tibet, in an official context.


          China has been playing an increasing role in calling for free trade areas and security pacts amongst its Asia-Pacific neighbors. In 2004, China proposed an entirely new East Asia Summit (EAS) framework as a forum for regional security issues that pointedly excluded the United States. The EAS, which includes ASEAN Plus Three, India, Australia and New Zealand, held its inaugural summit in 2005. China is also a founding member of the Shanghai Cooperation Organization (SCO), with Russia and the Central Asian republics.


          Much of the current foreign policy is based on the concept of China's peaceful rise. Conflicts with foreign countries have occurred at times in its recent history, particularly with the United States; e.g., the U.S. bombing of the Chinese embassy in Belgrade during the Kosovo conflict in May 1999 and the U.S.-China spy plane incident in April 2001. Its foreign relations with many Western nations suffered for a time following the Tiananmen Square Protests of 1989, though they have since recovered. The relationship between China and Japan has been strained at times by Japan's refusal to acknowledge its war-time past to the satisfaction of the PRC, e.g. revisionist comments made by prominent Japanese officials and in some Japanese history textbooks. Another point of conflict between the two countries is the frequent visits by Japanese government officials to the Yasukuni Shrine. However, Sino-Japanese relations have warmed considerably since Shinzo Abe became the new Japanese Prime Minister in September 2006. A joint historical study to be completed by 2008 of WWII atrocities is being conducted by China and Japan.


          Equally bordering the most countries in the world alongside Russia, the PRC was in a number of international territorial disputes. China's territorial disputes have led to localized wars in the last 50 years, including the Sino-Indian War in 1962, the Sino-Soviet border conflict in 1969 and the Sino-Vietnam War in 1979. In 2001, the PRC and Russia signed the Treaty of Good-Neighborliness and Friendly Cooperation, which paved the way in 2004 for Russia to transfer Yinlong Island as well as one-half of Heixiazi Island to China, ending a long-standing Sino-Russian border dispute. Other territorial disputes include islands in the East and South China Seas, and undefined or disputed borders with India, Tajikstan and North Korea.


          While accompanying a rapid economic rise, the PRC since the 1990s seeks to maintain a policy of quiet diplomacy with its neighbors. Steadying its economic growth and participating in regional organizations and cultivating bi-lateral relations will ease suspicion over China's burgeoning military capabilities. The PRC has started a policy of wooing African nations for trade and bilateral co-operations.


          


          Population policy


          With a population of over 1.3 billion, the PRC is very concerned about its population growth and has attempted, with mixed results, to implement a strict family planning policy. The government's goal is one child per family, with exceptions for ethnic minorities and flexibility in rural areas, where a family can have a second child if the first is a girl or physically disabled. The government's goal is to stabilize population growth early in the twenty-first century, though some projections estimate a population of anywhere ranging from 1.4 billion to 1.6 billion by 2025.


          The policy is resisted, particularly in rural areas, because of the need for agricultural labour and a traditional preference for boys. Families who breach the policy often lie during the census. Official government policy opposes forced abortion or sterilization, but allegations of coercion continue as local officials, who are faced with penalties for failing to curb population growth, may resort to forced abortion or sterilization, or manipulation of census figures.


          The decreasing reliability of PRC population statistics since family planning began in the late 1970s has made evaluating the effectiveness of the policy difficult. Estimates by Chinese demographers of the average number of children for a Chinese woman vary from 1.5 to 2.0. The government is particularly concerned with the large imbalance in the sex ratio at birth, apparently the result of a combination of traditional preference for boys, family planning pressure, and the wide availability of ultrasound, which led to its ban for the purpose of preventing sex-selective abortion.


          


          Human rights


          


          The Constitution of the People's Republic of China states that the "fundamental rights" of citizens include freedom of speech, freedom of the press, the right to a fair trial, freedom of religion, universal suffrage, and property rights. However, censorship of political speech and information is openly and routinely used to protect what the government considers national security interests. In particular, press control is notoriously tight: Reporters Without Borders considers the PRC one of the least free countries in the world for the press. The government has a policy of limiting some protests and organizations that it considers a threat to social stability and national unity, as was the case with the Tiananmen Square protests of 1989. The Communist Party has had mixed success at controlling information: a very strong media control system faces very strong market forces, an increasingly educated citizenry and cultural change that are making China more open. In some cases, especially on environmental issues, China's leaders see expressions of public dissatisfaction as a catalyst for positive change.


          Certain foreign governments and NGOs routinely criticise the PRC, alleging widespread human rights violations including systematic use of lengthy detention without trial, forced confessions, torture, mistreatment of prisoners, restrictions of freedom of speech, assembly, association, religion, the press, and workers' rights. China leads the world in capital punishment, accounting for roughly 90% of total death-penalty executions in 2004. Human rights issues are one of the factors driving independence movements in Tibet and Xinjiang. In the Reporters Without Borders' Annual World Press Freedom Index of 2005, the PRC ranked 159 out of 167 places. PRC journalist He Qinglian in her 2004 book Media Control in China documents government controls on the Internet and other media in China.


          The PRC government responds to these criticisms by arguing that the notion of human rights should factor in standards of living; rise in the standard of living for some Chinese is seen as an indicator of improvement in human rights.


          


          Political divisions


          The People's Republic of China has administrative control over twenty-two provinces and considers Taiwan to be its twenty-third province. There are also five autonomous regions, each with a designated minority group; four municipalities; and two Special Administrative Regions that enjoy considerable autonomy. The twenty-two provinces, five autonomous regions and four municipalities can be collectively referred to as " mainland China", a term which usually excludes Hong Kong and Macau.
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                  	Anhui (安徽)


                  	Fujian (福建)


                  	Gansu (甘肃)


                  	Guangdong (广东)


                  	Guizhou (贵州)

                

              

              	
                
                  	Hainan (海南)


                  	Hebei (河北)


                  	Heilongjiang (黑龙江)


                  	Henan (河南)


                  	Hubei (湖北)

                

              

              	
                
                  	Hunan (湖南)


                  	Jiangsu (江苏)


                  	Jiangxi (江西)


                  	Jilin (吉林)


                  	Liaoning (辽宁)

                

              

              	
                
                  	Qinghai (青海)


                  	Shaanxi (陕西)


                  	Shandong (山东)


                  	Shanxi (山西)


                  	Sichuan (四川)

                

              

              	
                
                  	Taiwan (台湾)


                  	Yunnan (云南)


                  	Zhejiang (浙江)

                

              
            


            
              	Taiwan is claimed by the PRC but administered by the Republic of China
            


            
              	
                
                  Autonomous regions (自治区)
                

              

              	
                
                  Municipalities (直辖市)
                

              

              	
                
                  Special Administrative

                  Regions (特别行政区)
                

              
            


            
              	
                
                  	Guangxi (广西壮族自治区)


                  	Inner Mongolia (内蒙古自治区)


                  	Ningxia (宁夏回族自治区)


                  	Xinjiang (新疆维吾尔自治区)


                  	Tibet (西藏自治区)

                

              

              	
                
                  	Beijing (北京市)


                  	Chongqing (重庆市)


                  	Shanghai (上海市)


                  	Tianjin (天津市)

                

              

              	
                
                  	Hong Kong (香港特別行政區)


                  	Macau (澳門特別行政區)

                

              
            

          


          


          Geography and climate
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              Beach facing the South China Sea in Hainan Province.
            

          


          China is the second largest country in Asia by area after Russia, and is considered the third or fourth largest in the world by the U.S. Central Intelligence Agency in respect to land-and-sea area. The uncertainty over size is related to the validity of claims by the PRC on territories such as Aksai Chin and Trans-Karakoram Tract (both territories also claimed by India), and a recent change in the method used by the United States to calculate its surface area. It borders 14 nations (counted clockwise from south): Vietnam, Laos, Myanmar (Burma), India, Bhutan, Nepal, Pakistan, Afghanistan, Tajikistan, Kyrgyzstan, Kazakhstan, Russia, Mongolia and North Korea. Additionally the border between PRC and ROC is located in territorial waters.


          The territory of the PRC contains a large variety of landscapes. In the east, along the shores of the Yellow Sea and the East China Sea, there are extensive and densely populated alluvial plains, while on the edges of the Inner Mongolian plateau in the north, grasslands can be seen. Southern China is dominated by hill country and low mountain ranges. In the central-east are the deltas of China's two major rivers, the Huang He and Yangtze River (Chang Jiang). Other major rivers include the Xijiang River, Mekong, Brahmaputra and Amur.


          To the west, major mountain ranges, notably the Himalayas, with China's highest point at the eastern half of Mount Everest, and high plateaus feature among the more arid landscapes such as the Taklamakan and the Gobi Desert.


          A major issue is the continued expansion of deserts, particularly the Gobi Desert. Although barrier tree lines planted since the 1970s have reduced the frequency of sandstorms, prolonged drought and poor agricultural practices result in dust storms plaguing northern China each spring, which then spread to other parts of East Asia, including Korea and Japan. Water, erosion, and pollution control have become important issues in China's relations with other countries.


          China has some relevant environmental regulations: the 1979 Environmental Protection Law, which was largely modelled on U.S. legislation. But the environment continues to deteriorate. While the regulations are fairly stringent, they are frequently disregarded by local communities while seeking economic development. Twelve years after the law, only one Chinese city was making an effort to clean up its water discharges. This indicates that China is about twenty years behind the U.S. schedule of environmental regulation.


          Water pollution has increased as an issue along with industrial production. The Chinese government has chosen a discharge standard measuring the concentration of a pollutant rather than the total pollutant load (as is done in the U.S. and many Western countries). As a result many industrial dischargers in China simply dilute the effluent with river water taken from the same source as the receiving waters. Consequently the outcome has been to create considerable water pollution in many of the country's rivers.


          With regard to carbon emissions, China has ratified the Kyoto Protocol but it is not required to reduce carbon emissions because of its status as a developing country. However, with rapid industrialisation, China is fast becoming one of the world's top emitters of carbon gases and possibly a major contributor to global warming.


          Part of the price China is paying for increased prosperity is damage to the environment. Leading Chinese environmental campaigner Ma Jun has warned that water pollution is one of the most serious threats facing China. According to Ma the drinking water of 300 million peasants is unsafe and water quality in one fifth of the cities is not up to standard. This makes the crisis of water shortages more pressing, with 400 out of 600 cities short of water.


          


          Military
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          With 2.3 million active troops, the People's Liberation Army (PLA) is the largest military in the world. The PLA consists of an army, navy, air force, and strategic nuclear force. The official announced budget of the PLA for 2007 was $45 billion. However, the United States claims China does not report its real military spending. The DIA estimates that the real Chinese military budget for 2007 could be anywhere from US$85 to US$125 billion.


          The PRC, despite possession of nuclear weapons and delivery systems, is widely seen by military researchers both within and outside of China as having only limited power projection capability; this is, among other things, because of the limited effectiveness of its navy. It is considered a major regional power and possibly an emerging superpower.


          Much progress has been made in the last decade and the PRC continues to make efforts to modernize its military. It has purchased state-of-the-art fighter jets from Russia, such as the Su-30s, and has also produced its own modern fighters, specifically the Chinese J-10s and the J-11s. It has also acquired and improved upon the Russian S-300 surface-to-air missile systems, which are considered to be among the best aircraft-intercepting systems in the world, albeit Russia has since produced the new generation S-400 Triumf. The PRC's armoured and rapid-reaction forces have been updated with enhanced electronics and targeting capabilities. In recent years, much attention has been focused on building a navy with blue-water capability.


          


          Economy
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          Beginning in late 1978, the Chinese leadership has been reforming the economy from a Soviet-style centrally planned economy to a more market-oriented economy that is still within a rigid political framework under Party control. The reforms replaced collectivization of Chinese agriculture with privatization of farmlands, increased the responsibility of local authorities and industry managers, allowed a wide variety of small-scale enterprises to flourish, and promoted foreign investment. Price controls were also relaxed. These changes resulted in mainland China's shift from a planned economy to a mixed economy.
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          China became a member of the World Trade Organization in 2001. Chinas accession into the World Trade Organization (WTO) was a goal achieved after nearly fifteen years of exhausting negotiations carrying many legal, political and social implications for all parties. China was finally able to convince WTO members that without China, the WTO is only partially a worldwide trade organization. The road to the signature of the final agreement of accession was long, but these difficulties pale in comparison to the problems that have not yet been tackled in terms of achieving real implementation of its provisions throughout the territory of the Peoples Republic of China (PRC). Chinas accession surely presents the world trading system with opportunities, but also poses the challenge of integrating a market with strong structural, behavioural and cultural constraints.


          The government emphasizes personal income and consumption by introducing new management systems to help increase productivity. The government also focuses on foreign trade as a major vehicle for economic growth, which led to 5 Special Economic Zones (SEZ: Shenzhen, Zhuhai, Shantou, Xiamen, Hainan Province) where investment laws are relaxed so as to attract foreign capital. Since the 1990s, SEZs and similar concepts have been expanded to major Chinese cities, including Shanghai and Beijing. The result has been a 6-fold increase of GDP since 1978. Chinese economic development is among the fastest in the world, and has been growing at an average annual GDP rate of 9.4% for the past 25 years. At the end of 2005, the PRC became the fourth largest economy in the world by exchange rate, and the second largest in the world after the United States by purchasing power parity at US$8,158 trillion. But with its large population this still gives an average GDP per person of only an estimated US$8,000 (2006), about 1/5th that of the United States.


          Mainland China has a reputation as being a low-cost manufacturer, which caused notable disputes in global markets. This is largely because Chinese corporations can produce many products far more cheaply than other parts of Asia or Latin America, and because expensive products produced in developed countries like the United States are in large part uncompetitive compared to European or Asian goods. Another factor is the unfavorable exchange rate between the Chinese yuan and the United States dollar to which it was pegged.


          On July 21, 2005 the People's Bank of China announced that it would move to a floating peg, allowing its currency to move against the United States dollar by 0.5% (effective 18 May 2007, which was earlier 0.3%) a day, while 3% a day against other currencies. Many high-tech American companies have difficulty exporting to China because of U.S. federal government restrictions, which exacerbated the trade gap between the PRC and the US, widespread software piracy and illegal copying of intellectual property (a major US export), and perceived low quality of US goods. On the other hand, China runs a trade deficit with Taiwan and South Korea, importing more from those nations than exports. China runs a large but diminishing trade surplus with Japan (slight deficit if Hong Kong is included).


          There has been a significant rise in the Chinese standard of living in recent years. Today, a rapidly declining 10 percent of the Chinese population is below the poverty line. 90.9% of the population is literate, compared to 20% in 1950. The life expectancy in China is the third highest in East Asia, after Japan and South Korea. There is a large wealth disparity between the coastal regions and the remainder of the country. To counter this potentially destabilizing problem, the government has initiated the China Western Development strategy (2000), the Revitalize Northeast China initiative (2003), and the Rise of Central China policy (2004), which are all aimed at helping the interior of China to catch up.


          China is undergoing major reforms in its financial sector, which has been plagued by nonperforming loans made in the 1980s and early 1990s to inefficient state-owned enterprises. The government has spent five years and more than US$400 billion cleaning bad loans off the books of the big four state-owned banks, helping prepare them to become shareholder corporations. By the end of 2006, China had restructured three of its four largest banks and listed them publicly. China's largest bank, the Industrial and Commercial Bank of China (ICBC) in October 2006 raised US$21.6 billion in the world's largest initial public offering (IPO) in history. ICBC is now the world's second largest bank in market value, after only Citibank. These highly successful IPOs have helped ease the government's burden and spur further structural reforms in China's nascent banking industry.


          


          Science and technology
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              Windmill generators in Xinjiang. The Dabancheng project is Asia's largest wind power plant.
            

          


          After the Sino-Soviet split, China started to develop its own nuclear weapons and delivery systems, successfully detonating its first surface nuclear test in 1964 at Lop Nor. A natural outgrowth of this was a satellite launching program, which culminated in 1970 with the launching of Dongfang Hong I, the first Chinese satellite. This made the PRC the fifth nation to independently launch a satellite. In 1992, the Shenzhou manned spaceflight program was authorized. After four tests, Shenzhou 5 was launched on October 15, 2003, using a Long March 2F rocket and carrying Chinese astronaut Yang Liwei, making the PRC the third country to put a human being into space through its own endeavors. With the successful completion of the second manned mission, Shenzhou 6 in October 2005, the country plans to build a Chinese Space Station in the near future and achieve a lunar landing in the next decade.


          China has the world's second largest research and development budget, and is expected to invest over $136 billion this year after growing more than 20% in the past year. The Chinese government continues to place heavy emphasis on research and development by creating greater public awareness of innovation, and reforming financial and tax systems to promote growth in cutting-edge industries. President Hu Jintao in January 2006 called for China to make the transition from a manufacturing-based economy to an innovation-based one, and this year's National People's Congress has approved large increases in research funding. Stem-cell research and gene therapy, which some in the Western world see as controversial, face minimal regulation in China. China has an estimated 926,000 researchers, second in number only to the 1.3 million in the United States.


          China is also actively developing its software, semiconductor and energy industries, including renewable energies such as hydro, wind and solar power. In an effort to reduce pollution from coal-burning power plants, China has been pioneering the deployment of pebble bed nuclear reactors, which run cooler and safer, and have potential applications for the hydrogen economy.


          


          Transportation
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              G030 northbound in Hebei province. There are 45,000km (28,000mi) of expressways in China. This is the second-longest total in the world, and half that of the United States.
            

          


          Transportation in the mainland of the People's Republic of China has improved remarkably since the late 1990s as part of a government effort to link the entire nation through a series of expressways known as the National Trunk Highway System (NTHS). The total length of expressway is 45,000km at the end of 2006, second only to the United States.


          Private car ownership is increasing at an annual rate of 15%, though it is still uncommon because of government policies that make car ownership expensive, such as taxes and toll roads.


          Air travel has increased, but remains too expensive for most. Long distance transportation is still dominated by railways and charter bus systems. The railways are still the vital carrier in China, and until this year steam locomotives were still a common sight. It is thought that some are still in use, especially on industrial networks.


          Cities such as Beijing and Shanghai are building subways or light rail systems. Hong Kong has one of the most developed transport systems in the world. Shanghai already has a Maglev system connecting downtown Shanghai to Pudong International Airport


          


          Demographics
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              Shanghai
            

          


          
            [image: Beijing]

            
              Beijing
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              Hong Kong
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              Tianjin
            

          


          As of July 2006, there are 1,313,973,713 people in the PRC. About 20.8% (male 145,461,833; female 128,445,739) are 14 years old or younger, 71.4% (male 482,439,115; female 455,960,489) are between 15 and 64 years old, and 7.7% (male 48,562,635; female 53,103,902) are over 65 years old. The population growth rate for 2006 is 0.59%. The PRC officially recognizes 56 distinct ethnic groups, the largest of which are the Han Chinese, who constitute about 91.9% of the total population. Large ethnic minorities include the Zhuang (16 million), Manchu (10 million), Hui (9 million), Miao (8 million), Uyghur (7 million), Yi (7 million), Tujia (5.75 million), Mongols (5 million), Tibetans (5 million), Buyi (3 million), and Koreans (2 million).


          In the past decade, China's cities expanded at an average rate of 10% annually. The country's urbanization rate increased from 17.4% to 41.8% between 1978 and 2005, a scale unprecedented in human history. 80 to 120 million migrant workers work part-time in the major cities and return home to the countryside periodically with their earnings.


          Today, the People's Republic of China has dozens of major cities with one million or more long-term residents, including the three global cities of Beijing, Hong Kong, and Shanghai. Major cities in China play key roles in national and regional identity, culture and economics.


          


          Largest cities


          The figures below are the 2001 estimates for the ten largest urban populations within administrative city limits; a different ranking exists when considering the total municipal populations (which includes suburban and rural populations). The large floating populations of migrant workers make conducting censuses in urban areas difficult; the figures below do not include the floating population, only long-term residents.


          
            
              	Rank

              	City urban area

              	Type/location

              	Population

              (2001 est)

              millions

              	Density

              (2001 est)

              perkm


              	Municipality limits

              (2000 census)

              	Region
            


            
              	millions

              	density (/km)
            


            
              	1

              	Shanghai

              	municipality

              	9.838

              	34,700

              	16.74

              	2,640

              	East
            


            
              	2

              	Beijing

              	municipality

              	7.441

              	29,800

              	13.82

              	822

              	North
            


            
              	3

              	Hong Kong

              	SAR

              	6.112

              	76,200

              	7.01

              	6,294

              	South Central
            


            
              	4

              	Tianjin

              	municipality

              	5.095

              	10,500

              	10.01

              	803

              	North
            


            
              	5

              	Wuhan

              	Hubei province

              	4.489

              	12,950

              	8.31

              	947

              	South Central
            


            
              	6

              	Guangzhou

              	Guangdong province

              	4.155

              	11,600

              	10.15

              	1,337

              	South Central
            


            
              	7

              	Shenyang

              	Liaoning province

              	3.981

              	9,250

              	7.20

              	557

              	Northeast
            


            
              	8

              	Chongqing

              	municipality

              	3.934

              	23,500

              	30.90

              	378

              	Southwest
            


            
              	9

              	Nanjing

              	Jiangsu province

              	2.822

              	13,250

              	6.40

              	970

              	East
            


            
              	10

              	Harbin

              	Heilongjiang province

              	2.672

              	11,350

              	9.35

              	174

              	Northeast
            

          


          


          Education
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              A public school classroom in the western region of Xinjiang.
            

          


          In 1986, China set the long-term goal of providing compulsory nine-year basic education to every child. As of 1997, there were 628,840 primary schools, 78,642 secondary schools and 1,020 higher education institutions in the PRC. In February 2006, the government advanced its basic education goal by pledging to provide completely free nine-year education, including textbooks and fees, in the poorer western provinces. As of 2002, 90.9% (male: 95.1%; female: 86.5%) of the population over age 15 are literate. China's youth (age 15 to 24) literacy rate is 98.9% (99.2% for males and 98.5% for females) in 2000. In March 2007, China announced the decision of making education a national "strategic priority", the central budget of the national scholarships will be tripled in two years and 223.5 billion Yuan (28.65 billion US dollars) of extra funding will be allocated from the central government in the next 5 years to improve the compulsory education in rural areas.


          The quality of Chinese colleges and universities varies considerably across the country. The consistently top-ranked universities in mainland China are Peking and Tsinghua in Beijing; Fudan and Shanghai Jiaotong University in Shanghai; Xi'an Jiaotong University in Xi'an; Nanjing University in Nanjing; the University of Science and Technology of China in Hefei; Zhejiang University in Hangzhou and Wuhan University in Wuhan.


          Many parents are highly committed to their children's education, often investing large portions of the family's income on education. Private lessons and recreational activities, such as in foreign languages or music, are popular among the middle-class families who can afford them.


          


          Public health


          The Ministry of Health, together with its counterparts in the provincial health bureaus, oversees the health needs of the Chinese population. An emphasis on public health and preventative treatment characterized health policy since the early 1950s. At that time, the party started the Patriotic Health Campaign, which was aimed at improving sanitation and hygiene, as well as attacking several diseases. This has shown major results as diseases like cholera, typhoid, and scarlet fever were nearly eradicated.


          With economic reform after 1978, the health of the Chinese public improved rapidly because of better nutrition despite the disappearance, along with the People's Communes, of much of the free public health services provided in the countryside. Health care in China became largely private fee-for-service. By 2000, when the World Health Organization made a large study of public health systems throughout the world, The World Health Report 2000 Health Systems: Improving Performance the Chinese public health system ranked 144 of the 191 UN member states ranked.


          The country's life expectancy jumped from about 41 years in 1950 to almost 73 years in 2006, and infant mortality went down from 300 per thousand in the 1950s to about 23 per thousand in 2006. Malnutrition as of 2002 stood at 12 percent of the population according to United Nations FAO sources.


          Despite significant improvements in health and the introduction of western style medical facilities, the PRC has several emerging public health problems, which include respiratory problems as a result of widespread air pollution and millions of cigarette smokers, a possible future HIV/AIDS epidemic, and an increase in obesity among urban youths. Estimates of excess deaths in China from environmental pollution (apart from smoking) are placed at 760,000 people per annum from air and water pollution (including indoor air pollution) China's large population and close living quarters has led to some serious disease outbreaks in recent years, such as the 2003 outbreak of SARS (a pneumonia-like disease) which has since been largely contained.


          


          Culture
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              Museum patrons viewing ancient Chinese scroll paintings at the Shanghai Museum.
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          For centuries, opportunity for economic and social advancement in China could be provided by high performance on Imperial examinations. The literary emphasis of the exams affected the general perception of cultural refinement in China, such as the view that calligraphy and literati painting were higher forms of art than dancing or drama. China's traditional values were derived from various versions of Confucianism and conservatism. A number of more authoritarian and rational strains of thought have also been influential, such as Legalism. There was often conflict between the philosophies, such as the individualistic Song Dynasty neo-Confucians, who believed Legalism departed from the original spirit of Confucianism. Examinations and a culture of merit remain greatly valued in China today. In recent years, a number of New Confucians have advocated that democratic ideals and human rights are quite compatible with traditional Confucian "Asian values."


          The first leaders of the People's Republic of China were born in the old society but were influenced by the May Fourth Movement and reformist ideals. They sought to change some traditional aspects of Chinese culture, such as rural land tenure, sexism, and a Confucian education, while preserving others, such as the family structure and obedience to the state. Many observers believe that the period following 1949 is a continuation of traditional Chinese dynastic history, while others say that the CPC's rule has damaged the foundations of Chinese culture, especially through political movements such as the Cultural Revolution, where many aspects of traditional culture were labeled 'regressive and harmful' or 'vestiges of feudalism' by the regime. They further argue that many important aspects of traditional Chinese morals and culture, such as Confucianism, Chinese art, literature, and performing arts like Beijing opera, were altered to conform to government policies and propaganda at the time. One example being Chinese character simplification, since traditional characters were blamed for the country's low literacy rate at the time. However, simplified Chinese characters are not used in Taiwan, Hong Kong and Macau.


          Today, the PRC government has accepted a great deal of traditional Chinese culture as an integral part of Chinese society, lauding it as an important achievement of the Chinese civilization and emphasizing it as vital to a Chinese national identity. Since the Cultural Revolution has ended, various forms of traditional Chinese art, literature, music, film, fashion and architecture have seen a vigorous revival, and folk and variety art in particular have gained a new found respectability, and sparked interests nation and even worldwide.


          


          Religion


          Most Chinese  59% of the population, or about 767 million people  identify themselves as non-religious. However, rituals and religion  especially the traditional beliefs of Confucianism and Taoism and Buddhism  play a significant part in the lives of many. About 33% of the population follow a mixture of beliefs usually referred to by statisticians as "Traditional Beliefs" or just "Other".


          About 8% of the Chinese population are avowed Buddhists, with Mahayana Buddhism (大乘, Dacheng) and its subsets Pure Land (Amidism), Tiantai and Zen being the most widely practiced. With an estimated 100 million adherents, Buddhism is the country's largest organized religion. Other forms of Buddhism, such as Theravada Buddhism and Tibetan Buddhism, are practiced largely by ethnic minorities along the geographic fringes of the Chinese mainland. A government official recently suggested that there are 16 million Christians. However, an independent survey by East China Normal University estimated the Christian population at 40 million, much higher than the government's numbers but much lower than numbers favored by some Western observers. Official figures also indicate that there are about 20 million Muslims.


          


          Sports and recreation
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              Evening pickup basketball game in a Beijing neighbourhood.
            

          


          China has one of the oldest sporting cultures in the world, spanning the course of several millennia. There is, in fact, evidence that a form of football (soccer) was first played in China around 1000 AD, leading many historians to believe that the popular sport originated from China. Besides soccer, some of the most popular sports in the country include martial arts, table tennis, badminton, swimming, basketball, and more recently, golf and rugby. Board games such as Go (Weiqi), and Xiangqi (Chinese chess) and recently Chess are also commonly played and have organised competitions.


          Physical fitness is widely emphasized in Chinese culture. Morning exercises are a common activity and often one can find the elderly practicing qigong and Tai Chi Chuan in parks or students doing stretches on school campuses. Young people are especially keen on basketball, especially in urban centres with limited space and grass areas. The NBA has a huge following among Chinese youths, with Yao Ming being the idol of many. The 2008 Summer Olympics, officially known as the Games of the XXIX Olympiad, will be held in Beijing, and as a result the country has put even more emphasis on sports.


          Many traditional sports are also played. The popular Chinese dragon boat racing (龙舟) occurs during the Duan Wu festival. In Inner Mongolia, sports such as Mongolian-style wrestling and horse racing are popular. In Tibet, archery and equestrian sports are a part of traditional festivals.


          
            	See also: Chinese art, Chinese architecture, Chinese clothing, Chinese cuisine, Chinese medicine, Chinese literature, Chinese mythology, Cinema of China, Chinese animation, Music of China, Public holidays in the People's Republic of China,and List of Chinese people
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          In mathematics, a percentage is a way of expressing a number as a fraction of 100 (per cent meaning "per hundred"). It is often denoted using the percent sign, "%". For example, 45% (read as "forty-five percent") is equal to 45 / 100, or 0.45.


          Percentages are used to express how large one quantity is relative to another quantity. The first quantity usually represents a part of, or a change in, the second quantity. For example, an increase of $0.15 on a price of $2.50 is an increase by a fraction of 0.15 / 2.50 = 0.06. Expressed as a percentage, this is therefore a 6% increase.


          Although percentages are usually used to express numbers between zero and one, any dimensionless proportionality can be expressed as a percentage. For instance, 111% is 1.11 and 0.35% is 0.0035.


          


          Proportions


          Percentages are correctly used to express fractions of the total. For example, 25% means 25 / 100 or "one quarter".


          Percentages larger than 100%, such as 101% and 110%, may be used as a literary paradox to express motivation and exceeding of expectations. For example, "We expect you to give 110% [of your ability]", however there are cases when percentages over 100 can be meant literally (such as "a family must earn at least 125% over the poverty line to sponsor a spouse visa").


          


          Calculations


          The fundamental concept to remember when performing calculations with percentages is that the percent symbol can be treated as being equivalent to the pure number constant 1 / 100 = 0.01. For example, 35% of 300 can be written as


          . To find the percentage of a single unit in a whole of N units, divide 100% by N. For instance, if you have 1250 apples, and you want to find out what percentage of these 1250 apples a single apple represents,


          provides the answer of 0.08%.


          To calculate a percentage of a percentage, convert both percentages to fractions of 100, or to decimals, and multiply them. For example, 50% of 40% is:


          
            
              	
                [image: ]

              

              	
            

          


          It is not correct to divide by 100 and use the percent sign at the same time. (E.g.


          , not


          , which is actually


          .) 


          An example problem


          Whenever we talk about a percentage, it is important to specify what it is relative to, i.e. what the total is that corresponds to 100%. The following problem illustrates this point.


          
            	In a certain college 60% of all students are female, and 10% of all students are computer science majors. If 5% of females are computer science majors, what percentage of computer science majors are female?

          


          We are asked to compute the ratio of female computer science majors to all computer science majors. We know that 60% of all students are female, and among these 5% are computer science majors, so we conclude that (60 / 100)  (5/100) = 3/100 or 3% of all students are female computer science majors. Dividing this by the 10% of all students that are computer science majors, we arrive at the answer: 3% / 10% = 30 / 100 or 30% of all computer science majors are female.


          This example is closely related to the concept of conditional probability.


          Here are other examples:


          
            	What is 200% of 30?

              
                	Answer: 200%  30 = (200 / 100)  30 = 60.

              

            


            	What is 13% of 98?

              
                	Answer: 13%  98 = (13 / 100)  98 = 12.74.

              

            


            	60% of all university students are male. There are 2400 male students. How many students are in the university?

              
                	Answer: 2400 = 60%  X, therefore X = (2400 / (60 / 100) ) = 4000.

              

            


            	There are 300 cats in the village, and 75 of them are black. What is the percentage of black cats in that village?

              
                	Answer: 75 = X%  300 = (X / 100)  300, so X = (75 / 300 )  100 = 25, and therefore X% = 25%.

              

            


            	The number of students at the university increased to 4620, compared to last year's 4125 to 4620, an absolute increase of 495 students. What is the percentual increase?

              
                	Answer: 495 = X%  4125 = (X / 100)  4125, so X = (495 / 4125 )  100 = 12, and therefore X% = 12%.

              

            

          


          


          Percent increase and decrease


          Due to inconsistent usage, it is not always clear from the context what a percentage is relative to. When speaking of a "10% rise" or a "10% fall" in a quantity, the usual interpretation is that this is relative to the initial value of that quantity. For example, if an item is initially priced at $200 and the price rises 10% (an increase of $20), the new price will be $220. Note that this final price is 110% of the initial price (100% + 10% = 110%).


          Some other examples of percent change:


          
            	An increase of 100% in a quantity means that the final amount is 200% of the initial amount (100% of initial + 100% of initial = 200% of initial); in other words, the quantity has doubled.


            	An increase of 800% means the final amount is 9 times the original (100% + 800% = 900% = 9 times as large).


            	A decrease of 60% means the final amount is 40% of the original (100%  60% = 40%).


            	A decrease of 100% means the final amount is zero (100%  100% = 0%).

          


          In general, a change of x percent in a quantity results in a final amount that is 100 + x percent of the original amount (equivalently, 1 + 0.01x times the original amount).


          It is important to understand that percent changes, as they have been discussed here, do not add in the usual way. For example, if the 10% increase in price considered earlier (on the $200 item, raising its price to $220) is followed by a 10% decrease in the price (a decrease of $22), the final price will be $198, not the original price of $200.


          The reason for the apparent discrepancy is that the two percent changes (+10% and 10%) are measured relative to different quantities ($200 and $220, respectively), and thus do not "cancel out".


          In general, if an increase of x percent is followed by a decrease of x percent, the final amount is (1 + 0.01x)(1  0.01x) = 1  (0.01x)2 times the initial amount  thus the net change is an overall decrease by x percent of x percent (the square of the original percent change when expressed as a decimal number).


          Thus, in the above example, after an increase and decrease of x = 10 percent, the final amount, $198, was 10% of 10%, or 1%, less than the initial amount of $200.


          In the case of interest rates, it is a common practice to state the percent change differently. If an interest rate rises from 10% to 15%, for example, it is typical to say, "The interest rate increased by 5%"  rather than by 50%, which would be correct when measured as a percentage of the initial rate (i.e., from 0.10 to 0.15 is an increase of 50%). Such ambiguity can be avoided by using the term " percentage points". In the previous example, the interest rate "increased by 5 percentage points" from 10% to 15%. If the rate then drops by 5 percentage points, it will return to the initial rate of 10%, as expected.


          


          Word and symbol


          In British English, percent is usually written as two words (per cent, although percentage and percentile are written as one word). In American English, percent is the most common variant (but cf. per mille written as two words). In EU context the word is always spelled out in one word percent, despite the fact that they usually prefer British spelling, which may be an indication that the form is becoming prevalent in British spelling as well. In the early part of the twentieth century, there was a dotted abbreviation form "per cent.", as opposed to "per cent". The form "per cent." is still in use as a part of the highly formal language found in certain documents like commercial loan agreements (particularly those subject to, or inspired by, common law), as well as in the Hansard transcripts of British Parliamentary proceedings. While the term has been attributed to Latin per centum, this is a pseudo-Latin construction and the term was likely originally adopted from Italian per cento or French pour cent. The concept of considering values as parts of a hundred is originally Greek. The symbol for percent (%) evolved from a symbol abbreviating the Italian per cento.


          Grammar and style guides often differ as to how percentages are to be written. For instance, it is commonly suggested that the word percent (or per cent) be spelled out in all texts, as in "1percent" and not "1%." Other guides prefer the word to be written out in humanistic texts, but the symbol to be used in scientific texts. Most guides agree that they always be written with a numeral, as in "5percent" and not "five percent," the only exception being at the beginning of a sentence: "Ninety percent of all writers hate style guides." Decimals are also to be used instead of fractions, as in "3.5percent of the gain" and not "3 percent of the gain." It is also widely accepted to use the percent symbol (%) in tabular and graphic material. Variations of practically all of these rules may be encountered, including in this article; the only really fast rule is to be consistent. It is important to know what method of solving the problem you would use.


          In the USA, fractions of 1% are described in a verbose manner, e.g. "0.5%" is usually referred to as "one half of one percent". In other countries, they are usually referred to in mathematical notation (in this case "zero point five percent"). This is due to differences in educational backgrounds.


          There is no consensus as to whether a space should be included between the number and percent sign in English. Style guides  such as the Chicago Manual of Style  commonly prescribe to write the number and percent sign without any space in between. The International System of Units and the ISO 31-0 standard, on the other hand, require a space.


          


          Related units


          
            	Percentage point


            	Per mille () 1 part in 1,000


            	Basis point (‱) 1 part in 10,000


            	Per cent mille (pcm) 1 part in 100,000


            	Parts per million (ppm)


            	Parts per billion (ppb)


            	Parts per trillion (ppt)


            	Baker percentage


            	Concentration


            	Grade (slope)
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                  Adult of subspecies pealei or tundrius, Alaska
                

              
            


            
              	Conservation status
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                  Least Concern( IUCN 3.1)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Falconiformes

                  


                  
                    	Family:

                    	Falconidae

                  


                  
                    	Genus:

                    	Falco

                  


                  
                    	Species:

                    	F. peregrinus

                  

                

              
            


            
              	Binomial name
            


            
              	Falco peregrinus

              Tunstall, 1771
            


            
              	
                [image: Global rangeYellow: Breeding summer visitor Green: Breeding resident Blue: Winter visitor Light blue: Passage visitor]


                
                  Global range

                  Yellow: Breeding summer visitor

                  Green: Breeding resident

                  Blue: Winter visitor

                  Light blue: Passage visitor
                

              
            


            
              	Subspecies
            


            
              	
                17-19, see text

              
            


            
              	Synonyms
            


            
              	
                Falco atriceps Hume

                Falco kreyenborgi Kleinschmidt, 1929
 Falco pelegrinoides madens Ripley & Watson, 1963

                Rhynchodon peregrinus (Tunstall, 1771)

                and see text

              
            

          


          The Peregrine Falcon (Falco peregrinus), also known simply as the Peregrine, and historically as the "Duck Hawk" in North America, is a cosmopolitan bird of prey in the family Falconidae. It is a large, crow-sized falcon, with a blue-gray back, barred white underparts, and a black head and "moustache". As with other bird-eating raptors, the female is bigger than the male. Authorities recognize 1719 subspecies, which vary in appearance and range; there is disagreement over whether the distinctive Barbary Falcon is a subspecies or a distinct species.


          The Peregrine's breeding range includes land regions from the Arctic tundra to the Tropics. It can be found nearly everywhere on Earth, except in the polar regions, on very high mountains, and in most tropical rainforests; the only major ice-free landmass from which it is entirely absent is New Zealand. This makes it the world's most widespread bird of prey. Both the English and scientific names of this species mean "wandering falcon", referring to the migratory habits of many northern populations.


          While its diet consists almost exclusively of medium-sized birds, the Peregrine will occasionally hunt small mammals, small reptiles or even insects. It reaches sexual maturity at one year, and mates for life. It nests in a scrape, normally on cliff edges or, in recent times on tall man-made structures. The Peregrine Falcon became an endangered species due to the use of pesticides, especially DDT. Since the ban on DDT from the beginning of the 1970s onwards, the populations recovered, supported by large scale protection of nesting places and releases to the wild.


          


          Description


          The Peregrine Falcon has a body length of 3450cm (1320in) and a wingspan of around 80120cm (3147in). The male and female have similar markings and plumage, but as in many birds of prey the Peregrine Falcon displays marked reverse sexual dimorphism in size, with the female measuring up to 30 percent larger than the male. Males weigh 440750 g, and the noticeably larger females weigh 9101500 g; for variation in weight between subspecies, see under that section below.


          The back and the long, pointed wings of the adult are usually bluish black to slate grey with indistinct darker barring (see "Subspecies" below); the wingtips are black. The underparts are white to rusty and barred with thin clean bands of dark brown or black. The tail, colored like the back but with thin clean bars, is long, narrow and rounded at the end with a black tip and a white band at the very end. The top of the head and a "mustache" along the cheeks are black, contrasting sharply with the pale sides of the neck and white throat. The cere is yellow, as are the feet, and the beak and claws are black. The upper beak is notched near the tip, an adaptation which enables falcons to kill prey by severing the spinal column at the neck. The immature bird is much browner with streaked, rather than barred, underparts, and has a pale bluish cere.


          


          Taxonomy and systematics


          This species was first described by Marmaduke Tunstall in his 1771 Ornithologia Britannica under its current binomial name. The scientific name Falco peregrinus, means "wandering falcon" in Latin. Indeed, the species' common name refers to its wide-ranging flights in most European languages. The Latin term for falcon, falco, is related to falx, the Latin word meaning sickle, in reference to the silhouette of the falcon's long, pointed wings in flight.


          The Peregrine Falcon belongs to a genus whose lineage includes the hierofalcons and the Prairie Falcon (F.mexicanus). This lineage probably diverged from other falcons towards the end of the Late Miocene or in the Early Pliocene, about 85 million years ago (mya). As the Peregrine-hierofalcon group includes both Old World and North American species, it is likely that the lineage originated in western Eurasia or Africa. Its relationship to other falcons is not clear; the issue is complicated by widespread hybridization confounding mtDNA sequence analyses; for example a genetic lineage of the Saker Falcon (F.cherrug) is known which originated from a male Saker producing fertile young with a female Peregrine ancestor some 100,000years ago.[ref]


          Today, Peregrines are regularly hybridized in captivity with other species such as the Lanner Falcon (F.biarmicus) to produce the " perilanner", a somewhat popular bird in falconry as it combines the Peregrine's hunting skill with the Lanner's hardiness, or the Gyrfalcon to produce large, strikingly-colored birds for the use of falconers. As can be seen, the Peregrine is still genetically close to the hierofalcons, though their lineages diverged in the Late Pliocene (maybe some 2.52mya in the Gelasian).


          


          Subspecies


          
            [image: Breeding ranges of the subspecies]
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          Numerous subspecies of the Peregrine Falcon have been described, with 19 accepted by the Handbook of the Birds of the World. The nominate subspecies Falco peregrinus peregrinus, described by Tunstall in 1771, breeds over much of temperate Eurasia between the tundra in the north and the Pyrenees, Mediterranean region and Alpide belt in the south. It is mainly non-migratory in Europe, but migratory in Scandinavia and Asia. Males weigh 580750g, while females weigh 9251,300g. It includes brevirostris, germanicus, rhenanus, and riphaeus.


          Falco peregrinus calidus, described by Latham in 1790, was formerly called leucogenys and includes caeruleiceps. It breeds in the Arctic tundra of Eurasia, from Murmansk Oblast to roughly Yana and Indigirka Rivers, Siberia. It is completely migratory, and travels south in winter as far as sub-Saharan Africa. It is paler than peregrinus, especially on the crown. Males weigh 588740g, while females weigh 9251,333g.


          Falco peregrinus japonensis, described by Gmelin in 1788, includes kleinschmidti and pleskei, and harterti seems to refer to intergrades with calidus. It is found from northeast Siberia to Kamchatka (though it is possibly replaced by pealei on coast there), and Japan. Northern populations are migratory, while those of Japan are resident. It is similar to peregrinus, but the young are even darker than those of anatum.
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          Falco peregrinus macropus, described by Swainson in 1837 is the Australian Peregrine Falcon. It is found in Australia in all regions except the southwest. It is non-migratory. It is similar to brookei in appearance, but is slightly smaller and the ear region is entirely black. The feet are proportionally large. Falco peregrinus submelanogenys described by Mathews in 1912, is the Southwest Australian Peregrine Falcon. It is found in southwest Australia and is non-migratory.


          Falco peregrinus peregrinator, described by Sundevall in 1837, is known as the Indian Peregrine Falcon, Black Shaheen, or Indian Shaheen. It was formerly sometimes known as Falco atriceps or Falco shaheen. Its range includes South Asia from Pakistan across India to Sri Lanka and Southeastern China; in Pakistan it is a military symbol of the Pakistan Air Force. It is non-migratory. It is small and dark, with rufous underparts barred with lighter colour. In Sri Lanka this species is found to favour the higher hills while the migrant calidus is more often seen along the coast.


          Falco peregrinus anatum, described by Bonaparte in 1838, is known as the American Peregrine Falcon, or "Duck Hawk"; its scientific name means "Duck Peregrine Falcon". At one time, it was partly included in leucogenys. It is mainly found in the Rocky Mountains today. It was formerly common throughout North America between the tundra and northern Mexico, where current reintroduction efforts seek to restore the population. Most mature anatum, except those that breed in more northern areas, winter in their breeding range. Most vagrants that reach western Europe seem to belong to the more northern and strongly migratory tundrius, only considered distinct since 1968. It is similar to peregrinus but is slightly smaller; adults are somewhat paler and less patterned below, but juveniles are darker and more patterned below. Males weigh 500570g, while females weigh 900960g. Falco peregrinus cassini, described by Sharpe in 1873, is also known as the Austral Peregrine Falcon. It includes kreyenborgi, the Pallid Falcon a leucistic morph occurring in southernmost South America, which was long believed to be a distinct species. Its range includes South America from Ecuador through Bolivia, northern Argentina and Chile to Tierra del Fuego and Falkland Islands. It is non-migratory. It is similar to nominate, but slightly smaller with a black ear region. The variation kreyenborgi is medium grey above, has little barring below, and has a head pattern like the Saker Falcon, but the ear region is white.
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          Falco peregrinus pealei, described by Ridgway in 1873, is also known as Peale's Falcon, and includes rudolfi. It is found in the Pacific Northwest of North America, northwards from the Puget Sound along the British Columbia coast (including the Queen Charlotte Islands), along the Gulf of Alaska and the Aleutian Islands to the far eastern Bering Sea coast of Russia. It is possibly found on the Kuril Islands and the coasts of Kamchatka as well. It is non-migratory. It is the largest subspecies, and it looks like an oversized and darker tundrius or like a strongly barred and large anatum. The bill is very wide. Juveniles occasionally have pale crowns. Falco peregrinus tundrius, described by C.M. White in 1968, was at one time included in leucogenys It is found in the Arctic tundra of North America to Greenland. It migrates to wintering grounds in Central and South America. Most vagrants that reach western Europe belong to this subspecies, which was previously united with anatum. It is the New World equivalent to calidus. It is smaller than anatum. It is also paler than anatum; most have a conspicuous white forehead and white in ear region, but the crown and "moustache" are very dark, unlike in calidus. Juveniles are browner, and less grey, than in calidus, and paler, sometimes almost sandy, than in anatum.


          Falco peregrinus madens, described by Ripley and Watson in 1963, is unusual in having some sexual dichromatism. If the Barbary Falcon (see below) is considered a distinct species, it is sometimes placed therein. It is found in the Cape Verde Islands, and is non-migratory; it is endangered with only six to eight pairs surviving. Males have a rufous wash on crown, nape, ears and back; underside conspicuously washed pinkish-brown. Females are tinged rich brown overall, especially on the crown and nape. Falco peregrinus minor was first described by Bonaparte in 1850. It was formerly often perconfusus. It is sparsely and patchily distributed throughout much of sub-Saharan Africa and widespread in Southern Africa. It apparently reaches north along the Atlantic coast as far as Morocco. It is non-migratory, and small and dark. Falco peregrinus radama, described by Hartlaub in 1861, is found in Madagascar and Comoros. It is non-migratory.


          Falco peregrinus brookei, described by Sharpe in 1873, is also known as the Mediterranean Peregrine Falcon or the Maltese Falcon. It includes caucasicus and most specimens of the proposed race punicus, though others may be pelegrinoides, Barbary Falcons (see also below), or perhaps the rare hybrids between these two which might occur around Algeria. They occur from the Iberian Peninsula around the Mediterranean, except in arid regions, to the Caucasus. They are non-migratory. It is smaller than the nominate subspecies, and the underside usually has rusty hue. Males weigh around 445g, while females weigh up to 920g.
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          Falco peregrinus ernesti, described by Sharpe in 1894, is found from Indonesia to Philippines and south to Papua New Guinea and Bismarck Archipelago. Its geographical separation from nesiotes requires confirmation. It is non-migratory. It differs from the nominate in the very dark, dense barring on its underside and its black ear coverts. Falco peregrinus furuitii, described by Momiyama in 1927, is found on the Izu and Ogasawara Islands. It is non-migratory. It is very rare, and may only remain on a single island. It is a dark form, resembling pealei in colour, but darker, especially on tail. Falco peregrinus nesiotes described by Mayr in 1941, is found in Fiji and probably also Vanuatu and New Caledonia. It is non-migratory.


          Falco peregrinus pelegrinoides, first described by Temminck in 1829, is found in the Canary Islands through north Africa and the Near East to Mesopotamia. It is most similar to brookei, but is markedly paler above, with a rusty neck, and is a light buff with reduced barring below. It is smaller than the nominate subspecies; females weigh around 610g. Falco peregrinus babylonicus described by P.L. Sclater in 1861, is found in eastern Iran along the Hindu Kush and Tian Shan to Mongolian Altai ranges. It is paler than pelegrinoides, and somewhat similar to a small, pale Lanner Falcon. It is smaller than Peregrine Falcon; males weigh 330400g, while females weigh 513765g. These last two races are often split as Barbary Falcon Falco pelegrinoides. There is a 0.60.7%genetic distance in the Peregine-Barbary Falcon ("peregrinoid") complex. These birds inhabit arid regions from the Canary Islands along the rim of the Sahara through the Middle East to Central Asia and Mongolia. They have a red neck patch but otherwise differ in appearance from the Peregrine proper merely according to Gloger's Rule. The Barbary Falcon has a peculiar way of flying, beating only the outer part of its wings like fulmars sometimes do; this also occurs in the Peregrine, but less often and far less pronounced. The Barbary Falcon's shoulder and pelvis bones are stout by comparison with the Peregrine, and its feet are smaller. They have no postzygotic reproduction barriers in place, but they breed at different times of year than neighboring Peregrine Falcon subspecies.


          


          


          Ecology and behaviour
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          The Peregrine Falcon lives mostly along mountain ranges, river valleys, coastlines, and increasingly in cities. In mild-winter regions, it is usually a permanent resident, and some individuals, especially adult males, will remain on the breeding territory. Only populations that breed in Arctic climes typically migrate great distances during the northern winter. The Peregrine Falcon is often stated to be the fastest animal on the planet in its hunting dive, the stoop, which involves soaring to a great height and then diving steeply at speeds commonly (but perhaps erroneously) said to be over 322km/h (200mph), and hitting one wing of its prey so as not to harm itself on impact. A study testing the flight physics of an 'ideal falcon' found a theoretical speed limit at 400km/h (250mph) for low altitude flight and 625km/h (390mph) for high altitude flight. Despite these theoretical values, measurements of real stoops by radar resulted in maximum diving speeds of only 140km/h (87mph).


          The life span in the wild is up to 15.5years. Mortality in the first year is between 5970%, declining to between 2532% in adults. Apart from anthropogenic threats like collision with man-made objects, the Peregrine may be killed by large eagles or large owls. The Peregrine Falcon is host to a range of parasites and pathogens. It is a vector for Avipoxvirus, Newcastle disease virus, Falconid herpesvirus 1 (and possibly other Herpesviridae), and some mycoses and bacterial infections. Endoparasites include Plasmodium relictum (usually not causing malaria in the Peregrine Falcon), Strigeidae trematodes, Serratospiculum amaculata (nematode), and tapeworms. Known Peregrine Falcon ectoparasites are chewing lice Ceratophyllus garei (a flea), and Hippoboscidae flies ( Icosta nigra, Ornithoctona erythrocephala).


          


          Feeding
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          The Peregrine Falcon feeds almost exclusively on medium sized birds such as doves, waterfowl, songbirds and pigeons. Other than bats taken at night, it rarely hunts small mammals, but will on occasion take rats, voles, hares, mice and squirrels; the coastal populations of the large subspecies pealei feed almost exclusively on seabirds. In the Brazilian mangrove swamp of Cubato, a wintering falcon of the subspecies tundrius was observed while hunting successfully a juvenile Scarlet Ibis. Insects and reptiles make up a small proportion of the diet, which varies greatly depending on what prey is available. In urban areas, the main item of the Peregrine's diet is the feral pigeon, followed by other common city birds such as Common Starlings and Common Swifts.


          The Peregrine Falcon hunts at dawn and dusk, when prey are most active, but in cities also nocturnally, particularly during migration periods when hunting at night may become prevalent. Nocturnal migrants taken by Peregrines include species as diverse as Yellow-billed Cuckoo, Black-necked Grebe, Virginia Rail and Common Quail. It requires open space in order to hunt, and therefore often hunts over open water, marshes, valleys, fields and tundra. It searches for prey either from a high perch or from the air. Once prey is spotted, it begins its stoop, folding back the tail and wings, with feet tucked. The air pressure from a 200mph (320km/h) dive could possibly damage a bird's lungs, but small bony tubercles in a falcon's nostrils guide the shock waves of the air entering the nostrils (compare intake ramps and inlet cones of jet engines), enabling the bird to breathe more easily while diving by reducing the change in air pressure. To protect their eyes, the falcons use their nictitating membranes (third eyelids) to spread tears and clear debris from their eyes while maintaining vision. Prey is struck and captured in mid-air; the Peregrine Falcon strikes its prey with a clenched foot, stunning or killing it, then turns to catch it in mid-air. The Peregrine will drop it to the ground and eat it there if it is too heavy to carry. Prey is plucked before consumption.


          


          Reproduction
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          The Peregrine Falcon is sexually mature at the end of the first year of age but in healthy populations they breed after two to three years of age. The pair mates for life and returns to the same nesting spot annually. The courtship flight includes a mix of aerial acrobatics, precise spirals, and steep dives. The male passes prey it has caught to the female in mid-air. To make this possible, the female actually flies upside-down to receive the food from the male's talons. The Peregrine Falcon is territorial during the breeding season; nesting pairs are usually more than 1km (0.6miles) apart, and often much farther, even in areas with large numbers of pairs. The distance between nests ensures sufficient food supply for pairs and their chicks. Within a breeding territory, a pair may have several nesting ledges; the number used by a pair can vary from one or two to seven in a 16year period. The pair defends the chosen nest site against other Peregrines, and often against eagles or ravens.


          The Peregrine Falcon nests in a scrape, normally on cliff edges or, today regularly in many parts of its range, on tall buildings or bridges. Cliff nests are generally located under an overhang, on ledges with vegetation, and south-facing sites are favored. In some regions, as in parts of Australia and on the west coast of Northern North-America, large tree hollows are used for nesting. Before the demise of most European peregrines, there was a large population of peregrines in central and western Europe using the disused nests of other large birds. The female chooses a nest site, where she scrapes a shallow hollow in the loose soil, sand, gravel, or dead vegetation in which to lay eggs. No nest materials are added. In remote, undisturbed areas such as the Arctic, steep slopes and even low rocks and mounds may be used as nest sites. The man-made structures used for breeding closely resemble the natural cliff ledges that the Peregrine prefers for its nesting locations.
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          Mostly three to four eggs (range 1-5) are laid in the scrape. The eggs are white to buff with red or brown markings. They are incubated for 29 to 33 days, mainly by the female. The male also helps with the incubation of the eggs over day, but at night only the female incubates. The date of egg-laying varies according to locality, but is generally from February to March in the Northern Hemisphere, and from July to August in the Southern Hemisphere (the Australian subspecies macropus may breed as late as November and equatorial populations may nest anytime between June and December). The female generally lays another clutch if the eggs are lost early in the nesting season, though this is extremely rare in the Arctic owing to the short summer season. As a result of some infertile eggs and natural losses of nestlings, the average number of young found in nests is 2.5, and the average number that fledges is about 1.5.


          After hatching, chicks are covered with creamy-white down and have disproportionately large feet. The male, which is called the "tiercel", brings food to the female and chicks, but the chicks are fed by the female, which stays at the nest and watches the young. The hunting territory of the parents can extend a radius of 19 to 24 km (12-15 miles) from the nest site. Chicks fledge 42 to 46 days after hatching, and remain dependent on their parents for up to two months.


          


          Relationship with humans


          The Peregrine Falcon became an endangered species because of the use of pesticides, especially DDT during the 1950s, 60s, and 70s. Pesticide biomagnification interfered with reproduction, thinning eggshells and reducing the number of eggs that survived to hatching. The organochlorine build-up in the falcon's fat tissues would result in less calcium in the eggshells, leading to flimsier, more fragile eggs. In several parts of the world, such as the eastern USA and Belgium, this species became extinct as a result. Peregrine eggs and chicks are often targeted by black marketeers and unscrupulous egg collectors, so it is normal practice not to publicize unprotected nest locations.


          The Peregrine Falcon was used in falconry for more than 3,000 years, beginning with nomads in central Asia. Due to its ability to dive at high speeds, it was highly sought-after and generally used by experienced falconers. Peregrine Falcons are also occasionally used to scare away birds at airports to reduce the risk of bird-plane strikes, improving air-traffic safety.


          


          Recovery efforts


          In the USA, Canada and Germany, Wildlife services in Peregrine Falcon recovery teams breed the species in captivity. The chicks are usually fed through a chute or with a hand puppet mimicking a Peregrine's head, so they cannot see to imprint on the human trainers. Then, when they are old enough, the rearing box is opened, allowing the bird to train its wings. As the fledgling gets stronger, feeding is reduced forcing the bird to learn to hunt. This procedure is called hacking back to the wild. To release a captive-bred falcon, the bird is placed in a special cage at the top of a tower or cliff ledge for some days or so, allowing it to acclimate itself to its future environment. Worldwide recovery efforts have been remarkably successful. The widespread restriction of DDT use eventually allowed released birds to breed successfully. The Peregrine Falcon was removed from the U.S. Endangered Species list on August 25, 1999.


          


          Current status


          Many Peregrine Falcons have settled in large cities, including London, Ontario, Derby, Brisbane and Cologne, and all across the U.S., where they nest on cathedrals, skyscraper window ledges, and the towers of suspension bridges. At least 18 pairs nested in New York City proper in 2005. In Virginia, state officials working with students from the Centre for Conservation Biology of the College of William and Mary in Williamsburg successfully established nesting boxes high atop the George P. Coleman Memorial Bridge on the York River, the Benjamin Harrison Memorial Bridge and Varina-Enon Bridge on the James River, and at other similar locations. Thirteen new chicks were hatched in this Virginia program during a recent year. Over 250 falcons have been released through the Virginia program. In the UK, there has been a recovery of populations since the crash of the 1960s. This has been greatly assisted by conservation and protection work led by the Royal Society for the Protection of Birds. Peregrines now breed in many mountainous and coastal areas, especially in the west and north, and nest in some urban areas, capitalizing on the urban pigeon populations for food.


          
            Retrieved from " http://en.wikipedia.org/wiki/Peregrine_Falcon"
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          In mathematics, a perfect number is defined as a positive integer which is the sum of its proper positive divisors, that is, the sum of the positive divisors not including the number itself. Equivalently, a perfect number is a number that is half the sum of all of its positive divisors, or (n) = 2 n.


          The first perfect number is 6, because 1, 2, and 3 are its proper positive divisors and 1+2+3=6. The next perfect number is 28=1+2+4+7+14. The next perfect numbers are 496 and 8128 (sequence A000396 in OEIS).


          These first four perfect numbers were the only ones known to early Greek mathematics.


          


          Even perfect numbers


          Euclid discovered that the first four perfect numbers are generated by the formula 2n1(2n1):


          
            	for n = 2:  21(22  1) = 6


            	for n = 3:  22(23  1) = 28


            	for n = 5:  24(25  1) = 496


            	for n = 7:  26(27  1) = 8128.

          


          Noticing that 2n1 is a prime number in each instance, Euclid proved that the formula 2n1(2n1) gives an even perfect number whenever 2n1 is prime (Euclid, Prop. IX.36).


          Ancient mathematicians made many assumptions about perfect numbers based on the four they knew, but most of those assumptions would later prove to be incorrect. One of these assumptions was that since 2, 3, 5, and 7 are precisely the first four primes, the fifth perfect number would be obtained when n = 11, the fifth prime. However, 2111=2047=2389 is not prime and therefore n=11 does not yield a perfect number. Two other wrong assumptions were:


          
            	The fifth perfect number would have five digits in base 10 since the first four had 1, 2, 3, and 4 digits respectively.


            	The perfect numbers would alternately end in 6 or 8.

          


          The fifth perfect number (33550336 = 212(213  1)) has 8 digits, thus refuting the first assumption. For the second assumption, the fifth perfect number indeed ends with a 6. However, the sixth (8589869056) also ends in a 6. It is straightforward to show that the last digit of any even perfect number must be 6 or 8.


          In order for 2n  1 to be prime, it is necessary but not sufficient that n should be prime. Prime numbers of the form 2n1 are known as Mersenne primes, after the seventeenth-century monk Marin Mersenne, who studied number theory and perfect numbers.


          Over a millennium after Euclid, Ibn al-Haytham (Alhazen) circa 1000 AD realized that every even perfect number is of the form 2n1(2n1) where 2n1 is prime, but he was not able to prove this result. It was not until the 18th century that Leonhard Euler proved that the formula 2n1(2n1) will yield all the even perfect numbers. Thus, there is a concrete one-to-one association between even perfect numbers and Mersenne primes. This result is often referred to as the "Euclid-Euler Theorem". As of September 2007, only 44 Mersenne primes are known, which means there are 44 perfect numbers known, the largest being 232,582,656  (232,582,6571) with 19,616,714 digits.


          The first 39 even perfect numbers are 2n1(2n1) for


          
            	n = 2, 3, 5, 7, 13, 17, 19, 31, 61, 89, 107, 127, 521, 607, 1279, 2203, 2281, 3217, 4253, 4423, 9689, 9941, 11213, 19937, 21701, 23209, 44497, 86243, 110503, 132049, 216091, 756839, 859433, 1257787, 1398269, 2976221, 3021377, 6972593, 13466917 (sequence A000043 in OEIS)

          


          The other 5 known are for n = 20996011, 24036583, 25964951, 30402457, 32582657. It is not known whether there are others between them.


          It is still uncertain whether there are infinitely many Mersenne primes and perfect numbers. The search for new Mersenne primes is the goal of the GIMPS distributed computing project.


          Since any even perfect number has the form 2n1(2n1), it is a triangular number, and, like all triangular numbers, it is the sum of all natural numbers up to a certain point; in this case: 2n1. Furthermore, any even perfect number except the first one is the sum of the first 2(n1)/2 odd cubes:


          
            	[image:  6 = 2^1(2^2-1) = 1+2+3, \, ]


            	[image:  28 = 2^2(2^3-1) = 1+2+3+4+5+6+7 = 1^3+3^3, \, ]


            	[image:  496 = 2^4(2^5-1) = 1+2+3+\cdots+29+30+31 = 1^3+3^3+5^3+7^3, \, ]


            	[image:  8128 = 2^6(2^7-1) = 1+2+3+\cdots+125+126+127 = 1^3+3^3+5^3+7^3+9^3+11^3+13^3+15^3. \, ]

          


          Even perfect numbers (except 6) give remainder 1 when divided by 9. This can be reformulated as follows. Adding the digits of any even perfect number (except 6), then adding the digits of the resulting number, and repeating this process until a single digit is obtained  the resuting number is called the digital root  produces the number 1. For example the digital root of 8128 = 1, since 8 + 1 + 2 + 8 = 19, 1 + 9 = 10, and 1 + 0 = 1.


          


          Odd perfect numbers


          
            [image: ]
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          It is unknown whether there are any odd perfect numbers. Various results have been obtained, but none that has helped to locate one or otherwise resolve the question of their existence. Carl Pomerance has presented a heuristic argument which suggests that no odd perfect numbers exist. Also, it has been conjectured that there are no odd Ore's harmonic numbers. If true, this would imply that there are no odd perfect numbers.


          Any odd perfect number N must satisfy the following conditions:


          
            	N > 10300. A search is on to prove that N > 10500 is also required.


            	N is of the form

          


          
            	
              
                	[image: N=q^{\alpha} p_1^{2e_1} \ldots p_k^{2e_k}, ]

              

            


            	
              where:

              
                	q, p1, , pk are distinct primes (Euler).


                	q    1 (mod 4) (Euler).


                	The smallest prime factor of N is less than (2k + 8) / 3 (Grn 1952).


                	The relation e1e2...ek  1 (mod 3) is not satisfied (McDaniel 1970).


                	Either q > 1020, or [image: p_j^{2e_j}] > 1020 for some j (Cohen 1987).


                	[image: N<2^{4^{k+1}}] (Nielsen 2003).

              

            

          


          
            	The largest prime factor of N is greater than 108 (Takeshi Goto and Yasuo Ohno, 2006).


            	The second largest prime factor is greater than 104, and the third largest prime factor is greater than 100 (Iannucci 1999, 2000).


            	N has at least 75 prime factors; and at least 9 distinct prime factors. If 3 is not one of the factors of N, then N has at least 12 distinct prime factors (Nielsen 2006; Kevin Hare 2005).

          


          
            	When ei  2 for every i

              
                	The smallest prime factor of N is at least 739 (Cohen 1987).


                	  1 (mod 12) or   9 (mod 12) (McDaniel 1970).

              

            

          


          


          Quote


          In 1888, Sylvester stated:


          
            
              	

              	a prolonged meditation on the subject has satisfied me that the existence of any one such [odd perfect number]its

              escape, so to say, from the complex web of conditions which hem it in on all sideswould be little short of a miracle.

              	
            

          


          


          Minor results


          Even perfect numbers have a very precise form; odd perfect numbers are rare, if indeed they do exist. There are a number of results on perfect numbers that are actually quite easy to prove but nevertheless superficially impressive; some of them also come under Richard Guy's strong law of small numbers:


          
            	An odd perfect number is not divisible by 105 (Khnel 1949).


            	Every odd perfect number is of the form 12m + 1 or 36m + 9 (Touchard 1953; Holdener 2002).


            	The only even perfect number of the form x3 + 1 is 28 (Makowski 1962).


            	A Fermat number cannot be a perfect number (Luca 2000).


            	By dividing the definition through by the perfect number N, the reciprocals of the factors of a perfect number N must add up to 2:

              
                	For 6, we have 1 / 6 + 1 / 3 + 1 / 2 + 1 / 1 = 2;


                	For 28, we have 1 / 28 + 1 / 14 + 1 / 7 + 1 / 4 + 1 / 2 + 1 / 1 = 2, etc.

              

            


            	The number of divisors of a perfect number (whether even or odd) must be even, since N cannot be a perfect square.

              
                	From these two results it follows that every perfect number is an Ore's harmonic number.

              

            

          


          


          Related concepts


          The sum of proper divisors gives various other kinds of numbers. Numbers where the sum is less than the number itself are called deficient, and where it is greater than the number, abundant. These terms, together with perfect itself, come from Greek numerology. A pair of numbers which are the sum of each other's proper divisors are called amicable, and larger cycles of numbers are called sociable. A positive integer such that every smaller positive integer is a sum of distinct divisors of it is a practical number.


          By definition, a perfect number is a fixed point of the restricted divisor function s(n) = (n)  n, and the aliquot sequence associated with a perfect number is a constant sequence.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Perfect_number"
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              	Pericles
            


            
              	ca. 495  429 BC
            


            
              	[image: ]

              Marble portrait bust of Pericles  Roman copy of an original portrait by Kresilas ( British Museum, London)
            


            
              	Placeof birth

              	Athens
            


            
              	Placeof death

              	Athens
            


            
              	Allegiance

              	Athens
            


            
              	Rank

              	General ( Strategos)
            


            
              	Battles/wars

              	Battle in Sicyon and Acarnania (454 BC)

              Second Sacred War (448 BC)

              Expulsion of barbarians from Gallipoli (447 BC)

              Samian War (440 BC)

              Siege of Byzantium (438 BC)

              Peloponnesian War (431429 BC)
            

          


          Pericles (also spelled Perikles) (c. 495  429 BC, Greek: ῆ, meaning "surrounded by glory") was a prominent and influential statesman, orator, and general of Athens during the city's Golden Agespecifically, the time between the Persian and Peloponnesian wars. He was descended, through his mother, from the powerful and historically influential Alcmaeonid family.


          Pericles had such a profound influence on Athenian society that Thucydides, his contemporary historian, acclaimed him as "the first citizen of Athens". Pericles turned the Delian League into an Athenian empire and led his countrymen during the first two years of the Peloponnesian War. The period during which he led Athens, roughly from 461 to 429 BC, is sometimes known as the " Age of Pericles", though the period thus denoted can include times as early as the Persian Wars, or as late as the next century.


          Pericles promoted the arts and literature; this was a chief reason Athens holds the reputation of being the educational and cultural centre of the ancient Greek world. He started an ambitious project that built most of the surviving structures on the Acropolis (including the Parthenon). This project beautified the city, exhibited its glory, and gave work to the people. Furthermore, Pericles fostered Athenian democracy to such an extent that critics call him a populist.


          


          Early years


          Pericles was born around 495 BC, in the deme of Cholargos just north of Athens. He was the son of the politic Xanthippus, who, although ostracized in 485484 BC, returned to Athens to command the Athenian contingent in the Greek victory at Mycale just five years later. Pericles' mother, Agariste, was a scion of the powerful and controversial noble family of the Alcmaeonidae, and her familial connections played a crucial role in starting Xanthippus' political career. Agariste was the great-granddaughter of the tyrant of Sicyon, Cleisthenes, and the niece of the supreme Athenian reformer Cleisthenes, another Alcmaeonid. According to Herodotus and Plutarch, Agariste dreamed, a few nights before Pericles' birth, that she had borne a lion. One interpretation of the anecdote treats the lion as a traditional symbol of greatness, but the story may also allude to the unusual size of Pericles' skull, which became a popular target of contemporary comedians. (Although Plutarch claims that this deformity was the reason that Pericles was always depicted wearing a helmet, this is not the case; the helmet was actually the symbol of his official rank as strategos (general)).


          
            
              	"Our polity does not copy the laws of neighboring states; we are rather a pattern to others than imitators ourselves. It is called a democracy, because not the few but the many govern. If we look to the laws, they afford equal justice to all in their private differences; if to social standing, advancement in public life falls to reputation for capacity, class considerations not being allowed to interfere with merit; nor again does poverty bar the way, if a man is able to serve the state, he is not hindered by the obscurity of his condition."
            


            
              	Pericles' Funeral Oration as recorded by Thucydides, 2.37; Thucydides disclaims verbal accuracy.
            

          


          Pericles belonged to the local tribe of Acamantis (Ἀὶ ὴ). His early years were quiet; the introverted, young Pericles avoided public appearances, preferring to devote his time to his studies.


          His family's nobility and wealth allowed him to fully pursue his inclination toward education. He learned music from the masters of the time ( Damon or Pythocleides could have been his teacher) and he is considered to have been the first politician to attribute great importance to philosophy. He enjoyed the company of the philosophers Protagoras, Zeno of Elea and Anaxagoras. Anaxagoras in particular became a close friend and influenced him greatly. Pericles' manner of thought and rhetorical charisma may have been in part products of Anaxagoras' emphasis on emotional calm in the face of trouble and skepticism about divine phenomena. His proverbial calmness and self-control are also regarded as products of Anaxagoras' influence. Pericles was also known for his refusal to be seen in at public or casual conventions.


          


          Political career until 431 BC


          


          Entering politics


          In the spring of 472 BC, Pericles presented the Persae of Aeschylus at the Greater Dionysia as a liturgy, demonstrating that he was then one of the wealthier men of Athens. Simon Hornblower has argued that Pericles' selection of this play, which presents a nostalgic picture of Themistocles' famous victory at Salamis, shows that the young politician was supporting Themistocles against his political opponent Cimon, whose faction succeeded in having Themistocles ostracized shortly afterwards.


          Plutarch says that Pericles stood first among the Athenians for forty years. If this was so, Pericles must have taken up a position of leadership by the early 460s BC. Throughout these years he endeavored to protect his privacy and tried to present himself as a model for his fellow citizens. For example, he would often avoid banquets, trying to be frugal.


          In 463 BC Pericles was the leading prosecutor of Cimon, the leader of the conservative faction, who was accused of neglecting Athens' vital interests in Macedon. Although Cimon was acquitted, this confrontation proved that Pericles' major political opponent was vulnerable.


          


          Ostracizing Cimon


          
            [image: A modern statue of Pericles in modern Cholargos (Pericles' avenue). The name of the suburb dates to ancient Athens, but the ancient deme of Cholargos, which belonged to the tribe of Acamantis, was near modern Kamatero or Peristeri.]

            
              A modern statue of Pericles in modern Cholargos (Pericles' avenue). The name of the suburb dates to ancient Athens, but the ancient deme of Cholargos, which belonged to the tribe of Acamantis, was near modern Kamatero or Peristeri.
            

          


          Around 462461 BC the leadership of the democratic party decided it was time to take aim at the Areopagus, a traditional council controlled by the Athenian aristocracy, which had once been the most powerful body in the state. The leader of the party and mentor of Pericles, Ephialtes, proposed a sharp reduction of the Areopagus' powers. The Ecclesia (the Athenian Assembly) adopted Ephialtes' proposal without strong opposition. This reform signalled the commencement of a new era of "radical democracy". The democratic party gradually became dominant in Athenian politics and Pericles seemed willing to follow a populist policy in order to cajole the public. According to Aristotle, Pericles' stance can be explained by the fact that his principal political opponent, Cimon, was rich and generous, and was able to secure public favour by lavishly bestowing his sizable personal fortune. The historian Loren J. Samons II argues, however, that Pericles had enough resources to make a political mark by private means, had he so chosen.


          In 461 BC, Pericles achieved the political elimination of this formidable opponent using the weapon of ostracism. The ostensible accusation was that Cimon betrayed his city by acting as a friend of Sparta.


          Even after Cimon's ostracism, Pericles continued to espouse and promote a populist social policy. He first proposed a decree that permitted the poor to watch theatrical plays without paying, with the state covering the cost of their admission. With other decrees he lowered the property requirement for the archonship in 458457 BC and bestowed generous wages on all citizens who served as jurymen in the Heliaia (the supreme court of Athens) some time just after 454 BC. His most controversial measure, however, was a law of 451 BC limiting Athenian citizenship to those of Athenian parentage on both sides.


          
            
              	"Rather, the admiration of the present and succeeding ages will be ours, since we have not left our power without witness, but have shown it by mighty proofs; and far from needing a Homer for our panegyrist, or other of his craft whose verses might charm for the moment only for the impression which they gave to melt at the touch of fact, we have forced every sea and land to be the highway of our daring, and everywhere, whether for evil or for good, have left imperishable monuments behind us."
            


            
              	Pericles' Funeral Oration as recorded by Thucydides ( II, 41)
            

          


          Such measures impelled Pericles' critics to regard him as responsible for the gradual degeneration of the Athenian democracy. Constantine Paparrigopoulos, a major modern Greek historian, argues that Pericles sought for the expansion and stabilization of all democratic institutions. Hence, he enacted legislation granting the lower classes access to the political system and the public offices, from which they had previously been barred on account of limited means or humble birth. According to Samons, Pericles believed that it was necessary to raise the demos, in which he saw an untapped source of Athenian power and the crucial element of Athenian military dominance. (The fleet, backbone of Athenian power since the days of Themistocles, was manned almost entirely by members of the lower classes.)


          Cimon, on the other hand, apparently believed that no further free space for democratic evolution existed. He was certain that democracy had reached its peak and Pericles' reforms were leading to the stalemate of populism. According to Paparrigopoulos, history vindicated Cimon, because Athens, after Pericles' death, sank into the abyss of political turmoil and demagogy. Paparrigopoulos maintains that an unprecedented regression descended upon the city, whose glory perished as a result of Pericles' populist policies. According to another historian, Justin Daniel King, radical democracy benefited people individually, but harmed the state. On the other hand, Donald Kagan asserts that the democratic measures Pericles put into effect provided the basis for an unassailable political strength. After all, Cimon finally accepted the new democracy and did not oppose the citizenship law, after he returned from exile in 451 BC.


          


          Leading Athens


          Ephialtes' murder in 461 BC paved the way for Pericles to consolidate his authority. Lacking any robust opposition after the expulsion of Cimon, the unchallengeable leader of the democratic party became the unchallengeable ruler of Athens. He remained in power almost uninterruptedly until his death in 429 BC.


          


          First Peloponnesian War
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          Pericles made his first military excursions during the First Peloponnesian War, which was caused in part by Athens' alliance with Megara and Argos and the subsequent reaction of Sparta. In 454 BC he attacked Sicyon and Acarnania. He then unsuccessfully tried to take Oeniadea on the Corinthian gulf, before returning to Athens. In 451 BC, Cimon is said to have returned from exile and negotiated a five years' truce with Sparta after a proposal of Pericles, an event which indicates a shift in Pericles' political strategy. Pericles may have realized the importance of Cimon's contribution during the ongoing conflicts against the Peloponnesians and the Persians. Anthony J. Podlecki argues, however, that Pericles' alleged change of position was invented by ancient writers to support "a tendentious view of Pericles' shiftiness".


          Plutarch states that Cimon struck a power-sharing deal with his opponents, according to which Pericles would carry through the interior affairs and Cimon would be the leader of the Athenian army, campaigning abroad. If it was actually made, this bargain would constitute a concession on Pericles' part that he was not a great strategist. Kagan believes that Cimon adapted himself to the new conditions and promoted a political marriage between Periclean liberals and Cimonian conservatives.


          In the mid 450s the Athenians launched an unsuccessful attempt to aid an Egyptian revolt against Persia, which led to a prolonged siege of a Persian fortress in the Nile Delta. The campaign culminated in a disaster on a very large scale; the besieging force was defeated and destroyed. In 451450 BC the Athenians sent troops to Cyprus. Cimon defeated the Persians in the Battle of Salamis, but died of disease in 449 BC. Pericles is said to have initiated both expeditions in Egypt and Cyprus, although some researchers, such as Karl Julius Beloch, argue that the dispatch of such a great fleet conforms with the spirit of Cimon's policy.


          Complicating the account of this complex period is the issue of the Peace of Callias, which allegedly ended hostilities between the Greeks and the Persians. The very existence of the treaty is hotly disputed, and its particulars and negotiation are equally ambiguous. Ernst Badian believes that a peace between Athens and Persia was first ratified in 463 BC (making the Athenian interventions in Egypt and Cyprus violations of the peace), and renegotiated at the conclusion of the campaign in Cyprus, taking force again by 449448 BC. John Fine, on the other hand, suggests that the first peace between Athens and Persia was concluded in 450449 BC, as a result of Pericles' strategic calculation that ongoing conflict with Persia was undermining Athens' ability to spread its influence in Greece and the Aegean. Kagan believes that Pericles used Callias, a brother-in-law of Cimon, as a symbol of unity and employed him several times to negotiate important agreements.


          In the spring of 449 BC, Pericles proposed the Congress Decree, which led to a meeting ("Congress") of all Greek states in order to consider the question of rebuilding the temples destroyed by the Persians. The Congress failed because of Sparta's stance, but Pericles' real intentions remain unclear. Some historians think that he wanted to prompt some kind of confederation with the participation of all the Greek cities; others think he wanted to assert Athenian pre-eminence. According to the historian Terry Buckley the objective of the Congress Decree was a new mandate for the Delian League and for the collection of "phoros" (taxes).


          
            
              	"Remember, too, that if your country has the greatest name in all the world, it is because she never bent before disaster; because she has expended more life and effort in war than any other city, and has won for herself a power greater than any hitherto known, the memory of which will descend to the latest posterity."
            


            
              	Pericles' Third Oration according to Thucydides ( II, 64)
            

          


          During the Second Sacred War Pericles led the Athenian army against Delphi and reinstated Phocis in its sovereign rights on the oracle. In 447 BC Pericles engaged in his most admired excursion, the expulsion of barbarians from the Thracian peninsula of Gallipoli, in order to establish Athenian colonists in the region. At this time, however, Athens was seriously challenged by a number of revolts among its allies (or, to be more accurate, its subjects). In 447 BC the oligarchs of Thebes conspired against the democratic faction. The Athenians demanded their immediate surrender, but, after the Battle of Coronea, Pericles was forced to concede the loss of Boeotia in order to recover the prisoners taken in that battle. With Boeotia in hostile hands, Phocis and Locris became untenable and quickly fell under the control of hostile oligarchs. In 446 BC, a more dangerous uprising erupted. Euboea and Megara revolted. Pericles crossed over to Euboea with his troops, but was forced to return when the Spartan army invaded Attica. Through bribery and negotiations, Pericles defused the imminent threat, and the Spartans returned home. When Pericles was later audited for the handling of public money, an expenditure of 10 talents was not sufficiently justified, since the official documents just referred that the money was spent for a "very serious purpose". Nonetheless, the "serious purpose" (namely the bribery) was so obvious to the auditors that they approved the expenditure without official meddling and without even investigating the mystery. After the Spartan threat had been removed, Pericles crossed back to Euboea to crush the revolt there. He then inflicted a stringent punishment on the landowners of Chalcis, who lost their properties. The residents of Istiaia, meanwhile, who had butchered the crew of an Athenian trireme, were uprooted and replaced by 2,000 Athenian settlers. The crisis was brought to an official end by the Thirty Years' Peace (winter of 446/445 BC), in which Athens relinquished most of the possessions and interests on the Greek mainland which it had acquired since 460 BC, and both Athens and Sparta agreed not to attempt to win over the other state's allies.


          


          Final battle with the conservatives


          In 444 BC, the conservative and the democratic faction confronted each other in a fierce struggle. The ambitious new leader of the conservatives, Thucydides (not to be confused with the historian of the same name), accused Pericles of profligacy, criticizing the way he spent the money for the ongoing building plan. Thucydides managed, initially, to incite the passions of the ecclesia in his favour, but, when Pericles, the leader of the democrats, took the floor, he put the conservatives in the shade. Pericles responded resolutely, proposing to reimburse the city for all the expenses from his private property, under the term that he would make the inscriptions of dedication in his own name. His stance was greeted with applause, and Thucydides suffered an unexpected defeat. In 442 BC, the Athenian public ostracized Thucydides for 10 years and Pericles was once again the unchallenged suzerain of the Athenian political arena.


          


          Athens' rule over its alliance
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          Pericles wanted to stabilize Athens' dominance over its alliance and to enforce its pre-eminence in Greece. The process by which the Delian League transformed into an Athenian empire is generally considered to have begun well before Pericles' time, as various allies in the league chose to pay tribute to Athens instead of manning ships for the league's fleet, but the transformation was speeded and brought to its conclusion by measures implemented by Pericles. The final steps in the shift to empire may have been triggered by Athens' defeat in Egypt, which challenged the city's dominance in the Aegean and led to the revolt of several allies, such as Miletus and Erythrae. Either because of a genuine fear for its safety after the defeat in Egypt and the revolts of the allies, or as a pretext to gain control of the League's finances, Athens transferred the treasury of the alliance from Delos to Athens in 454453 BC. By 450449 BC the revolts in Miletus and Erythrae were quelled and Athens restored its rule over its allies. Around 447 BC Clearchus proposed the Coinage Decree, which imposed Athenian silver coinage, weights and measures on all of the allies. According to one of the decree's most stringent provisions, surplus from a minting operation was to go into a special fund, and anyone proposing to use it otherwise was subject to the death penalty.


          It was from the alliance's treasury that Pericles drew the funds necessary to enable his ambitious building plan, centered on the "Periclean Acropolis", which included the Propylaea, the Parthenon and the golden statue of Athena, sculpted by Pericles' friend, Phidias. In 449 BC Pericles proposed a decree allowing the use of 9,000 talents to finance the major rebuilding program of Athenian temples. Angelos Vlachos, a Greek Academician, points out that the utilization of the alliance's treasury, initiated and executed by Pericles, is one of the largest embezzlements in human history; this misappropriation financed, however, some of the most marvellous artistic creations of the ancient world.


          


          Samian War
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          The Samian War was the last significant military event before the Peloponnesian War. After Thucydides' ostracism, Pericles was re-elected yearly to the generalship, the only office he ever officially occupied, although his influence was so great as to make him the de facto ruler of the state. In 440 BC Samos was at war with Miletus over control of Priene, an ancient city of Ionia on the foot-hills of Mycale. Worsted in the war, the Milesians came to Athens to plead their case against the Samians. When the Athenians ordered the two sides to stop fighting and submit the case to arbitration at Athens, the Samians refused. In response, Pericles passed a decree dispatching an expedition to Samos, "alleging against its people that, although they were ordered to break off their war against the Milesians, they were not complying". In a naval battle the Athenians led by Pericles and the other nine generals defeated the forces of Samos and imposed on the island an administration pleasing to them. When the Samians revolted against Athenian rule, Pericles compelled the rebels to capitulate after a tough siege of eight months, which resulted in substantial discontent among the Athenian sailors. Pericles then quelled a revolt in Byzantium and, when he returned to Athens, gave a funeral oration to honour the soldiers who died in the expedition.


          Between 438-436 BC Pericles led Athens' fleet in Pontus and established friendly relations with the Greek cities of the region. Pericles focused also on internal projects, such as the fortification of Athens (the building of the "middle wall" about 440 BC), and on the creation of new cleruchies, such as Andros, Naxos and Thurii (444 BC) as well as Amphipolis (437-436 BC).


          


          Personal attacks
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          Pericles and his friends were never immune from attack, as preeminence in democratic Athens was not equivalent to absolute rule. Just before the eruption of the Peloponnesian war, Pericles and two of his closest associates, Phidias and his companion, Aspasia, faced a series of personal and judicial attacks.


          Phidias, who had been in charge of all building projects, was first accused of embezzling gold intended for the statue of Athena and then of impiety, because, when he wrought the battle of the Amazons on the shield of Athena, he carved out a figure that suggested himself as a bald old man, and also inserted a very fine likeness of Pericles fighting with an Amazon. Pericles' enemies also found a false witness against Phidias, named Menon.


          Aspasia, who was noted for her ability as a conversationalist and adviser, was accused of corrupting the women of Athens in order to satisfy Pericles' perversions. Aspasia was probably a hetaera and ran a brothel, although these allegations are disputed by modern scholars. The accusations against her were probably nothing more than unproven slanders, but the whole experience was very bitter for Pericles. Although Aspasia was acquitted thanks to a rare emotional outburst of Pericles, his friend, Phidias, died in prison and another friend of his, Anaxagoras, was attacked by the ecclesia for his religious beliefs.


          Beyond these initial prosecutions, the ecclesia attacked Pericles himself by asking him to justify his ostensible profligacy with, and maladministration of, public money. According to Plutarch, Pericles was so afraid of the oncoming trial that he did not let the Athenians yield to the Lacedaemonians. Beloch also believes that Pericles deliberately brought on the war to protect his political position at home. Thus, at the start of the Peloponnesian War, Athens found itself in the awkward position of entrusting its future to a leader whose pre-eminence had just been seriously shaken for the first time in over a decade.


          


          Peloponnesian War


          The causes of the Peloponnesian War have been much debated, but most ancient historians laid the blame on Pericles and Athens. Plutarch seems to believe that Pericles and the Athenians incited the war, scrambling to implement their belligerent tactics "with a sort of arrogance and a love of strife". Thucydides hints at the same thing; although he is generally regarded as an admirer of Pericles, Thucydides has, at this point, been criticised for bias towards Sparta.


          


          Prelude to the war
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          Pericles was convinced that the war against Sparta, which could not conceal its envy of Athens' pre-eminence, was inevitable if not to be welcomed. Therefore he did not hesitate to send troops to Corcyra to reinforce the Corcyraean fleet, which was fighting against Corinth. In 433 BC the enemy fleets confronted each other at the Battle of Sybota and a year later the Athenians fought Corinthian colonists at the Battle of Potidaea; these two events contributed greatly to Corinth's lasting hatred of Athens. During the same period, Pericles proposed the Megarian Decree, which resembled a modern trade embargo. According to the provisions of the decree, Megarian merchants were excluded from the market of Athens and the ports in its empire. This ban strangled the Megarian economy and strained the fragile peace between Athens and Sparta, which was allied with Megara. According to George Cawkwell, a praelector in ancient history, with this decree Pericles breached the Thirty Years Peace "but, perhaps, not without the semblance of an excuse". The Athenians' justification was that the Megarians had cultivated the sacred land consecrated to Demeter and had given refuge to runaway slaves, a behaviour which the Athenians considered to be impious.


          After consultations with its allies, Sparta sent a deputation to Athens demanding certain concessions, such as the immediate expulsion of the Alcmaeonidae family including Pericles and the retraction of the Megarian Decree, threatening war if the demands were not met. The obvious purpose of these proposals was the instigation of a confrontation between Pericles and the people; this event, indeed, would come about a few years later. At that time, the Athenians unhesitatingly followed Pericles' instructions. In the first legendary oration Thucydides puts in his mouth, Pericles advised the Athenians not to yield to their opponents' demands, since they were militarily stronger. Pericles was not prepared to make unilateral concessions, believing that "if Athens conceded on that issue, then Sparta was sure to come up with further demands". Consequently, Pericles asked the Spartans to offer a quid pro quo. In exchange for retracting the Megarian Decree, the Athenians demanded from Sparta to abandon their practice of periodic expulsion of foreigners from their territory ( xenelasia) and to recognize the autonomy of its allied cities, a request implying that Sparta's hegemony was also ruthless. The terms were rejected by the Spartans, and, with neither side willing to back down, the two sides prepared for war. According to Athanasios G. Platias and Constantinos Koliopoulos, professors of strategic studies and international politics, "rather than to submit to coercive demands, Pericles chose war". Another consideration that may well have influenced Pericles' stance was the concern that revolts in the empire might spread if Athens showed herself weak.


          


          First year of the war (431 BC)
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          In 431 BC, while peace already was precarious, Archidamus II, Sparta's king, sent a new delegation to Athens, demanding that the Athenians submit to Sparta's demands. This deputation was not allowed to enter Athens, as Pericles had already passed a resolution according to which no Spartan deputation would be welcomed if the Spartans had previously initiated any hostile military actions. The Spartan army was at this time gathered at Corinth, and, citing this as a hostile action, the Athenians refused to admit their emissaries. With his last attempt at negotiation thus declined, Archidamus invaded Attica, but found no Athenians there; Pericles, aware that Sparta's strategy would be to invade and ravage Athenian territory, had previously arranged to evacuate the entire population of the region to within the walls of Athens.


          No definite record exists of how exactly Pericles managed to convince the residents of Attica to agree to move into the crowded urban areas. For most, the move meant abandoning their land and ancestral shrines and completely changing their lifestyle. Therefore, although they agreed to leave, many rural residents were far from happy with Pericles' decision. Pericles also gave his compatriots some advice on their present affairs and reassured them that, if the enemy did not plunder his farms, he would offer his property to the city. This promise was prompted by his concern that Archidamus, who was a friend of his, might pass by his estate without ravaging it, either as a gesture of friendship or as a calculated political move aimed to alienate Pericles from his constituents.


          
            
              	"For heroes have the whole earth for their tomb; and in lands far from their own, where the column with its epitaph declares it, there is enshrined in every breast a record unwritten with no tablet to preserve it, except that of the heart."
            


            
              	Pericles' Funeral Oration as recorded by Thucydides ( 2.43)
            

          


          In any case, seeing the pillage of their farms, the Athenians were outraged, and they soon began to indirectly express their discontent towards their leader, who many of them considered to have drawn them into the war. Even in the face of mounting pressure, Pericles did not give in to the demands for immediate action against the enemy or revise his initial strategy. He also avoided convening the ecclesia, fearing that the populace, outraged by the unopposed ravaging of their farms, might rashly decide to challenge the vaunted Spartan army in the field. As meetings of the assembly were called at the discretion of its rotating presidents, the "prytanies", Pericles had no formal control over their scheduling; rather, the respect in which Pericles was held by the prytanies was apparently sufficient to persuade them to do as he wished. While the Spartan army remained in Attica, Pericles sent a fleet of 100 ships to loot the coasts of the Peloponnese and charged the cavalry to guard the ravaged farms close to the walls of the city. When the enemy retired and the pillaging came to an end, Pericles proposed a decree according to which the authorities of the city should put aside 1,000 talents and 100 ships, in case Athens was attacked by naval forces. According to the most stringent provision of the decree, even proposing a different use of the money or ships would entail the penalty of death. During the autumn of 431 BC, Pericles led the Athenian forces that invaded Megara and a few months later (winter of 431 BC-430 BC) he delivered his monumental and emotional Funeral Oration, honoring the Athenians who died for their city.


          


          Last military operations and death


          In 430 BC, the army of Sparta looted Attica for a second time, but Pericles was not daunted and refused to revise his initial strategy. Unwilling to engage the Spartan army in battle, he again led a naval expedition to plunder the coasts of the Peloponnese, this time taking 100 Athenian ships with him. According to Plutarch, just before the sailing of the ships an eclipse of the moon frightened the crews, but Pericles used the astronomical knowledge he had acquired from Anaxagoras to calm them. In the summer of the same year an epidemic broke out and devastated the Athenians. The exact identity of the disease is uncertain, and has been the source of much debate. In any case, the city's plight, caused by the epidemic, triggered a new wave of public uproar, and Pericles was forced to defend himself in an emotional final speech, a rendition of which is presented by Thucydides. This is considered to be a monumental oration, revealing Pericles' virtues but also his bitterness towards his compatriots' ingratitude. Temporarily, he managed to tame the people's resentment and to ride out the storm, but his internal enemies' final bid to undermine him came off; they managed to deprive him of the generalship and to fine him at an amount estimated between 15 and 50 talents. Ancient sources mention Cleon, a rising and dynamic protagonist of the Athenian political scene during the war, as the public prosecutor in Pericles' trial.


          Nevertheless, within just a year, in 429 BC, the Athenians not only forgave Pericles but also re-elected him as strategos. He was reinstated in command of the Athenian army and led all its military operations during 429 BC, having once again under his control the levers of power. In that year, however, Pericles witnessed the death of both his legitimate sons from his first wife, Xanthippus and his beloved Paralus, in the epidemic. His morale undermined, he burst into tears and not even Aspasia's companionship could console him. He himself died of the plague in the autumn of 429 BC.


          Just before his death, Pericles' friends were concentrated around his bed, enumerating his virtues during peace and underscoring his nine war trophies. Pericles, though moribund, heard them and interrupted them, pointing out that they forgot to mention his fairest and greatest title to their admiration; "for", said he, "no living Athenian ever put on mourning because of me". Pericles lived during the first two and a half years of the Peloponnesian War and, according to Thucydides, his death was a disaster for Athens, since his successors were inferior to him; they preferred to incite all the bad habits of the rabble and followed an unstable policy, endeavoring to be popular rather than useful. With these bitter comments, Thucydides not only laments the loss of a man he admired, but he also heralds the flickering of Athens' unique glory and grandeur.


          


          Personal life


          Pericles, following Athenian custom, was first married to one of his closest relatives, with whom he had two sons, Xanthippus and Paralus. This marriage, however, was not a happy one, and at some point near 445 BC, Pericles divorced his wife and offered her to another husband, with the agreement of her male relatives. The name of his first wife is not known; the only information about her is that she was the wife of Hipponicus, before being married to Pericles, and the mother of Callias from this first marriage.


          
            
              	"For men can endure to hear others praised only so long as they can severally persuade themselves of their own ability to equal the actions recounted: when this point is passed, envy comes in and with it incredulity."
            


            
              	Pericles' Funeral Oration as recorded by Thucydides ( 2.35)
            

          


          The woman he really adored was Aspasia of Miletus. She became Pericles' mistress and they began to live together as if they were married. This relationship aroused many reactions and even Pericles' own son, Xanthippus, who had political ambitions, did not hesitate to slander his father. Nonetheless, these persecutions did not undermine Pericles' morale, although he had to burst into tears in order to protect his beloved Aspasia when she was accused of corrupting Athenian society. His greatest personal tragedy was the death of his sister and of both his legitimate sons, Xanthippus and Paralus, all affected by the epidemic, a calamity he never managed to overcome. Just before his death, the Athenians allowed a change in the law of 451 BC that made his half-Athenian son with Aspasia, Pericles the younger, a citizen and legitimate heir, a decision all the more striking in consideration that Pericles himself had proposed the law confining citizenship to those of Athenian parentage on both sides.


          


          Assessments


          Pericles marked a whole era and inspired conflicting judgments about his significant decisions, which is something normal for a political personality of his magnitude. The fact that he was at the same time a vigorous statesman, general and orator makes more complex the objective assessment of his actions.


          


          Political leadership
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          Some contemporary scholars, for example Sarah Ruden, call Pericles a populist, a demagogue and a hawk, while other scholars admire his charismatic leadership. According to Plutarch, after assuming the leadership of Athens, "he was no longer the same man as before, nor alike submissive to the people and ready to yield and give in to the desires of the multitude as a steersman to the breezes". It is told that when his political opponent, Thucydides, was asked by Sparta's king, Archidamus, whether he or Pericles was the better fighter, Thucydides answered without any hesitation that Pericles was better, because even when he was defeated, he managed to convince the audience that he had won. In matters of character, Pericles was above reproach in the eyes of the ancient historians, since "he kept himself untainted by corruption, although he was not altogether indifferent to money-making".


          Thucydides, an admirer of Pericles, maintains that Athens was "in name a democracy but, in fact, governed by its first citizen". Through this comment, the historian illustrates what he perceives as Pericles' charisma to lead, convince and, sometimes, to manipulate. Although Thucydides mentions the fining of Pericles, he does not mention the accusations against Pericles but instead focuses on Pericles' integrity. On the other hand, in one of his dialogues, Plato rejects the glorification of Pericles and quotes Socrates as saying: "As far as I know, Pericles made the Athenians slothful, garrulous and avaricious, by starting the system of public fees". Plutarch mentions other criticism of Pericles' leadership: "many others say that the people were first led on by him into allotments of public lands, festival-grants, and distributions of fees for public services, thereby falling into bad habits, and becoming luxurious and wanton under the influence of his public measures, instead of frugal and self-sufficing".


          Thucydides argues that Pericles "was not carried away by the people, but he was the one guiding the people". His judgement is not unquestioned; some 20th century critics, such as Malcolm F. McGregor and John S. Morrison, proposed that he may have been a charismatic public face acting as an advocate on the proposals of advisors, or the people themselves. According to King, by increasing the power of the people, the Athenians left themselves with no authoritative leader. During the Peloponnesian War, Pericles' dependence on popular support to govern was obvious.


          


          Military achievements


          For more than 20 years Pericles led numerous expeditions, mainly naval ones. Being always cautious, he never undertook of his own accord a battle involving much uncertainty and peril and he did not accede to the "vain impulses of the citizens". He based his military policy on Themistocles' principle that Athens' predominance depends on its superior naval power and believed that the Peloponnesians were near-invincible on land. Pericles also tried to minimize the advantages of Sparta by rebuilding the walls of Athens. According to Josiah Ober, professor of classics in Princeton University, the strategy of rebuilding the walls radically altered the use of force in Greek international relations.


          
            
              	"These glories may incur the censure of the slow and unambitious; but in the breast of energy they will awake emulation, and in those who must remain without them an envious regret. Hatred and unpopularity at the moment have fallen to the lot of all who have aspired to rule others."
            


            
              	Pericles' Third Oration as recorded by Thucydides ( 2.64)
            

          


          During the Peloponnesian War, Pericles initiated a defensive "grand strategy" whose aim was the exhaustion of the enemy and the preservation of the status quo. According to Platias and Koliopoulos, Athens as the strongest party did not have to beat Sparta in military terms and "chose to foil the Spartan plan for victory". The two basic principles of the "Periclean Grand Strategy" were the rejection of appeasement (in accordance with which he urged the Athenians not to revoke the Megarian Decree) and the avoidance of overextension. According to Kagan, Pericles' vehement insistence that there should be no diversionary expeditions may well have resulted from the bitter memory of the Egyptian campaign, which he had allegedly supported. His strategy is said to have been "inherently unpopular", but Pericles managed to persuade the Athenian public to follow it. It is for that reason that Hans Delbrck called him one of the greatest statesmen and military leaders in history. Although his countrymen engaged in several aggressive actions soon after his death, Platias and Koliopoulos argue that the Athenians remained true to the larger Periclean strategy of seeking to preserve, not expand, the empire, and did not depart from it until the Sicilian Expedition. For his part, Ben X. de Wet concludes his strategy would have succeeded had he lived longer.


          Critics of Pericles' strategy, however, have been just as numerous as its supporters. A common criticism is that Pericles was always a better politician and orator than strategist. Donald Kagan called the Periclean strategy "a form of wishful thinking that failed", Barry S. Strauss and Josiah Ober have stated that "as strategist he was a failure and deserves a share of the blame for Athens' great defeat", and Victor Davis Hanson believes that Pericles had not worked out a clear strategy for an effective offensive action that could possible force Thebes or Sparta to stop the war. Kagan criticizes the Periclean strategy on four counts: first that by rejecting minor concessions it brought about war; second, that it was unforeseen by the enemy and hence lacked credibility; third, that it was too feeble to exploit any opportunities; and fourth, that it depended on Pericles for its execution and thus was bound to be abandoned after his death. Kagan estimates Pericles' expenditure on his military strategy in the Peloponnesian War to be about 2,000 talents annually, and based on this figure concludes that he would only have enough money to keep the war going for three years. He asserts that since Pericles must have known about these limitations he probably planned for a much shorter war. Others, such as Donald W. Knight, conclude that the strategy was too defensive and would not succeed.


          On the other hand, Platias and Koliopoulos reject these criticisms and state that "the Athenians lost the war only when they dramatically reversed the Periclean grand strategy that explicitly disdained further conquests". Hanson stresses that the Periclean strategy was not innovative, but could lead to a stagnancy in favour of Athens. It is a popular conclusion that those succeeding him lacked his abilities and character.


          


          Oratorical skill
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          Thucydides' modern commentators are still trying to unravel the puzzle of Pericles' orations and to figure out if the wording belongs to the Athenian statesman or the historian. Since Pericles never wrote down or distributed his orations, no historians are able answer this with certainty; Thucydides recreated three of them from memory and, thereby, it cannot be ascertained that he did not add his own notions and thoughts. Although Pericles was a main source of his inspiration, some historians have noted that the passionate and idealistic literary style of the speeches Thucydides attributes to Pericles is completely at odds with Thucydides' own cold and analytical writing style. This might, however, be the result of the incorporation of the genre of rhetoric into the genre of historiography. That is to say, Thucydides could simply have used two different writing styles for two different purposes.


          Kagan states that Pericles adopted "an elevated mode of speech, free from the vulgar and knavish tricks of mob-orators" and, according to Diodorus Siculus, he "excelled all his fellow citizens in skill of oratory". According to Plutarch, he avoided using gimmicks in his speeches, unlike the passionate Demosthenes, and always spoke in a calm and tranquil manner. The biographer points out, however, that the poet Ion reported that Pericles' speaking style was "a presumptuous and somewhat arrogant manner of address, and that into his haughtiness there entered a good deal of disdain and contempt for others". Gorgias, in Plato's homonymous dialogue, uses Pericles as an example of powerful oratory. In Menexenus, however, Socrates casts aspersions on Pericles' rhetorical fame, claiming ironically that, since Pericles was educated by Aspasia, a trainer of many orators, he would be superior in rhetoric to someone educated by Antiphon. He also attributes authorship of the Funeral Oration to Aspasia and attacks his contemporaries' veneration of Pericles.


          Ancient Greek writers call Pericles "Olympian" and vaunt his talents; referring to him "thundering and lightening and exciting Greece" and carrying the weapons of Zeus when orating. According to Quintilian, Pericles would always prepare assiduously for his orations and, before going on the rostrum, he would always pray to the Gods, so as not to utter any improper word. Sir Richard C. Jebb concludes that "unique as an Athenian statesman, Pericles must have been in two respects unique also as an Athenian orator; first, because he occupied such a position of personal ascendancy as no man before or after him attained; secondly, because his thoughts and his moral force won him such renown for eloquence as no one else ever got from Athenians".


          


          Legacy


          Pericles' most visible legacy can be found in the literary and artistic works of his Golden Age, most of which survive to this day. The Acropolis, though in ruins, still stands and is a symbol of modern Athens. Paparrigopoulos wrote that these masterpieces are "sufficient to render the name of Greece immortal in our world".


          In politics, Victor L. Ehrenberg argues that a basic element of Pericles' legacy is Athenian imperialism, which denies true democracy and freedom to the people of all but the ruling state. The promotion of such an arrogant imperialism is said to have ruined Athens. Pericles and his "expansionary" policies were placed in the centre of neocons's and pro-Iraq war conservatives' analyses and arguments. According to Gary North, a fierce neocons' critic, "there is little doubt that certain neoconservatives, who are not serving in the military, and who avoided such service in their college days, resonate with [Pericles' suggestions]."


          Other analysts maintain an Athenian humanism illustrated in the Golden Age. The freedom of expression is regarded as the lasting legacy deriving from this period. Pericles is lauded as "the ideal type of the perfect statesman in ancient Greece" and his Funeral Oration is nowadays synonymous with the struggle for participatory democracy and civic pride.
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        Periodic table


        
          

          The periodic table of the chemical elements is a tabular method of displaying the chemical elements. Although precursors to this table exist, its invention is generally credited to Russian chemist Dmitri Mendeleev in 1869. Mendeleev intended the table to illustrate recurring ("periodic") trends in the properties of the elements. The layout of the table has been refined and extended over time, as new elements have been discovered, and new theoretical models have been developed to explain chemical behaviour.


          The periodic table is now ubiquitous within the academic discipline of chemistry, providing an extremely useful framework to classify, systematize and compare all the many different forms of chemical behaviour. The table has also found wide application in physics, biology, engineering, and industry. The current standard table contains 117 elements as of January 27, 2008 (elements 1-116 and element 118).
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                	38

                Sr

                	39

                Y

                	40

                Zr

                	41

                Nb

                	42

                Mo

                	43

                Tc

                	44

                Ru

                	45

                Rh

                	46

                Pd

                	47

                Ag

                	48

                Cd

                	49

                In

                	50

                Sn

                	51

                Sb

                	52

                Te

                	53

                I

                	54

                Xe
              


              
                	6

                	55

                Cs

                	56

                Ba

                	*

                

                	72

                Hf

                	73

                Ta

                	74

                W

                	75

                Re

                	76

                Os

                	77

                Ir

                	78

                Pt

                	79

                Au

                	80

                Hg

                	81

                Tl

                	82

                Pb

                	83

                Bi

                	84

                Po

                	85

                At

                	86

                Rn
              


              
                	7

                	87

                Fr

                	88

                Ra

                	**

                

                	104

                Rf

                	105

                Db

                	106

                Sg

                	107

                Bh

                	108

                Hs

                	109

                Mt

                	110

                Ds

                	111

                Rg

                	112

                Uub

                	113

                Uut

                	114

                Uuq

                	115

                Uup

                	116

                Uuh

                	117

                Uus

                	118

                Uuo
              


              
                	

              


              
                	* Lanthanides

                	57

                La

                	58

                Ce

                	59

                Pr

                	60

                Nd

                	61

                Pm

                	62

                Sm

                	63

                Eu

                	64

                Gd

                	65

                Tb

                	66

                Dy

                	67

                Ho

                	68

                Er

                	69

                Tm

                	70

                Yb

                	71

                Lu
              


              
                	** Actinides

                	89

                Ac

                	90

                Th

                	91

                Pa

                	92

                U

                	93

                Np

                	94

                Pu

                	95

                Am

                	96

                Cm

                	97

                Bk

                	98

                Cf

                	99

                Es

                	100

                Fm

                	101

                Md

                	102

                No

                	103

                Lr
              

            

          


          

          This common arrangement of the periodic table separates the lanthanides and actinides from other elements. The wide periodic table incorporates the f-block. The extended periodic table adds the 8th and 9th periods, incorporating the f-block and adding the theoretical g-block.


          
            
              	
                
                  Element categories in the periodic table


                  
                    
                      	Metals

                      	Metalloids

                      	Nonmetals

                      	Unknown
                    


                    
                      	Alkali metals

                      	Alkaline earth metals

                      	Inner transition elements

                      	Transition elements

                      	Other metals

                      	Other nonmetals

                      	Halogens

                      	Noble gases
                    


                    
                      	Lanthanides

                      	Actinides
                    

                  

                

              
            


            
              	
                
                  
                    Atomic number colors show state at standard temperature and pressure (0C and 1atm)
                  

                  
                    	Solids

                    	Liquids

                    	Gases

                    	Unknown
                  

                

              

              	
                
                  
                    Borders show natural occurrence
                  

                  
                    	Primordial

                    	From decay

                    	Synthetic

                    	Undiscovered
                  

                

              
            

          


          


          Alternative versions (Layout/view of the table)


          
            	The wide table sets inline the f-block of lanthanides and actinides.


            	The standard table (same as above) provides the basics.


            	A vertical table scrolls down for narrow pages.


            	The big table provides the basics and full element names.


            	The large table provides the above and atomic masses.


            	The detailed table provides a smaller version of the huge table.


            	The Electronegativity table provides electronegativities.


            	Electron configurations


            	Metals and non-metals


            	The blocks are shaded instead of series.


            	The valences are shaded instead of series.

          


          Other alternative periodic tables exist.


          Some versions of the table show a dark stair-step line along the metalloids. Metals are to the left of the line and non-metals to the right.


          


          Arrangement


          The layout of the periodic table demonstrates recurring ("periodic") chemical properties. Elements are listed in order of increasing atomic number (i.e. the number of protons in the atomic nucleus). Rows are arranged so that elements with similar properties fall into the same vertical columns ("groups"). According to quantum mechanical theories of electron configuration within atoms, each horizontal row ("period") in the table corresponded to the filling of a quantum shell of electrons. There are progressively longer periods further down the table, grouping the elements into s-, p-, d- and f-blocks to reflect their electron configuration.


          In printed tables, each element is usually listed with its element symbol and atomic number; many versions of the table also list the element's atomic mass and other information, such as its abbreviated electron configuration, electronegativity and most common valence numbers.


          As of 2006, the table contains 117 chemical elements whose discoveries have been confirmed. Ninety-four are found naturally on Earth, and the rest are synthetic elements that have been produced artificially in particle accelerators. Elements 43 (technetium), 61 (promethium), 93 (neptunium) and 94 (plutonium) have no stable isotopes and were first discovered synthetically; however, they were later discovered in trace amounts on earth as products of natural radioactive decay processes.


          


          Periodicity of chemical properties


          The main value of the periodic table is the ability to predict the chemical properties of an element based on its location on the table. It should be noted that the properties vary differently when moving vertically along the columns of the table, than when moving horizontally along the rows.


          


          Groups and periods


          
            	A group is a vertical column in the periodic table of the elements.

          


          Groups are considered the most important method of classifying the elements. In some groups, the elements have very similar properties and exhibit a clear trend in properties down the group  these groups tend to be given trivial (unsystematic) names, e.g. the alkali metals, alkaline earth metals, halogens and noble gases. Some other groups in the periodic table display fewer similarities and/or vertical trends (for example Groups 14 and 15), and these have no trivial names and are referred to simply by their group numbers.


          
            	A period is a horizontal row in the periodic table of the elements.

          


          Although groups are the most common way of classifying elements, there are some regions of the periodic table where the horizontal trends and similarities in properties are more significant than vertical group trends. This can be true in the d-block (or "transition metals"), and especially for the f-block, where the lanthanides and actinides form two substantial horizontal series of elements.


          


          Periodic trends of groups


          Modern quantum mechanical theories of atomic structure explain group trends by proposing that elements within the same group have the same electron configurations in their valence shell, which is the most important factor in accounting for their similar properties. Elements in the same group also show patterns in their atomic radius, ionization energy, and electronegativity. From top to bottom in a group, the atomic radii of the elements increase. Since there are more filled energy levels, electrons are found farther from the nucleus. From the top, each successive element has a lower ionization energy because it is easier to remove an electron since the atoms are less tightly bound. Similarly, a group will also see a top to bottom decrease in electronegativity due to an increasing distance between valence electrons and the nucleus.


          


          Periodic trends of periods


          Elements in the same period show trends in atomic radius, ionization energy, electron affinity, and electronegativity. Moving left to right across a period, atomic radius usually decreases. This occurs because each successive element has an added proton and electron which causes the electron to be drawn closer to the nucleus. This decrease in atomic radius also causes the ionization energy to increase when moving from left to right across a period. The more tightly bound an element is, the more energy is required to remove an electron. Similarly, electronegativity will increase in the same manner as ionization energy because of the amount of pull that is exerted on the electrons by the nucleus. Electron affinity also shows a slight trend across a period. Metals (left side of a period) generally have a lower electron affinity than nonmetals (right side of a period) with the exception of the noble gases.


          


          Examples


          


          Noble gases


          All the elements of Group 18, the noble gases, have full valence shells. This means they do not need to react with other elements to attain a full shell, and are therefore much less reactive than other groups. Helium and neon are the most inert elements among noble gases, since reactivity, in this group, increases with the periods: it is possible to make heavy noble gases react since they have much larger electron shells. However, their reactivity remains very low in absolute terms.


          


          Halogens


          In Group 17, known as the halogens, elements are missing just one electron each to fill their shells. Therefore, in chemical reactions they tend to acquire electrons (the tendency to acquire electrons is called electronegativity). This property is most evident for fluorine (the most electronegative element of the whole table), and it diminishes with increasing period.


          As a result, all halogens form acids with hydrogen, such as hydrofluoric acid, hydrochloric acid, hydrobromic acid and hydroiodic acid, all in the form HX. Their acidity increases with higher period, for example, with regard to iodine and fluorine, since a large I ion is more stable in solution than a small F, there is less volume in which to disperse the charge.


          


          Transition metals


          For the transition metals (Groups 3 to 12), horizontal trends across periods are often important as well as vertical trends down groups; the differences between groups adjacent are usually not dramatic. Transition metal reactions often involve coordinated species.


          


          Lanthanides and actinides


          The chemical properties of the lanthanides (elements 5771) and the actinides (elements 89103) are even more similar to each other than the transition metals, and separating a mixture of these can be very difficult. This is important in the chemical purification of uranium concerning nuclear power.


          


          Structure of the periodic table


          The primary determinant of an element's chemical properties is its electron configuration, particularly the valence shell electrons. For instance, any atoms with four valence electrons occupying p orbitals will exhibit some similarity. The type of orbital in which the atom's outermost electrons reside determines the "block" to which it belongs. The number of valence shell electrons determines the family, or group, to which the element belongs.


          The total number of electron shells an atom has determines the period to which it belongs. Each shell is divided into different subshells, which as atomic number increases are filled in roughly this order (the Aufbau principle):


          
            
              	Subshell:

              	S

              	G

              	F

              	D

              	P
            


            
              	Period

              	

              	

              	

              	

              	
            


            
              	1

              	1s

              	

              	

              	

              	
            


            
              	2

              	2s

              	

              	

              	

              	2p
            


            
              	3

              	3s

              	

              	

              	

              	3p
            


            
              	4

              	4s

              	

              	

              	3d

              	4p
            


            
              	5

              	5s

              	

              	

              	4d

              	5p
            


            
              	6

              	6s

              	

              	4f

              	5d

              	6p
            


            
              	7

              	7s

              	

              	5f

              	6d

              	7p
            


            
              	8

              	8s

              	5g

              	6f

              	7d

              	8p
            

          


          Hence the structure of the table. Since the outermost electrons determine chemical properties, those with the same number of valence electrons are grouped together.


          Progressing through a group from lightest element to heaviest element, the outer-shell electrons (those most readily accessible for participation in chemical reactions) are all in the same type of orbital, with a similar shape, but with increasingly higher energy and average distance from the nucleus. For instance, the outer-shell (or "valence") electrons of the first group, headed by hydrogen, all have one electron in an s orbital. In hydrogen, that s orbital is in the lowest possible energy state of any atom, the first-shell orbital (and represented by hydrogen's position in the first period of the table). In francium, the heaviest element of the group, the outer-shell electron is in the seventh-shell orbital, significantly further out on average from the nucleus than those electrons filling all the shells below it in energy. As another example, both carbon and lead have four electrons in their outer shell orbitals.


          Note that as atomic number (i.e. charge on the atomic nucleus) increases, this leads to greater spin-orbit coupling between the nucleus and the electrons, reducing the validity of the quantum mechanical orbital approximation model, which considers each atomic orbital as a separate entity.


          Because of the importance of the outermost shell, the different regions of the periodic table are sometimes referred to as periodic table blocks, named according to the sub-shell in which the "last" electron resides, e.g. the s-block, the p-block, the d-block, etc.


          Regarding the elements Ununbium, ununtrium, ununquadium, etc., they are elements that have been discovered, but so far have not been named.


          
            [image: ]
          


          



          


          History


          In Ancient Greece, the influential Greek philosopher Aristotle proposed that there were four main elements: air, fire, earth and water. All of these elements could be reacted to create another one; e.g., earth and fire combined to form lava. However, this theory was dismissed when the real chemical elements started being discovered. Scientists needed an easily accessible, well organized database with which information about the elements could be recorded and accessed. This was to be known as the periodic table.


          The original table was created before the discovery of subatomic particles or the formulation of current quantum mechanical theories of atomic structure. If one orders the elements by atomic mass, and then plots certain other properties against atomic mass, one sees an undulation or periodicity to these properties as a function of atomic mass. The first to recognize these regularities was the German chemist Johann Wolfgang Dbereiner who, in 1829, noticed a number of triads of similar elements:


          
            
              Some triads
            

            
              	Element

              	Molar mass

              (g/mol)

              	Density

              (g/cm)
            


            
              	chlorine

              	35.453

              	0.0032
            


            
              	bromine

              	79.904

              	3.1028
            


            
              	iodine

              	126.90447

              	4.933
            


            
              	
            


            
              	calcium

              	40.078

              	1.55
            


            
              	strontium

              	87.62

              	2.54
            


            
              	barium

              	137.327

              	3.594
            

          


          In 1829 Dbereiner proposed the Law of Triads: The middle element in the triad had atomic weight that was the average of the other two members. The densities of some triads followed a similar pattern. Soon other scientists found chemical relationships extended beyond triads. Fluorine was added to Cl/Br/I group; sulfur, oxygen, selenium and tellurium were grouped into a family; nitrogen, phosphorus, arsenic, antimony, and bismuth were classified as another group.


          
            [image: Dmitri Mendeleev, father of the periodic table]

            
              Dmitri Mendeleev, father of the periodic table
            

          


          This was followed by the English chemist John Newlands, who noticed in 1865 that when placed in order of increasing atomic weight, elements of similar physical and chemical properties recurred at intervals of eight, which he likened to the octaves of music, though his law of octaves was ridiculed by his contemporaries. However, while successful for some elements, Newlands' law of octaves failed for two reasons:


          
            	It was not valid for elements that had atomic masses higher than Ca.


            	When further elements were discovered, such as the noble gases (He, Ne, Ar), they could not be accommodated in his table.

          


          Finally, in 1869 the Russian chemistry professor Dmitri Ivanovich Mendeleev and four months later the German Julius Lothar Meyer independently developed the first periodic table, arranging the elements by mass. However, Mendeleev plotted a few elements out of strict mass sequence in order to make a better match to the properties of their neighbors in the table, corrected mistakes in the values of several atomic masses, and predicted the existence and properties of a few new elements in the empty cells of his table. Mendeleev was later vindicated by the discovery of the electronic structure of the elements in the late 19th and early 20th century.


          Earlier attempts to list the elements to show the relationships between them (for example by Newlands) had usually involved putting them in order of atomic mass. Mendeleev's key insight in devising the periodic table was to lay out the elements to illustrate recurring ("periodic") chemical properties (even if this meant some of them were not in mass order), and to leave gaps for "missing" elements. Mendeleev used his table to predict the properties of these "missing elements", and many of them were indeed discovered and fit the predictions well.


          With the development of theories of atomic structure (for instance by Henry Moseley) it became apparent that Mendeleev had listed the elements in order of increasing atomic number (i.e. the net amount of positive charge on the atomic nucleus). This sequence is nearly identical to that resulting from ascending atomic mass.


          In order to illustrate recurring properties, Mendeleev began new rows in his table so that elements with similar properties fell into the same vertical columns ("groups").


          With the development of modern quantum mechanical theories of electron configuration within atoms, it became apparent that each horizontal row ("period") in the table corresponded to the filling of a quantum shell of electrons. In Mendeleev's original table, each period was the same length. Modern tables have progressively longer periods further down the table, and group the elements into s-, p-, d- and f-blocks to reflect our understanding of their electron configuration.


          In the 1940s Glenn T. Seaborg identified the transuranic lanthanides and the actinides, which may be placed within the table, or below (as shown above).
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        Periodic table (large version)


        
          

          This large version of the periodic table contains the symbol, atomic number, and standard atomic weight of each element. The key below explains the colour-coding and layout of each entry.


          
            
              	Group

              	1

              	2

              	3

              	4

              	5

              	6

              	7

              	8

              	9

              	10

              	11

              	12

              	13

              	14

              	15

              	16

              	17

              	18
            


            
              	 Period

              	IA

              	IIA

              	IIIB

              	IVB

              	VB

              	VIB

              	VIIB

              	VIIIB

              	VIIIB

              	VIIIB

              	IB

              	IIB

              	IIIA

              	IVA

              	VA

              	VIA

              	VIIA

              	VIIIA
            


            
              	1

              	hydrogen

              1

              H

              1.00794(7)

              	
                Name of element

                Atomic number

                Chemical symbol


                Relative atomic mass

              

              	

              	helium

              2

              He

              4.002602(2)
            


            
              	2

              	lithium

              3

              Li

              6.941(2)

              	beryllium

              4

              Be

              9.012182(3)

              	

              	boron

              5

              B

              10.811(7)

              	carbon

              6

              C

              12.0107(8)

              	nitrogen

              7

              N

              14.00674(7)

              	oxygen

              8

              O

              15.9994(3)

              	fluorine

              9

              F

              18.9984032(5)

              	neon

              10

              Ne

              20.1797(6)
            


            
              	3

              	sodium

              11

              Na

              22.98976928(2)

              	magnesium

              12

              Mg

              24.3050(6)

              	

              	aluminium

              13

              Al

              26.9815386(8)

              	silicon

              14

              Si

              28.0855(3)

              	phosphorus

              15

              P

              30.973762(2)

              	sulfur

              16

              S

              32.066(6)

              	chlorine

              17

              Cl

              35.4527(9)

              	argon

              18

              Ar

              39.948(1)
            


            
              	4

              	potassium

              19

              K

              39.0983(1)

              	calcium

              20

              Ca

              40.078(4)

              	scandium

              21

              Sc

              44.955912(6)

              	titanium

              22

              Ti

              47.867(1)

              	vanadium

              23

              V

              50.9415(1)

              	chromium

              24

              Cr

              51.9961(6)

              	manganese

              25

              Mn

              54.938045(5)

              	iron

              26

              Fe

              55.845(2)

              	cobalt

              27

              Co

              58.933195(5)

              	nickel

              28

              Ni

              58.6934(2)

              	copper

              29

              Cu

              63.546(3)

              	zinc

              30

              Zn

              65.39(2)

              	gallium

              31

              Ga

              69.723(1)

              	germanium

              32

              Ge

              72.61(2)

              	arsenic

              33

              As

              74.92160(2)

              	selenium

              34

              Se

              78.96(3)

              	bromine

              35

              Br

              79.904(1)

              	krypton

              36

              Kr

              83.80(1)
            


            
              	5

              	rubidium

              37

              Rb

              85.4678(3)

              	strontium

              38

              Sr

              87.62(1)

              	yttrium

              39

              Y

              88.90585(2)

              	zirconium

              40

              Zr

              91.224(2)

              	niobium

              41

              Nb

              92.90638(2)

              	molybdenum

              42

              Mo

              95.94(1)

              	technetium

              43

              Tc

              [97.9072]

              	ruthenium

              44

              Ru

              101.07(2)

              	rhodium

              45

              Rh

              102.90550(2)

              	palladium

              46

              Pd

              106.42(1)

              	silver

              47

              Ag

              107.8682(2)

              	cadmium

              48

              Cd

              112.411(8)

              	indium

              49

              In

              114.818(3)

              	tin

              50

              Sn

              118.710(7)

              	antimony

              51

              Sb

              121.760(1)

              	tellurium

              52

              Te

              127.60(3)

              	iodine

              53

              I

              126.90447(3)

              	xenon

              54

              Xe

              131.29(2)
            


            
              	6

              	caesium

              55

              Cs

              132.9054519(2)

              	barium

              56

              Ba

              137.327(7)

              	Lanthanides

              57-71

              *

              


              	hafnium

              72

              Hf

              178.49(2)

              	tantalum

              73

              Ta

              180.94788(2)

              	tungsten

              74

              W

              183.84(1)

              	rhenium

              75

              Re

              186.207(1)

              	osmium

              76

              Os

              190.23(3)

              	iridium

              77

              Ir

              192.217(3)

              	platinum

              78

              Pt

              195.084(9)

              	gold

              79

              Au

              196.966569(4)

              	mercury

              80

              Hg

              200.59(2)

              	thallium

              81

              Tl

              204.3833(2)

              	lead

              82

              Pb

              207.2(1)

              	bismuth

              83

              Bi

              208.98040(1)

              	polonium

              84

              Po

              [208.9824]

              	astatine

              85

              At

              [209.9871]

              	radon

              86

              Rn

              [222.0176]
            


            
              	7

              	francium

              87

              Fr

              [223.0197]

              	radium

              88

              Ra

              [226.0254]

              	Actinides

              89-103

              **

              


              	rutherfordium

              104

              Rf

              [263.1125]

              	dubnium

              105

              Db

              [262.1144]

              	seaborgium

              106

              Sg

              [266.1219]

              	bohrium

              107

              Bh

              [264.1247]

              	hassium

              108

              Hs

              [269.1341]

              	meitnerium

              109

              Mt

              [268.1388]

              	darmstadtium

              110

              Ds

              [272.1463]

              	roentgenium

              111

              Rg

              [272.1535]

              	ununbium

              112

              Uub

              [277]

              	ununtrium

              113

              Uut

              [284]

              	ununquadium

              114

              Uuq

              [289]

              	ununpentium

              115

              Uup

              [288]

              	ununhexium

              116

              Uuh

              [292]

              	ununseptium

              117

              Uus

              [292]

              	ununoctium

              118

              Uuo

              [294]
            


            
              	

            


            
              	*Lanthanides 

              	lanthanum

              57

              La

              138.90547(7)

              	cerium

              58

              Ce

              140.116(1)

              	praseodymium

              59

              Pr

              140.90765(2)

              	neodymium

              60

              Nd

              144.242(3)

              	promethium

              61

              Pm

              [144.9127]

              	samarium

              62

              Sm

              150.36(2)

              	europium

              63

              Eu

              151.964(1)

              	gadolinium

              64

              Gd

              157.25(3)

              	terbium

              65

              Tb

              158.92535(2)

              	dysprosium

              66

              Dy

              162.500(1)

              	holmium

              67

              Ho

              164.93032(2)

              	erbium

              68

              Er

              167.259(3)

              	thulium

              69

              Tm

              168.93421(2)

              	ytterbium

              70

              Yb

              173.04(3)

              	lutetium

              71

              Lu

              174.967(1)
            


            
              	**Actinides 

              	actinium

              89

              Ac

              [227.0277]

              	thorium

              90

              Th

              232.03806(2)

              	protactinium

              91

              Pa

              231.03588(2)

              	uranium

              92

              U

              238.02891(3)

              	neptunium

              93

              Np

              [237.0482]

              	plutonium

              94

              Pu

              [244.0642]

              	americium

              95

              Am

              [243.0614]

              	curium

              96

              Cm

              [247.0703]

              	berkelium

              97

              Bk

              [247.0703]

              	californium

              98

              Cf

              [251.0796]

              	einsteinium

              99

              Es

              [252.0830]

              	fermium

              100

              Fm

              [257.0951]

              	mendelevium

              101

              Md

              [258.0984]

              	nobelium

              102

              No

              [259.1011]

              	lawrencium

              103

              Lr

              [262.110]
            

          


          



          
            
              	
                
                  Element categories in the periodic table


                  
                    
                      	Metals

                      	Metalloids

                      	Nonmetals

                      	Unknown
                    


                    
                      	Alkali metals

                      	Alkaline earth metals

                      	Inner transition elements

                      	Transition elements

                      	Other metals

                      	Other nonmetals

                      	Halogens

                      	Noble gases
                    


                    
                      	Lanthanides

                      	Actinides
                    

                  

                

              
            


            
              	
                
                  
                    State at standard temperature and pressure (0C and 1 atm)
                  

                  
                    	Gases

                    	Liquids

                    	Solids
                  

                

              

              	
                
                  
                    Natural occurrence
                  

                  
                    	Undiscovered

                    	Synthetic

                    	From decay

                    	Primordial
                  

                

              
            

          


          A value in brackets, such as [259.1011], is the atomic mass of the most stable isotope unless it is an integer, in which case it is the mass number of the most stable isotope. In all other cases, the value is the relative atomic mass of common terrestrial composition, according to Atomic Weights of the Elements 2001, and includes its uncertainty in parenthesis. For example, the value of 1.00794(7) for hydrogen means that a normal terrestrial isotopic composition of hydrogen has a relative atomic mass of 1.00794 atomic mass units (u) with an uncertainty of 0.00007u, reflecting primarily local variability around the earth.

          This atomic mass is only an estimate, as this element has not yet been discovered.
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                    	Element categories

                    	
                      
                        Alkalis Alkaline earths Lanthanides Actinides Transition metals Metals Metalloids Nonmetals Halogens Noble gases
                      

                    
                  


                  
                    	
                  


                  
                    	Blocks

                    	
                      
                        s-block p-block d-block f-block g-block
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        Periodic table (standard)


        
          

          This is a typical display of the periodic table of the elements. For more information on its contents and history, see the article Periodic table.

          


          
            
              
                	Group

                	1

                	2

                	3

                	4

                	5

                	6

                	7

                	8

                	9

                	10

                	11

                	12

                	13

                	14

                	15

                	16

                	17

                	18
              


              
                	 Period

                	

              


              
                	1

                	1

                H

                	


                	2

                He
              


              
                	2

                	3

                Li

                	4

                Be

                	


                	5

                B

                	6

                C

                	7

                N

                	8

                O

                	9

                F

                	10

                Ne
              


              
                	3

                	11

                Na

                	12

                Mg

                	


                	13

                Al

                	14

                Si

                	15

                P

                	16

                S

                	17

                Cl

                	18

                Ar
              


              
                	4

                	19

                K

                	20

                Ca

                	21

                Sc

                	22

                Ti

                	23

                V

                	24

                Cr

                	25

                Mn

                	26

                Fe

                	27

                Co

                	28

                Ni

                	29

                Cu

                	30

                Zn

                	31

                Ga

                	32

                Ge

                	33

                As

                	34

                Se

                	35

                Br

                	36

                Kr
              


              
                	5

                	37

                Rb

                	38

                Sr

                	39

                Y

                	40

                Zr

                	41

                Nb

                	42

                Mo

                	43

                Tc

                	44

                Ru

                	45

                Rh

                	46

                Pd

                	47

                Ag

                	48

                Cd

                	49

                In

                	50

                Sn

                	51

                Sb

                	52

                Te

                	53

                I

                	54

                Xe
              


              
                	6

                	55

                Cs

                	56

                Ba

                	*

                

                	72

                Hf

                	73

                Ta

                	74

                W

                	75

                Re

                	76

                Os

                	77

                Ir

                	78

                Pt

                	79

                Au

                	80

                Hg

                	81

                Tl

                	82

                Pb

                	83

                Bi

                	84

                Po

                	85

                At

                	86

                Rn
              


              
                	7

                	87

                Fr

                	88

                Ra

                	**

                

                	104

                Rf

                	105

                Db

                	106

                Sg

                	107

                Bh

                	108

                Hs

                	109

                Mt

                	110

                Ds

                	111

                Rg

                	112

                Uub

                	113

                Uut

                	114

                Uuq

                	115

                Uup

                	116

                Uuh

                	117

                Uus

                	118

                Uuo
              


              
                	

              


              
                	* Lanthanides

                	57

                La

                	58

                Ce

                	59

                Pr

                	60

                Nd

                	61

                Pm

                	62

                Sm

                	63

                Eu

                	64

                Gd

                	65

                Tb

                	66

                Dy

                	67

                Ho

                	68

                Er

                	69

                Tm

                	70

                Yb

                	71

                Lu
              


              
                	** Actinides

                	89

                Ac

                	90

                Th

                	91

                Pa

                	92

                U

                	93

                Np

                	94

                Pu

                	95

                Am

                	96

                Cm

                	97

                Bk

                	98

                Cf

                	99

                Es

                	100

                Fm

                	101

                Md

                	102

                No

                	103

                Lr
              

            

          


          

          This common arrangement of the periodic table separates the lanthanides and actinides from other elements. The Wide Periodic Table incorporates the f-block; the Extended Periodic Table incorporates the f-block and adds the theoretical g-block.


          
            
              	
                
                  Element categories in the periodic table


                  
                    
                      	Metals

                      	Metalloids

                      	Nonmetals

                      	Unknown
                    


                    
                      	Alkali metals

                      	Alkaline earth metals

                      	Inner transition elements

                      	Transition elements

                      	Other metals

                      	Other nonmetals

                      	Halogens

                      	Noble gases
                    


                    
                      	Lanthanides

                      	Actinides
                    

                  

                

              
            


            
              	
                
                  
                    Atomic number colors show state at standard temperature and pressure (0C and 1atm)
                  

                  
                    	Solids

                    	Liquids

                    	Gases

                    	Unknown
                  

                

              

              	
                
                  
                    Borders show natural occurrence
                  

                  
                    	Primordial

                    	From decay

                    	Synthetic

                    	Undiscovered
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              Perl
            

            
              	[image: Image:Programming-republic-of-perl.jpg]
            


            
              	Paradigm

              	Multi-paradigm
            


            
              	Appeared in

              	1987
            


            
              	Designed by

              	Larry Wall
            


            
              	Latest release

              	5.10.0/ December 18, 2007(2007-12-18)
            


            
              	Typing discipline

              	Dynamic
            


            
              	Influenced by

              	AWK, BASIC, BASIC-PLUS, C, C++, Lisp, Pascal, sed, Unix shell
            


            
              	Influenced

              	Python, PHP, Ruby, ECMAScript, Dao, Windows PowerShell
            


            
              	OS

              	Cross-platform
            


            
              	License

              	GNU General Public License, Artistic License
            


            
              	Website

              	http://www.perl.org/
            

          


          In computer programming, Perl is a high-level, general-purpose, interpreted, dynamic programming language. Perl was originally developed by Larry Wall, a linguist working as a systems administrator for NASA, in 1987, as a general purpose Unix scripting language to make report processing easier.Since then, it has undergone many changes and revisions and became widely popular among programmers. Larry Wall continues to oversee development of the core language, and its newest version, Perl 6.


          Perl borrows features from other programming languages including C, shell scripting ( sh), AWK, sed and Lisp. The language provides powerful text processing facilities without arbitrary data length limits, like the many Unix tools present at the time, making it the ideal language for manipulating text files. It is also used for graphics programming, system administration, network programming, applications that require database access and CGI programming on the Web. Perl is nicknamed as the Swiss Army chainsaw of the programming languages because of its flexibility and adaptability.


          


          History


          Larry Wall began work on Perl in 1987, while working as a programmer at Unisys, and released version 1.0 to the comp.sources.misc newsgroup on December 18, 1987. The language expanded rapidly over the next few years. Perl 2, released in 1988, featured a better regular expression engine. Perl 3, released in 1989, added support for binary data streams.


          Originally the only documentation for Perl was a single (increasingly lengthy) man page. In 1991, Programming perl (known to many Perl programmers as the "Camel Book") was published, and became the de facto reference for the language. At the same time, the Perl version number was bumped to 4, not to mark a major change in the language, but to identify the version that was documented by the book.


          Perl 4 went through a series of maintenance releases, culminating in Perl 4.036 in 1993. At that point, Wall abandoned Perl 4 to begin work on Perl 5.


          Initial design of Perl 5 continued into 1994. The perl5-porters mailing list was established in May 1994 to coordinate work on porting Perl 5 to different platforms. It remains the primary forum for development, maintenance, and porting of Perl 5.


          Perl 5 was released on October 17, 1994. It was a nearly complete rewrite of the interpreter, and added many new features to the language, including objects, references, lexical (my) variables, and modules. Importantly, modules provided a mechanism for extending the language without modifying the interpreter. This allowed the core interpreter to stabilize, even as it enabled ordinary Perl programmers to add new language features.


          As of 2008, Perl 5 is still being actively maintained. Important features and some essential new language constructs have been added along the way, including Unicode support, threads, improved support for object oriented programming and many other enhancements.


          On December 18, 2007, the 20th anniversary of Perl 1.0, Perl 5.10.0 was released. Perl 5.10.0 includes notable new features, which bring it closer to Perl 6, among them a new switch statement (called "given/when"), regular expressions updates, the "smart match operator" ~~, and more.


          One of the most important events in Perl 5 history took place outside of the language proper, and was a consequence of its module support. On October 26, 1995, the Comprehensive Perl Archive Network (CPAN) was established as a repository for Perl modules and Perl itself. At the time of writing, it carries over 13,500 modules by over 6,500 authors. CPAN is widely regarded as one of the greatest strengths of Perl in practice.


          


          Name


          Perl was originally named "Pearl", after the Parable of the Pearl from the Gospel of Matthew. Larry Wall wanted to give the language a short name with positive connotations; he claims that he considered (and rejected) every three- and four-letter word in the dictionary. He also considered naming it after his wife Gloria. Wall discovered the existing PEARL programming language before Perl's official release and changed the spelling of the name.


          The name is normally capitalized (Perl) when referring to the language and uncapitalized (perl) when referring to the interpreter program itself since Unix-like file systems are case-sensitive. Before the release of the first edition of Programming Perl, it was common to refer to the language as perl; Randal L. Schwartz, however, capitalised the language's name in the book to make it stand out better when typeset. The case distinction was subsequently adopted by the community.


          The name is occasionally given as "PERL" (for Practical Extraction and Report Language). Although the expansion has prevailed in many of today's manuals, including the official Perl man page, it is merely a backronym. The name does not officially stand for anything, so spelling it in all caps is incorrect. Proper capitalisation is considered a shibboleth in the Perl community. Several other expansions have been suggested, including Wall's own humorous Pathologically Eclectic Rubbish Lister. Indeed, Wall claims that the name was intended to inspire many different expansions.


          


          The camel symbol


          Programming Perl, published by O'Reilly Media, features a picture of a camel on the cover, and is commonly referred to as The Camel Book. This image of a camel has become a general symbol of Perl.


          It is also a hacker emblem, appearing on some T-shirts and other clothing items.


          O'Reilly owns the image as a trademark, but claims to use their legal rights only to protect the "integrity and impact of that symbol". O'Reilly allows non-commercial use of the symbol, and provides Programming Republic of Perl logos and Powered by Perl buttons.


          


          Overview


          Perl is a general-purpose programming language originally developed for text manipulation and now used for a wide range of tasks including system administration, web development, network programming, GUI development, and more.


          The language is intended to be practical (easy to use, efficient, complete) rather than beautiful (tiny, elegant, minimal). Its major features include support for multiple programming paradigms ( procedural, object-oriented, and functional styles), reference counting memory management (without a cycle-detecting garbage collector), built-in support for text processing, and a large collection of third-party modules.


          According to Larry Wall, Perl has two slogans. The first is "There's more than one way to do it", commonly known as TMTOWTDI and the second is "Easy things should be easy and hard things should be possible".


          


          Features


          The overall structure of Perl derives broadly from C. Perl is procedural in nature, with variables, expressions, assignment statements, brace-delimited code blocks, control structures, and subroutines.


          Perl also takes features from shell programming. All variables are marked with leading sigils, which unambiguously identify the data type (scalar, array, hash, etc.) of the variable in context. Importantly, sigils allow variables to be interpolated directly into strings. Perl has many built-in functions which provide tools often used in shell programming (though many of these tools are implemented by programs external to the shell) like sorting, and calling on system facilities.


          Perl takes lists from Lisp, associative arrays (hashes) from AWK, and regular expressions from sed. These simplify and facilitate many parsing, text handling, and data management tasks.


          In Perl 5, features were added that support complex data structures, first-class functions (i.e., closures as values), and an object-oriented programming model. These include references, packages, class-based method dispatch, and lexically scoped variables, along with compiler directives (for example, the strict pragma). A major additional feature introduced with Perl 5 was the ability to package code as reusable modules. Larry Wall later stated that "The whole intent of Perl 5's module system was to encourage the growth of Perl culture rather than the Perl core."


          All versions of Perl do automatic data typing and memory management. The interpreter knows the type and storage requirements of every data object in the program; it allocates and frees storage for them as necessary using reference counting (so it cannot deallocate circular data structures without manual intervention). Legal type conversionsfor example, conversions from number to stringare done automatically at run time; illegal type conversions are fatal errors.


          


          Design


          The design of Perl can be understood as a response to three broad trends in the computer industry: falling hardware costs, rising labor costs, and improvements in compiler technology. Many earlier computer languages, such as Fortran and C, were designed to make efficient use of expensive computer hardware. In contrast, Perl is designed to make efficient use of expensive computer programmers.


          Perl has many features that ease the programmer's task at the expense of greater CPU and memory requirements. These include automatic memory management; dynamic typing; strings, lists, and hashes; regular expressions; introspection and an eval() function.


          Wall was trained as a linguist, and the design of Perl is very much informed by linguistic principles. Examples include Huffman coding (common constructions should be short), good end-weighting (the important information should come first), and a large collection of language primitives. Perl favors language constructs that are concise and natural for humans to read and write, even where they complicate the Perl interpreter.


          Perl syntax reflects the idea that "things that are different should look different". For example, scalars, arrays, and hashes have different leading sigils. Array indices and hash keys use different kinds of braces. Strings and regular expressions have different standard delimiters. This approach can be contrasted with languages like Lisp, where the same S-expression construct and basic syntax is used for many different purposes.


          Perl does not enforce any particular programming paradigm (procedural, object-oriented, functional, etc.) or even require the programmer to choose among them.


          There is a broad practical bent to both the Perl language and the community and culture that surround it. The preface to Programming Perl begins, "Perl is a language for getting your job done." One consequence of this is that Perl is not a tidy language. It includes many features, tolerates exceptions to its rules, and employs heuristics to resolve syntactical ambiguities. Because of the forgiving nature of the compiler, bugs can sometimes be hard to find. Discussing the variant behaviour of built-in functions in list and scalar contexts, the perlfunc(1) manual page says "In general, they do what you want, unless you want consistency."


          Perl has several mottos that convey aspects of its design and use. One is " There's more than one way to do it." (TIMTOWTDI, usually pronounced 'Tim Toady'). Others are "Perl: the Swiss Army Chainsaw of Programming Languages" and "No unnecessary limits". A stated design goal of Perl is to make easy tasks easy and difficult tasks possible. Perl has also been called "The Duct Tape of the Internet".


          There is no written specification or standard for the Perl language, and no plans to create one for the current version of Perl. There has only been one implementation of the interpreter. That interpreter, together with its functional tests, stands as a de facto specification of the language.


          


          Applications


          Perl has many and varied applications, compounded by the availability of many standard and third-party modules.


          Perl has been used since the early days of the Web to write CGI scripts. It is known as one of "the three Ps" (along with Python and PHP), the most popular dynamic languages for writing Web applications. It is also an integral component of the popular LAMP solution stack for web development. Large projects written in Perl include Slash, Bugzilla, TWiki and Movable Type. Many high-traffic websites, such as bbc.co.uk, Amazon.com, LiveJournal.com, Ticketmaster.com and IMDb.com use Perl extensively.


          Perl is often used as a glue language, tying together systems and interfaces that were not specifically designed to interoperate, and for "data munging", i.e., converting or processing large amounts of data for tasks like creating reports. In fact, these strengths are intimately linked. The combination makes perl a popular all-purpose tool for system administrators, particularly as short programs can be entered and run on a single command line.


          With a degree of care, Perl code can be made portable across Windows and Unix. Portable Perl code is often used by suppliers of software (both COTS and bespoke) to simplify packaging and maintenance of software build and deployment scripts.


          Graphical user interfaces (GUI's) may be developed using Perl. In particular, Perl/Tk is commonly used to enable user interaction with Perl scripts. Such interaction may be synchronous or asynchronous using callbacks to update the GUI. For more information about the technologies involved see Tk, Tcl and WxPerl.


          Perl is also widely used in finance and bioinformatics, where it is valued for rapid application development and deployment, and the ability to handle large data sets.


          


          Implementation


          Perl is implemented as a core interpreter, written in C, together with a large collection of modules, written in Perl and C. The source distribution is, as of 2005, 12 MB when packaged in a tar file and compressed. The interpreter is 150,000 lines of C code and compiles to a 1MB executable on typical machine architectures. Alternatively, the interpreter can be compiled to a link library and embedded in other programs. There are nearly 500 modules in the distribution, comprising 200,000 lines of Perl and an additional 350,000 lines of C code. (Much of the C code in the modules consists of character encoding tables.)


          The interpreter has an object-oriented architecture. All of the elements of the Perl languagescalars, arrays, hashes, coderefs, file handlesare represented in the interpreter by C structs. Operations on these structs are defined by a large collection of macros, typedefs and functions; these constitute the Perl C API. The Perl API can be bewildering to the uninitiated, but its entry points follow a consistent naming scheme, which provides guidance to those who use it.


          The execution of a Perl program divides broadly into two phases: compile-time and run-time. At compile time, the interpreter parses the program text into a syntax tree. At run time, it executes the program by walking the tree. The text is parsed only once, and the syntax tree is subject to optimization before it is executed, so the execution phase is relatively efficient. Compile-time optimizations on the syntax tree include constant folding and context propagation, but peephole optimization is also performed. However, compile-time and run-time phases may nest: BEGIN code blocks execute at compile-time, while the eval function initiates compilation during runtime. Both operations are an implicit part of a number of othersmost notably, the use clause that loads libraries, known in Perl as modules, implies a BEGIN block.


          Perl has a context-sensitive grammar which can be affected by code executed during an intermittent run-time phase. Therefore Perl cannot be parsed by a straight Lex/ Yacc lexer/parser combination. Instead, the interpreter implements its own lexer, which coordinates with a modified GNU bison parser to resolve ambiguities in the language. It is said that "only perl can parse Perl", meaning that only the Perl interpreter (perl) can parse the Perl language (Perl). The truth of this is attested to by the persistent imperfections of other programs that undertake to parse Perl, such as source code analyzers and auto-indenters, which have to contend not only with the many ways to express unambiguous syntactic constructs, but also the fact that Perl cannot be parsed in the general case without executing it. Though successful in creating a Perl parser for document-related purposes, the PPI project determined that parsing Perl code as a document (retaining its integrity) and as executable code simultaneously was, in fact, not possible. Specifically the author claimed that, "parsing Perl suffers from the ' Halting Problem.'"


          Perl is distributed with some 120,000 functional tests. These run as part of the normal build process, and extensively exercise the interpreter and its core modules. Perl developers rely on the functional tests to ensure that changes to the interpreter do not introduce bugs; conversely, Perl users who see the interpreter pass its functional tests on their system can have a high degree of confidence that it is working properly.


          Maintenance of the Perl interpreter has become increasingly difficult over the years. The code base has been in continuous development since 1994. The code has been optimized for performance at the expense of simplicity, clarity, and strong internal interfaces. New features have been added, yet virtually complete backward compatibility with earlier versions is maintained. The size and complexity of the interpreter is a barrier to developers who wish to work on it.


          


          Availability


          Perl is free software, and is licensed under both the Artistic License and the GNU General Public License. Distributions are available for most operating systems. It is particularly prevalent on Unix and Unix-like systems, but it has been ported to most modern (and many obsolete) platforms. With only six reported exceptions, Perl can be compiled from source code on all Unix-like, POSIX-compliant or otherwise Unix-compatible platforms. However, this is rarely necessary, as Perl is included in the default installation of many popular operating systems.


          Because of unusual changes required for the Mac OS Classic environment, a special port called MacPerl was shipped independently.


          The CPAN carries a complete list of supported platforms with links to the distributions available on each.


          


          Windows


          Users of Microsoft Windows typically install one of the native binary distributions of Perl for Win32, most commonly ActivePerl. Compiling Perl from source code under Windows is possible, but most installations lack the requisite C compiler and build tools. This also makes it hard to install modules from the CPAN, particularly those that are partially written in C.


          Users of the ActivePerl binary distribution are therefore dependent on the repackaged modules provided in ActiveStates module repository, which are precompiled and can be installed with PPM. Limited resources to maintain this repository have been cause for various long-standing problems.


          To address this and other problems of Perl on the Windows platform, win32.perl.org was launched by Adam Kennedy on behalf of The Perl Foundation in June 2006. This is a community website for "all things Windows and Perl." A major aim of this project is to provide production-quality alternative Perl distributions that include an embedded C compiler and build tools, so as to enable Windows users to install modules directly from the CPAN. The production distribution in the family is known as Strawberry Perl, with research and experimental work done in a related Vanilla Perl distribution.


          Another popular way of running Perl under Windows is provided by the Cygwin emulation layer. Cygwin provides a Unix-like environment on Windows and both perl and cpan are conveniently available as standard pre-compiled packages in the Cygwin setup program. Since Cygwin also includes the gcc, compiling Perl from source is also possible.


          


          Language structure


          In Perl, the minimal Hello world program may be written as follows:


          
            
print "Hello, world!\n"


          


          This prints the string Hello, world! and a newline, symbolically expressed by an n character whose interpretation is altered by the preceding escape character (a backslash).


          The canonical form of the program is slightly more verbose:


          
            
#!/usr/bin/perl
print "Hello, world!\n";


          


          The hash mark character introduces a comment in Perl, which runs up to the end of the line of code and is ignored by the compiler. The comment used here is of a special kind: its called the shebang line. This tells Unix-like operating systems where to find the Perl interpreter, making it possible to invoke the program without explicitly mentioning perl. (Note that on Microsoft Windows systems, Perl programs are typically invoked by associating the .pl extension with the Perl interpreter. In order to deal with such circumstances, perl detects the shebang line and parses it for switches, so it is not strictly true that the shebang line is ignored by the compiler.)


          The second line in the canonical form includes a semicolon, which is used to separate statements in Perl. With only a single statement in a block or file, a separator is unnecessary, so it can be omitted from the minimal form of the programor more generally from the final statement in any block or file. The canonical form includes it because it is common to terminate every statement even when it is unnecessary to do so, as this makes editing easier: code can be added to or moved away from the end of a block or file without having to adjust semicolons.


          Version 5.10 of Perl introduces a say function that implicitly appends a newline character to its output, making the minimal "Hello world" program even shorter:


          
            
say 'Hello, world!'


          


          


          Data types


          Perl has a number of fundamental data types, the most commonly used and discussed being: scalars, arrays, hashes, filehandles and subroutines:


          
            	A scalar is a single value; it may be a number, a string or a reference


            	An array is an ordered collection of scalars


            	A hash, or associative array, is a map from strings to scalars; the strings are called keys and the scalars are called values.


            	A file handle is a map to a file, device, or pipe which is open for reading, writing, or both.


            	A subroutine is a piece of code that may be passed arguments, be executed, and return data

          


          Most variables are marked by a leading sigil, which identifies the data type being accessed (not the type of the variable itself), except filehandles, which don't have a sigil. The same name may be used for variables of different data types, without conflict.


          
            
$foo # a scalar
@foo # an array
%foo # a hash
FOO # a file handle
&FOO # a constant (but the & is optional)
&foo # a subroutine (but the & is optional)


          


          File handles and constants need not be uppercase, but it is a common convention owing to the fact that there is no sigil to denote them. Both are global in scope, but file handles are interchangeable with references to file handles, which can be stored in scalars, which in turn permit lexical scoping. Doing so is encouraged in Damian Conway's Perl Best Practices. As a convenience, the open function in Perl 5.6 and newer will autovivify undefined scalars to file handle references.


          Numbers are written in the bare form; strings are enclosed by quotes of various kinds.


          
            
$name = "joe";
$colour = 'red';
 
$number1 = 42;
$number2 = '42';
 
# This evaluates to true
if ($number1 == $number2) { print "Numbers and strings of numbers are the same!"; }
 
$answer = "The answer is $number1"; # Variable interpolation: The answer is 42
$price = 'This device costs $42'; # No interpolation in single quotes
 
$album = "It's David Bowie's \"Heroes\""; # literal quotes inside a string;
$album = 'It\'s David Bowie\'s "Heroes"'; # same as above with single quotes;
$album = q(It's David Bowie's "Heroes"); # the quote-like operators q() and qq() allow
 # almost any delimiter instead of quotes, to
 # avoid excessive backslashing
 
$multilined_string =<<EOF;
This is my multilined string
note that I am terminating it with the "EOF" word.
EOF


          


          Perl will convert strings into numbers and vice versa depending on the context in which they are used. In the following example the strings $n and $m are treated as numbers when they are the arguments to the addition operator. This code prints the number '5', discarding non numeric information for the operation, although the variable values remain the same. (The string concatenation operator is the period, not the + symbol.)


          
            
$n = '3 apples';
$m = '2 oranges';
print $n + $m;


          


          Perl also has a boolean context that it uses in evaluating conditional statements. The following values all evaluate as false in Perl:


          
            
$false = 0; # the number zero
$false = 0.0; # the number zero as a float
$false = 0b0; # the number zero in binary
$false = 0x0; # the number zero in hexadecimal
$false = '0'; # the string zero
$false = ""; # the empty string
$false = undef; # the return value from undef


          


          All other values are evaluated to true. This includes the odd self-describing literal string of "0 but true", which in fact is 0 as a number, but true when used as a boolean. (Any non-numeric string would also have this property, but this particular string is ignored by Perl with respect to numeric warnings.) A less explicit but more conceptually portable version of this string is '0E0' or '0e0', which does not rely on characters being evaluated as 0, as '0E0' is literally "zero times ten to the zeroth power."


          Evaluated boolean expressions also return scalar values. Although the documentation does not promise which particular true or false is returned (and thus cannot be relied on), many boolean operators return 1 for true and the empty-string for false (which evaluates to zero in a numeric context). The defined() function tells if the variable has any value set. In the above examples defined($false) is true for every value except undef.


          If a specifically 1 or 0 result (as in C) is needed, an explicit conversion is thought by some authors to be required:


          
            
my $real_result = $boolean_result ? 1 : 0;


          


          However, if it's known that the value is either 1 or undef, an implicit conversion can be used instead:


          
            
my $real_result = $boolean_result + 0;


          


          A list is written by listing its elements, separated by commas, and enclosed by parentheses where required by operator precedence.


          
            
@scores = (32, 45, 16, 5);


          


          It can be written many other ways as well, some straightforward and some less so:


          
            
# An explicit and straightforward way
@scores = ('32', '45', '16', '5');
 
# Equivalent to the above, but the qw() quote-like operator saves typing of
# quotes and commas and reduces visual clutter; almost any delimiter can be
# used instead of parentheses
@scores = qw(32 45 16 5);
 
# The split function returns a list of strings, which are extracted
# from the expression using a regex template.
# This may be useful for reading from a file of comma-separated values (CSV)
@scores = split /,/, '32,45,16,5';
 
# It's also possible to use a postfix for operator and aliasing of
# the $_ magic variable to the next value of the list during each
# iteration; this is pointless here, but similar idioms are widely used
# in some circumstances.
push @scores, $_ foreach 32, 45, 16, 5;


          


          A hash may be initialized from a list of key/value pairs:


          
            
%favorite = (
 joe => 'red',
 sam => 'blue'
);


          


          The => operator is equivalent to a comma, except that it assumes quotes around the preceding token if it is a bare identifier: (joe => 'red') is the same as ('joe' => 'red'). It can therefore be used to elide quote marks, improving readability.


          Individual elements of a list are accessed by providing a numerical index, in square brackets. Individual values in a hash are accessed by providing the corresponding key, in curly braces. The $ sigil identifies the accessed element as a scalar.


          
            
$scores[2] # an element of @scores
$favorite{joe} # a value in %favorite


          


          Thus, a hash can also be specified by setting its keys individually:


          
            
$favorite{joe} = 'red';
$favorite{sam} = 'blue';


          


          Multiple elements may be accessed by using the @ sigil instead (identifying the result as a list).


          
            
@scores[2, 3, 1] # three elements of @scores
@favorite{'joe', 'sam'} # two values in %favorite
@favorite{qw(joe sam)} # same as above


          


          The number of elements in an array can be obtained by evaluating the array in scalar context or with the help of the $# sigil. The latter gives the index of the last element in the array, not the number of elements. Note: the syntax highlighting in Wikipedia's software mistakenly considers some of the following code to be part of the comments.


          
            
$count = @friends; # Assigning to a scalar forces scalar context
 
$#friends; # The index of the last element in @friends
$#friends+1; # Usually the number of elements in @friends is one more
 # than $#friends because the first element is at index 0,
 # not 1, unless the programmer reset this to a different
 # value, which most Perl manuals discourage.


          


          There are a few functions that operate on entire hashes.


          
            
@names = keys %addressbook;
@addresses = values %addressbook;
 
# Every call to each returns the next key/value pair.
# All values will be eventually returned, but their order
# cannot be predicted.
while (($name, $address) = each %addressbook) {
 print "$name lives at $address\n";
}
 
# Similar to the above, but sorted alphabetically
foreach my $next_name (sort keys %addressbook) {
 print "$next_name lives at $addressbook{$next_name}\n";
}


          


          


          Control structures


          Perl has several kinds of control structures.


          It has block-oriented control structures, similar to those in the C, Javascript, and Java programming languages. Conditions are surrounded by parentheses, and controlled blocks are surrounded by braces:

          
label while ( cond ) { ... }
label while ( cond ) { ... } continue { ... }
label for ( init-expr ; cond-expr ; incr-expr ) { ... }
label foreach var ( list ) { ... }
label foreach var ( list ) { ... } continue { ... }
if ( cond ) { ... }
if ( cond ) { ... } else { ... }
if ( cond ) { ... } elsif ( cond ) { ... } else { ... }



          Where only a single statement is being controlled, statement modifiers provide a more concise syntax:

          
statement if cond ;
statement unless cond ;
statement while cond ;
statement until cond ;
statement foreach list ;



          Short-circuit logical operators are commonly used to affect control flow at the expression level:

          
expr and expr
expr && expr
expr or expr
expr || expr



          (The "and" and "or" operators are similar to && and || but have lower precedence, which makes it easier to use them to control entire statements.)


          The flow control keywords next (corresponding to C's continue), last (corresponding to C's break), return, and redo are expressions, so they can be used with short-circuit operators.


          Perl also has two implicit looping constructs, each of which has two forms:

          
results = grep { ... } list
results = grep expr, list
results = map { ... } list
results = map expr, list



          grep returns all elements of list for which the controlled block or expression evaluates to true. map evaluates the controlled block or expression for each element of list and returns a list of the resulting values. These constructs enable a simple functional programming style.


          Up until the 5.10.0 release, there was no switch statement in Perl 5. From 5.10.0 onwards, a multi-way branch statement called given/when is available, which takes the following form:

          
given ( expr ) { when ( cond ) { ... } default { ... } }



          Syntactically, this structure behaves similarly to switch statement's found in other languages, but with a few important differences. The largest is that unlike switch/case structures, given/when statements break execution after the first successful branch, rather than waiting for explicitly defined break commands. Conversely, explicit continues are instead necessary to emulate switch behaviour.


          For those not using the 5.10.0 release, the Perl documentation describes a half-dozen ways to achieve the same effect by using other control structures. There is also a Switch module, which provides functionality modeled on the forthcoming Perl 6 re-design. It is implemented using a source filter, so its use is unofficially discouraged.


          Perl includes a goto label statement, but it is rarely used. Situations where a goto is called for in other languages don't occur as often in Perl due to its breadth of flow control options.


          There is also a goto &sub statement that performs a tail call. It terminates the current subroutine and immediately calls the specified sub. This is used in situations where a caller can perform more efficient stack management than Perl itself (typically because no change to the current stack is required), and in deep recursion tail calling can have substantial positive impact on performance because it avoids the overhead of scope/stack management on return.


          


          Subroutines


          Subroutines are defined with the sub keyword, and invoked simply by naming them. If the subroutine in question has not yet been declared, invocation requires either parentheses after the function name or an ampersand (&) before it. But using & without parentheses will also implicitly pass the arguments of the current subroutine to the one called, and using & with parentheses will bypass prototypes.


          
            
# Calling a subroutine
 
# Parentheses are required here if the subroutine is defined later in the code
foo();
&foo; # (this also works, but has other consequences regarding arguments passed to the subroutine)
 
# Defining a subroutine
sub foo { ... }
 
foo; # Here parentheses are not required


          


          A list of arguments may be provided after the subroutine name. Arguments may be scalars, lists, or hashes.


          
            
foo $x, @y, %z;


          


          The parameters to a subroutine do not need to be declared as to either number or type; in fact, they may vary from call to call. Any validation of parameters must be performed explicitly inside the subroutine.


          Arrays are expanded to their elements, hashes are expanded to a list of key/value pairs, and the whole lot is passed into the subroutine as one flat list of scalars.


          Whatever arguments are passed are available to the subroutine in the special array @_. The elements of @_ are aliased to the actual arguments; changing an element of @_ changes the corresponding argument.


          Elements of @_ may be accessed by subscripting it in the usual way.


          
            
$_[0], $_[1]


          


          However, the resulting code can be difficult to read, and the parameters have pass-by-reference semantics, which may be undesirable.


          One common idiom is to assign @_ to a list of named variables.


          
            
 my ($x, $y, $z) = @_;


          


          This provides mnemonic parameter names and implements pass-by-value semantics. The my keyword indicates that the following variables are lexically scoped to the containing block.


          Another idiom is to shift parameters off of @_. This is especially common when the subroutine takes only one argument, or for handling the $self argument in object-oriented modules.


          
            
my $x = shift;


          


          Subroutines may assign @_ to a hash to simulate named arguments; this is recommended in Perl Best Practices for subroutines that are likely ever to have more than three parameters.


          
            
sub function1 {
 my %args = @_;
 print "'x' argument was '$args{x}'\n";
}
function1( x => 23 );


          


          Subroutines may return values.


          
            
return 42, $x, @y, %z;


          


          If the subroutine does not exit via a return statement, then it returns the last expression evaluated within the subroutine body. Arrays and hashes in the return value are expanded to lists of scalars, just as they are for arguments.


          The returned expression is evaluated in the calling context of the subroutine; this can surprise the unwary.


          
            
sub list { (4, 5, 6) }
sub array { @x = (4, 5, 6); @x }
 
$x = list; # returns 6 - last element of list
$x = array; # returns 3 - number of elements in list
@x = list; # returns (4, 5, 6)
@x = array; # returns (4, 5, 6)


          


          A subroutine can discover its calling context with the wantarray function.


          
            
sub either {
 return wantarray ? (1, 2) : 'Oranges';
}
 
$x = either; # returns "Oranges"
@x = either; # returns (1, 2)


          


          


          Regular expressions


          The Perl language includes a specialized syntax for writing regular expressions (RE, or regexes), and the interpreter contains an engine for matching strings to regular expressions. The regular expression engine uses a backtracking algorithm, extending its capabilities from simple pattern matching to string capture and substitution. The regular expression engine is derived from regex written by Henry Spencer.


          The Perl regular expression syntax was originally taken from Unix Version 8 regular expressions. However, it diverged before the first release of Perl, and has since grown to include many more features. Other languages and applications are now adopting Perl compatible regular expressions over POSIX regular expressions including PHP, Ruby, Java, Microsoft's .NET Framework, and the Apache HTTP server.


          Regular expression syntax is extremely compact, owing to history. The first regular expression dialects were only slightly more expressive than globs, and the syntax was designed so that an expression would resemble the text it matches. This meant using no more than a single punctuation character or a pair of delimiting characters to express the few supported assertions. Over time, the expressiveness of regular expressions grew tremendously, but the syntax design was never revised and continues to rely on punctuation. As a result, regular expressions can be cryptic and extremely dense.


          


          Uses


          The m// (match) operator introduces a regular expression match. (If it is delimited by slashes, as in all the examples here, then the leading m may be omitted for brevity. If the m is present, as in all the following examples, other delimiters can be used in place of slashes.) In the simplest case, an expression like


          
            
$x =~ m/abc/


          


          evaluates to true if and only if the string $x matches the regular expression abc.


          The s/// (substitute) operator, on the other hand, specifies a search and replace operation:


          
            
$x =~ s/abc/aBc/; # upcase the b


          


          Another use of regular expressions is to specify delimiters for the split function:


          
            
@words = split m/,/, $line;


          


          The split function creates a list of the parts of the string separated by matches of the regular expression. In this example, a line is divided into a list of its comma-separated parts, and this list is then assigned to the @words array.


          


          Syntax


          Portions of a regular expression may be enclosed in parentheses; corresponding portions of a matching string are captured. Captured strings are assigned to the sequential built-in variables $1, $2, $3, ..., and a list of captured strings is returned as the value of the match.


          
            
$x =~ m/a(.)c/; # capture the character between 'a' and 'c'


          


          Perl regular expressions can take modifiers. These are single-letter suffixes that modify the meaning of the expression:


          
            
$x =~ m/abc/i; # case-insensitive pattern match
$x =~ s/abc/aBc/g; # global search and replace


          


          Since regular expressions can be dense and cryptic because of their compact syntax, the /x modifier was added in Perl to help programmers write more legible regular expressions. It allows programmers to place whitespace and comments inside regular expressions:


          
            
$x =~ m/a # match 'a'
 . # followed by any character
 c # then followed by the 'c'character
 /x;


          


          


          Database interfaces


          Perl is widely favored for database applications. Its text handling facilities are useful for generating SQL queries; arrays, hashes and automatic memory management make it easy to collect and process the returned data.


          In early versions of Perl, database interfaces were created by relinking the interpreter with a client-side database library. This was sufficiently difficult that it was only done for a few of the most important and widely used databases, and restricted the resulting perl executable to using just one database interface at a time.


          In Perl 5, database interfaces are implemented by Perl DBI modules. The DBI (Database Interface) module presents a single, database-independent interface to Perl applications, while the DBD (Database Driver) modules handle the details of accessing some 50 different databases; there are DBD drivers for most ANSI SQL databases.


          DBI provides caching for database handles and queries, which can greatly improve performance in long-lived execution environments such as mod_perl, helping high-volume systems avert load spikes as in the Slashdot effect.


          


          Comparative performance


          The Computer Language Benchmarks Game compare the performance of implementations of typical programming problems in several programming languages. The submitted Perl implementations were typically towards the high end of the memory usage spectrum, and had varied speed results. Perl's performance in the benchmarks game is similar to other interpreted languages such as Python, faster than PHP, and significantly faster than Ruby, but slower than most compiled languages.


          Perl programs can start slower than similar programs in compiled languages because perl has to compile the source every time it runs. In a talk at the YAPC::Europe 2005 conference and subsequent article, "A Timely Start", Jean-Louis Leroy found that his Perl programs took much longer to run than he expected because the perl interpreter spent much of the time finding modules because of his over-large include path. Because pre-compiling is still an experimental part of Perlunlike that of Java, Python, and RubyPerl programs pay this overhead penalty on every execution. When amortized over a long run phase, startup time is not typically substantial, but measurement of very short execution times can often be skewed as is often found in benchmarks.


          A number of tools have been introduced to improve this situation, the first of which was Apache's mod_perl, which sought to address one of the most common reasons that small Perl programs were invoked rapidly: CGI Web development. ActivePerl, via Microsoft ISAPI provides similar performance improvements.


          Once Perl code is compiled, there is additional overhead during the execution phase that typically isn't present for programs written in compiled languages like C or C++, including, among many other things, overhead due to bytecode interpretation, reference-counting memory management, and dynamic type checking.


          


          Optimizing


          Perl programs, like any code, can be tuned for performance using benchmarks and profiles after a readable and correct implementation is finished. In part because of Perl's interpreted nature, writing more-efficient Perl will not always be enough to meet one's performance goals for a program.


          In such situations, the most critical routines of a Perl program can be written in other languages such as C or Assembler, which can be connected to Perl via simple Inline modules or the more complex but flexible XS mechanism. Nicholas Clark, a Perl core developer, discusses some Perl design trade-offs and some solutions in When perl is not quite fast enough.


          In extreme cases, optimizing Perl can require intimate knowledge of the interpreter's workings rather than skill with algorithms, the Perl language, or general principles of optimization.


          


          Future


          At the 2000 Perl Conference, Jon Orwant made a case for a major new language initiative. This led to a decision to begin work on a redesign of the language, to be called Perl 6. Proposals for new language features were solicited from the Perl community at large, and over 300 RFCs were submitted.


          Larry Wall spent the next few years digesting the RFCs and synthesizing them into a coherent framework for Perl 6. He has presented his design for Perl 6 in a series of documents called "apocalypses", which are numbered to correspond to chapters in Programming Perl ("The Camel Book"). The current, not yet finalized specification of Perl 6 is encapsulated in design documents called Synopses, which are numbered to correspond to Apocalypses.


          Perl 6 is not intended to be backward compatible, though there will be a compatibility mode.


          Thesis work by Bradley M. Kuhn, overseen by Larry Wall, considered the possible use of the Java virtual machine as a runtime for Perl.. Kuhn's thesis showed this approach to be problematic, and in 2001, it was decided that Perl 6 would run on a cross-language virtual machine called Parrot. This will mean that other languages targeting the Parrot will gain native access to CPAN, allowing some level of cross-language development.


          In 2005 Audrey Tang created the pugs project, an implementation of Perl 6 in Haskell. This was and continues to act as a test platform for the Perl 6 language (separate from the development of the actual implementation) allowing the language designers to explore. The pugs project spawned an active Perl/Haskell cross-language community centered around the freenode #perl6 irc channel.


          A number of features in the Perl 6 language now show similarities with Haskell, and Perl 6 has been embraced by the Haskell community as a potential scripting language.


          As of 2006, Perl 6, Parrot, and pugs are under active development, and a new module for Perl 5 called v6 allows some Perl 6 code to run directly on top of Perl 5.


          Development of Perl 5 is also continuing. Perl 5.10 was released in December of 2007, with some new features influenced by the design of Perl 6.


          


          The Perl community


          Perl's culture and community has developed alongside the language itself. Usenet was the first public venue in which Perl was introduced, but over the course of its evolution, Perl's community was shaped by the growth of broadening Internet-based services including the introduction of the World Wide Web. The community that surrounds Perl was, in fact, the topic of Larry Wall's first "State of the Onion" talk.


          


          State of the Onion


          State of the Onion is the name for Larry Walls yearly keynote-style summaries on the progress of Perl and its community. They are characterized by his hallmark humor, employing references to Perls and the wider hacker culture, as well as Walls linguistic and sometimes his Christian background.


          Each talk is first given at various Perl conferences and eventually also published online.


          


          Pastimes


          Perl's pastimes have become a defining element of the community. Included among them are trivial and complex uses of the language.


          


          JAPHs


          In email, Usenet and message board postings, " Just another Perl hacker" (JAPH) programs have become a common trend, originated by Randal L. Schwartz, one of the earliest professional Perl trainers.


          In the parlance of Perl culture, Perl programmers are known as Perl hackers, and from this derives the practice of writing short programs to print out the phrase " Just another Perl hacker,". In the spirit of the original concept, these programs are moderately obfuscated and short enough to fit into the signature of an email or Usenet message. The "canonical" JAPH includes the comma at the end, although this is often omitted.


          


          Perl golf


          Perl "golf" is the pastime of reducing the number of characters used in a Perl program to the bare minimum, much as how golf players seek to take as few shots as possible in a round. This use of the word "golf" originally focused on the JAPHs used in signatures in Usenet postings and elsewhere, though the same stunts had been an unnamed pastime in the language APL in previous decades. The use of Perl to write a program which performed RSA encryption prompted a widespread and practical interest in this pastime. In subsequent years, code golf has been taken up as a pastime in other languages besides Perl.


          


          Obfuscation


          As with C, obfuscated code competitions are a well-known pastime. The annual Obfuscated Perl contest made an arch virtue of Perl's syntactic flexibility.


          


          Poetry


          Similar to obfuscated code and golf, but with a different purpose, Perl poetry is the practice of writing poems that can actually be compiled as legal (although generally non-sensical) Perl code. This hobby is more or less unique to Perl due to the large number of regular English words used in the language. New poems are regularly published in the Perl Monks site's Perl Poetry section.


          


          CPAN Acme


          There are also many examples of code written purely for entertainment on the CPAN. Lingua::Romana::Perligata, for example, allows writing programs in Latin. Upon execution of such a program, the module translates its source code into regular Perl and runs it.


          The Perl community has set aside the " Acme" namespace for modules that are fun in nature (but its scope has widened to include exploratory or experimental code or any other module that is not meant to ever be used in production). Some of the Acme modules are deliberately implemented in amusing ways. This includes Acme::Bleach, one of the first modules in the Acme:: namespace, which allows the program's source code to be "whitened" (i.e., all characters replaced with whitespace) and yet still work.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Perl"
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          The Permian is a geologic period that extends from 299.0  0.8 Ma to 251.0  0.4 Ma (million years before the present) ( ICS, 2004). It is the last period of the Paleozoic Era. The Permian period was named after the city of Perm, Russia by Scottish geologist Roderick Murchison in 1841.


          


          Subdivisions


          The three primary subdivisions of the Permian Period are given below from youngest to oldest, and include faunal stages also from youngest to oldest. Additional age/stage equivalents or subdivisions are given in parentheses. Epoch and age refer to time, and equivalents series and stage refer to the rocks.


          Lopingian Epoch


          
            	Changhsingian Age (Djulfian/Ochoan/Dewey Lake/Zechstein)


            	Wuchiapingian Age (Dorashamian/Ochoan/Longtanian/Rustler/Salado/Castile/Zechstein)

          


          Guadalupian Epoch


          
            	Capitanian Age (Kazanian/Zechstein)


            	Wordian Age (Kazanian/Zechstein)


            	Roadian Age (Ufimian/Zechstein)

          


          Cisuralian Epoch


          
            	Kungurian Age (Irenian/Filippovian/Leonard/Rotliegendes)


            	Artinskian Age (Baigendzinian/Aktastinian/Rotliegendes)


            	Sakmarian Age (Sterlitamakian/Tastubian/Leonard/Wolfcamp/Rotliegendes)


            	Asselian Age (Krumaian/Uskalikian/Surenian/Wolfcamp/Rotliegendes)

          


          


          Oceans


          Sea levels in the Permian remained generally low, and near-shore environments were limited by the collection of almost all major landmasses into a single continent -- Pangaea. One continent, even a very large one, has a smaller shoreline than six to eight smaller ones with the same total area. This could have in part caused the widespread extinctions of marine species at the end of the period by severely reducing shallow coastal areas preferred by many marine organisms.


          


          Paleogeography


          
            [image: Geography of the Permian world]

            
              Geography of the Permian world
            

          


          During the Permian, all the Earth's major land masses except portions of East Asia were collected into a single supercontinent known as Pangaea. Pangaea straddled the equator and extended toward the poles, with a corresponding effect on ocean currents in the single great ocean (" Panthalassa", the "universal sea"), and the Paleo-Tethys Ocean, a large ocean that was between Asia and Gondwana. The Cimmeria continent rifted away from Gondwana and drifted north to Laurasia, causing the Paleo-Tethys to shrink. A new ocean was growing on its southern end, the Tethys Ocean, an ocean that would dominate much of the Mesozoic Era. Large continental landmasses create climates with extreme variations of heat and cold (" continental climate") and monsoon conditions with highly seasonal rainfall patterns. Deserts seem to have been widespread on Pangaea. Such dry conditions favored gymnosperms, plants with seeds enclosed in a protective cover, over plants such as ferns that disperse spores. The first modern trees ( conifers, ginkgos and cycads) appeared in the Permian.


          Three general areas are especially noted for their Permian deposits- the Ural Mountains (where Perm itself is located), China, and the southwest of North America, where the Permian Basin in the U.S. state of Texas is so named because it has one of the thickest deposits of Permian rocks in the world.


          


          Climate


          As the Permian opened, the Earth was still in the grip of an ice age, so the polar regions were covered with deep layers of ice. Glaciers continued to cover much of Gondwanaland, as they had during the late Carboniferous.


          The Permian Period, at the end of the Paleozoic era, marked a great changes in the Earth's climate and appearance. Towards the middle of the period the climate became warmer and milder, the glaciers receded, and the continental interiors became drier. Much of the interior of Pangaea was probably arid, with great seasonal fluctuations (wet and dry seasons), because of the lack of the moderating effect of nearby bodies of water. This drying tendency continued through to the late Permian, along with alternating warming and cooling periods.


          


          Life
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              Dimetrodon and Eryops- Early Permian, North America
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              Edaphosaurus pogonias - Early Permian
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              Ocher fauna - Early Middle Permian, Ural Region
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              Titanophoneus and Ulemosaurus - Ural Region
            

          


          


          Marine biota


          Permian marine deposits are rich in fossil mollusks, echinoderms, and brachiopods. Fossilized shells of two kinds of invertebrates are widely used to identify Permian strata and correlate them between sites: fusulinids, a kind of shelled amoeba-like protist that is one of the foraminiferans, and ammonoids, shelled cephalopods that are distant relatives of the modern nautilus. By the close of the Permian, trilobites and a host of other marine groups became extinct


          


          Terrestrial biota


          Terrestrial life in the Permian included diverse plants, fungi, arthropods, and various types of tetrapods. The period saw a massive desert covering the interior of the Pangaea. The warm zone spread in the northern hemisphere, where extensive dry desert appeared. The rock formed at that time were stained red by iron oxides, the result of intense heating by the sun of a surface devoid of vegetation cover. A number of older types of plants and animals died out or became marginal elements.


          The Permian began with the Carboniferous flora still flourishing. About the middle of the Permian there was a major transition in vegetation. The swamp-loving lycopod trees of the Carboniferous, such as Lepidodendron and Sigillaria, were replaced by the more advanced conifers, which were better adapted to the changing climatic conditions. The Permian saw the radiation of many important conifer groups, including the ancestors of many present-day families. Lycopods and swamp forests still dominated the South China continent because it was an isolated continent and it sat near or at the equator. Oxygen levels were probably high there. The ginkgos and cycads also appeared during this period. Rich forests were present in many areas, with a diverse mix of plant groups.


          


          Insects of the Permian


          By the Pennsylvanian and well into the Permian, by far the most successful were primitive relatives of cockroaches. Six fast legs, two well developed folding wings, fairly good eyes, long, well developed antennae (olfactory), an omnivorous digestive system, a receptacle for storing sperm, a chitin skeleton that could support and protect, as well as form a gizzard and efficient mouth parts, gave it formidable advantages over other herbivorous animals. About 90% of insects were cockroach-like insects ("Blattopterans").


          The dragonflies Odonata were the dominant aerial predator and probably dominated terrestrial insect predation as well. True Odonata appeared in the Permian and all are amphibious. Their prototypes are the oldest winged fossils, go back to the Devonian, and are different from other wings in every way. Their prototypes may have had the beginnings of many modern attributes even by late Carboniferous and it is possible that they even captured small vertebrates, for some species had a wing span of 71 cm. A number of important new insect groups appeared at this time, including the Coleoptera (beetles) and Diptera (flies).


          


          Reptile and amphibian fauna


          Early Permian terrestrial faunas were dominated by pelycosaurs and amphibians, the middle Permian by primitive therapsids such as the dinocephalia, and the late Permian by more advanced therapsids such as gorgonopsians and dicynodonts. Towards the very end of the Permian the first archosaurs appeared, a group that would give rise to the dinosaurs in the following period. Also appearing at the end of the Permian were the first cynodonts, which would go on to evolve into mammals during the Triassic. Another group of therapsids, the therocephalians (such as Trochosaurus), arose in the Middle Permian. There were no aerial vertebrates.


          The Permian period saw the development of a fully terrestrial fauna and the appearance of the first large herbivores and carnivores. It was the high tide of the anapsides in the form of the massive Pareiasaurs and host of smaller, generally lizzard-like groups. A group of small reptiles, the diapsids started to abound. These were the ancestors to most modern reptiles and the ruling dinosaurs as well as pterosaurs and crocodiles.


          Thriving also, were the early ancestors to mammals, the synapsida, which included some large reptiles such as Dimetrodon. Reptiles grew to dominance among vertebrates, because their special adaptations enabled them to flourish in the drier climate.


          Permian amphibians consisted of temnospondyli, lepospondyli and batrachosaurs.


          


          Permian-Triassic extinction event


          
            [image: The Permian–Triassic extinction event, labeled "End P" here, is the most significant extinction event in this plot for marine genera which produce large numbers of fossils.]

            
              The PermianTriassic extinction event, labeled "End P" here, is the most significant extinction event in this plot for marine genera which produce large numbers of fossils.
            

          


          The Permian ended with the most extensive extinction event recorded in paleontology: the Permian-Triassic extinction event. 90% to 95% of marine species became extinct, as well as 70% of all land organisms. On an individual level, perhaps as many as 99.5% of separate organisms died as a result of the event.


          There is also significant evidence that massive flood basalt eruptions from magma output lasting thousands of years in what is now the Siberian Traps contributed to environmental stress leading to mass extinction. The reduced coastal habitat and highly increased aridity probably also contributed. Based on the amount of lava estimated to have been produced during this period, the worst case scenario is an expulsion of enough carbon dioxide from the eruptions to raise world temperatures five degrees Celsius, not enough to kill off 95% of life.


          Another hypothesis involves ocean venting of hydrogen sulfide gas. Portions of deep ocean will periodically lose all of its dissolved oxygen allowing bacteria that live without oxygen to flourish and produce hydrogen sulfide gas. If enough hydrogen sulfide accumulates in an anoxic zone, the gas can rise into the atmosphere.


          Oxidizing gases in the atmosphere would destroy the toxic gas, but the hydrogen sulfide would soon consume all of the atmospheric gas available to change it. Hydrogen sulfide levels would increase dramatically over a few hundred years.


          Modeling of such an event indicates that the gas would destroy ozone in the upper atmosphere allowing ultraviolet radiation to kill off species that had survived the toxic gas (Kump, et al, 2005). Of course, there are species that can metabolize hydrogen sulfide.


          Another hypothesis builds on the flood basalt eruption theory. Five degrees Celsius would not be enough increase in world temperatures to explain the death of 95% of life. But such warming could slowly raise ocean temperatures until frozen methane reservoirs below the ocean floor near coastlines (a current target for a new energy source) melted, expelling enough methane, among the most potent greenhouse gases, into the atmosphere to raise world temperatures an additional five degrees Celsius. The frozen methane hypothesis helps explain the increase in carbon-12 levels midway into the Permian-Triassic boundary layer. It also helps explain why the first phase of the layer's extinctions was land-based, the second was marine-based (and starting right after the increase in C-12 levels), and the third land-based again.


          An even more speculative hypothesis is that intense radiation from a nearby supernova was responsible for the extinctions.


          Trilobites, which had thrived since Cambrian times, finally became extinct before the end of the Permian.


          In 2006, a group of American scientists from Ohio State University reported evidence for a possible huge meteorite crater ( Wilkes Land crater) with a diameter of around 500 kilometers in Antarctica. The crater is located at a depth of 1.6 kilometers beneath the ice of Wilkes Land in eastern Antarctica. The scientists speculate that this impact may have caused the Permian-Triassic extinction event, although its age is bracketed only between 100 million and 500 million years ago. They also speculate that it may have contributed in some way to the separation of Australia from the Antarctic landmass, which were both part of a supercontinent called Gondwana. Levels of iridium and quartz fracturing in the Permian-Triassic layer do not approach those of the Cretaceous-Tertiary boundary layer. Given that a far greater proportion of species and individual organisms became extinct during the former, doubt is cast on the significance of a meteor impact in creating the latter. Further doubt has been cast on this theory based on fossils in Greenland showing the extinction to have been gradual, lasting about eighty thousand years, with three distinct phases.


          Thriving also, were the early ancestors to mammals (synapdia), which included some large reptiles such as dimetrodon. Reptiles grew to dominance among vertebrates, because their special adaptations enabled them to flourish in the drier climate.


          The warm zone spread in the northern hemisphere, where extensive dry desert appeared. The rock formed at that time were stained red by iron oxides, the result of intense heating by the sun of a surface devoid of vegetation cover. The old types of plants and animals died out.


          Many scientists believe that the Permian-Triassic extinction event was caused by a combination of some or all of the hypotheses above and other factors; the formation of Pangaea decreased the number of coastal habitats and may have contributed to the extinction of many clades.
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          In several fields of mathematics the term permutation is used with different but closely related meanings. They all relate to the notion of (re-)arranging elements from a given finite set into a sequence.


          


          Definitions


          The general concept of permutation can be defined more formally in different contexts:


          


          In combinatorics


          In combinatorics, a permutation is usually understood to be a sequence containing each element from a finite set once, and only once. The concept of sequence is distinct from that of a set, in that the elements of a sequence appear in some order: the sequence has a first element (unless it is empty), a second element (unless its length is less than 2), and so on. In contrast, the elements in a set have no order; {1, 2, 3} and {3, 2, 1} are different ways to denote the same set.


          However, there is also a traditional more general meaning of the term "permutation" used in combinatorics. In this more general sense, permutations are those sequences in which, as before, each element occurs at most once, but not all elements of the given set need to be used.


          For a related notion in which the ordering of the selected elements form a set, for which the ordering is irrelevant, see Combination.


          


          In group theory


          In group theory and related areas, the elements of a permutation need not be arranged in a linear order, or indeed in any order at all. Under this refined definition, a permutation is a bijection from a finite set onto itself. This allows for the definition of groups of permutations; see Permutation group.


          


          Counting permutations


          In this section only, the traditional definition from combinatorics is used: a permutation is an ordered sequence of elements selected from a given finite set, without repetitions, and not necessarily using all elements of the given set. For example, given the set of letters {C, E, G, I, N, R}, some permutations are RING, RICE, NICER, REIGN and CRINGE, but also RNCGI  the sequence need not spell out an existing word. ENGINE, on the other hand, is not a permutation, because it uses the elements E and N twice.


          If n denotes the size of the set  the number of elements available for selection  and only permutations are considered that use all n elements, then the total number of possible permutations is equal to n!, where "!" is the factorial operator. This can be shown informally as follows. In constructing a permutation, there are n possible choices for the first element of the sequence. Once it has been chosen,


          elements are left, so for the second element there are only


          possible choices. For the first two elements together, that gives us


          
            	n  (n  1) possible permutations.

          


          For selecting the third element, there are then


          elements left, giving, for the first three elements together,


          
            	n  (n  1)  (n  2) possible permutations.

          


          Continuing in this way until there are only 2 elements left, there are 2 choices, giving for the number of possible permutations consisting of


          elements:


          
            	n  (n  1)  (n  2)  ...  2.

          


          The last choice is now forced, as there is exactly one element left. In a formula, this is the number


          
            	n  (n  1)  (n  2)  ...  2  1

          


          (which is the same as before because the factor 1 does not make a difference). This number is, by definition, the same as n!.


          In general the number of permutations is denoted by P(n, r), nPr, or sometimes [image: P_r^n], where:


          
            	n is the number of elements available for selection, and


            	r is the number of elements to be selected (0  r  n).

          


          For the case where


          it has just been shown that


          . The general case is given by the formula:


          
            	[image:  P(n, r) = \frac{n!}{(n-r)!}.]

          


          As before, this can be shown informally by considering the construction of an arbitrary permutation, but this time stopping when the length r has been reached. The construction proceeds initially as above, but stops at length r. The number of possible permutations that has then been reached is:


          
            	P(n, r) = n  (n  1)  (n  2)  ...  (n  r + 1).

          


          So:


          
            	n! = n  (n  1)  (n  2)  ...  2  1


            	 = n  (n  1)  (n  2)  ...  (n  r + 1)  (n  r)  ...  2  1


            	 = P(n, r)  (n  r)  ...  2  1


            	 = P(n, r)  (n  r)!.

          


          But if n! = P(n, r)  (n  r)!, then


          . For example, if there is a total of 10 elements and are selecting a sequence of three elements from this set, then the first selection is one from 10 elements, the next one from the remaining 9, and finally from the remaining 8, giving


          . In this case, n = 10 and r = 3. Using the formula to calculate P(10,3),


          
            	[image:  P(10,3) = \frac{10!}{(10-3)!} = \frac{10!}{7!} = \frac{1 \times 2 \times 3 \times 4 \times 5 \times 6 \times 7 \times 8 \times 9 \times 10}{1 \times 2 \times 3 \times 4 \times 5 \times 6 \times 7} = \frac{3628800}{5040} = 720 ]

          


          In the special case where n = r the formula above simplifies to:


          
            	[image:  P(n,r) = \frac{n!}{0!} = \frac{n!}{1} = n! ]

          


          The reason why 0! = 1 is that 0! is an empty product, which always equals 1.


          In the example given in the header of this article, with 6 integers {1..6}, this would be: P(6,6) = 6! / (66)! = (123456) / 0! = 720 / 1 = 720.


          Other, older notations include nPr, Pn,r, or nPr. A common modern notation is (n)r which is called a falling factorial. However, the same notation is used for the rising factorial (also called Pochhammer symbol)


          
            	n(n + 1)(n + 2)⋯(n + r  1)r.

          


          With the rising factorial notation, the number of permutations is (n  r + 1)r.


          


          Permutations in group theory


          As explained in a previous section, in group theory the term permutation (of a set) is reserved for a bijective map ( bijection) from a finite set onto itself. The earlier example, of making permutations out of numbers 1 to 10, would be translated as a map from the set {1, , 10} to itself.


          


          Notation


          There are two main notations for such permutations. In relation notation, one can just arrange the "natural" ordering of the elements being permuted on a row, and the new ordering on another row:


          
            	[image: \begin{pmatrix} 1 & 2 & 3 & 4 & 5 \\ 2 & 5 & 4 & 3 & 1\end{pmatrix} = (2,5,4,3,1) = \begin{pmatrix}1 & 2 & 5 \end{pmatrix} \begin{pmatrix}3 & 4 \end{pmatrix} = \begin{pmatrix}3 & 4 \end{pmatrix} \begin{pmatrix}1 & 2 & 5 \end{pmatrix}]

          


          stands for the permutation s of the set {1,2,3,4,5} defined by s(1)=2, s(2)=5, s(3)=4, s(4)=3, s(5)=1.


          If we have a finite set E of n elements, it is by definition in bijection with the set {1,,n}, where this bijection f corresponds just to numbering the elements. Once they are numbered, we can identify the permutations of the set E with permutations of the set {1,,n}. (In more mathematical terms, the function that maps a permutation s of E to the permutation f o s o f1 of {1,,n} is a morphism from the symmetric group of E into that of {1,,n}, see below.)


          Alternatively, we can write the permutation in terms of how the elements change when the permutation is successively applied. This is referred to as the permutation's decomposition in a product of disjoint cycles. It works as follows: starting from one element x, we write the sequence (x s(x) s2(x) ) until we get back the starting element (at which point we close the parenthesis without writing it for a second time). This is called the cycle associated to x's orbit following s. Then we take an element we did not write yet and do the same thing, until we have considered all elements. In the above example, we get: s = (1 2 5) (3 4).


          Each cycle (x1 x2  xL) stands for the permutation that maps xi on xi+1 (i=1L1) and xL on x1, and leaves all other elements invariant. L is called the length of the cycle. Since these cycles have by construction disjoint supports (i.e. they act non-trivially on disjoint subsets of E), they do commute (for example, (1 2 5) (3 4) = (3 4)(1 2 5)). The order of the cycles in the (composition) product does not matter, while the order of the elements in each cycles does matter ( up to cyclic change; see also cycles and fixed points).


          Obviously, a 1-cycle (cycle of length 1) is the same as fixing the element contained in it, so there is no use in writing it explicitly. Some authors' definition of a cycle do not include cycles of length 1.


          Cycles of length two are called transpositions; such permutations merely exchange the place of two elements. (Conversely, a matrix transposition is itself an important example of a permutation.)


          


          Product and inverse of permutations


          One can define the product of two permutations as follows. If we have two permutations, P and Q, the action of first performing P and then Q will be the same as performing some single permutation R. The product of P and Q is then defined to be that permutation R. Viewing permutations as bijections, the product of two permutations is thus the same as their composition as functions. There is no universally agreed notation for the product operation between permutations, and depending on the author a formula like PQ may mean either P ∘ Q or Q ∘ P. Since function composition is associative, so is the product operation on permutations: (P ∘ Q) ∘ R= P ∘ (Q ∘ R).


          Likewise, since bijections have inverses, so do permutations, and both P ∘ P1 and P1 ∘ P are the "identity permutation" (see below) that leaves all positions unchanged. Thus, it can be seen that permutations form a group.


          As for any group, there is a group isomorphism on permutation groups, obtained by assigning to each permutation its inverse, and this isomorphism is an involution, giving a dual view on any abstract result. Since (P ∘ Q)1= Q1 ∘ P1, from an abstract point of view it is immaterial whether PQ represents "P before Q" or "P after Q". For concrete permutations, the distinction is, of course, quite material.


          


          Special permutations


          If we think of a permutation that "changes" the position of the first element to the first element, the second to the second, and so on, we really have not changed the positions of the elements at all. Because of its action, we describe it as the identity permutation because it acts as an identity function. Conversely, a permutation which changes the position of all elements (no element is mapped to itself) is called a derangement.


          If one has some permutation, called P, one may describe a permutation, written P1, which undoes the action of applying P. In essence, performing P then P1 is equivalent to performing the identity permutation. One always has such a permutation since a permutation is a bijective map. Such a permutation is called the inverse permutation. It is computed by exchanging each number and the number of the place which it occupies.


          An even permutation is a permutation which can be expressed as the product of an even number of transpositions, and the identity permutation is an even permutation as it equals (1 2)(1 2). An odd permutation is a permutation which can be expressed as the product of an odd number of transpositions. It can be shown that every permutation is either odd or even and can't be both.


          One theorem regarding the inverse permutation is the effect of a conjugation of a permutation by a permutation in a permutation group. If we have a permutation Q=(i1 i2  in) and a permutation P, then PQP1 = (P(i1) P(i2)  P(in)).


          We can also represent a permutation in matrix form; the resulting matrix is known as a permutation matrix.


          


          Permutations in computing


          Some of the older textbooks look at permutations as assignments, as mentioned above. In computer science terms, these are assignment operations, with values


          
            	1, 2, , n

          


          assigned to variables


          
            	x1, x2, , xn.

          


          Each value should be assigned only once.


          The assignment/substitution difference is then illustrative of one way in which functional programming and imperative programming differ  pure functional programming has no assignment mechanism. The mathematics convention is nowadays that permutations are just functions and the operation on them is function composition; functional programmers follow this. In the assignment language a substitution is an instruction to switch round the values assigned, simultaneously; a well-known problem.


          


          Numbering permutations


          Factoradic numbers can be used to assign unique numbers to permutations, such that given a factoradic of k one can quickly find the corresponding permutation.


          


          Algorithms to generate permutations


          


          Unordered generation


          For every number k, with 0k<n!, the following algorithm generates a unique permutation of the initial sequence sj, j=1n:

          
 function permutation(k, s) {
  var int factorial:= 1;
  for j= 2 to length(s) {
  factorial:= factorial* (j-1);  // factorial= (j-1)!
  swap s[j- ((k / factorial) mod j)] with s[j];
  }
  return s;
 }



          


          Lexicographical order generation


          For every number k, with 0k<n!, the following algorithm generates the corresponding lexicographical permutation of the initial sequence sj, j= 1n:

          
 function permutation(k, s) {
  var int n:= length(s); factorial:= 1;
  for j= 2 to n- 1 {    // compute (n- 1)!
   factorial:= factorial* j;
  }
  for j= 1 to n- 1 {
   tempj:= (k/ factorial) mod (n+ 1- j);
   temps:= s[j+ tempj]
   for i= j+ tempj to j+ 1 step -1 {
    s[i]:= s[i- 1];  // shift the chain right
   }
   s[j]:= temps;
   factorial:= factorial/ (n- j);
  }
  return s;
 }



          Notation


          
            	k / j denotes integer division of k by j, i.e. the integral quotient without any remainder, and


            	k mod j is the remainder following integer division of k by j.


            	s[n] denotes the nth element of sequence s.

          


          


          Software and hardware implementations


          


          Calculator functions


          Most calculators have a built-in function for calculating the number of permutations, called nPr or PERM on many. The permutations function is often only available through several layers of menus; how to access the function is usually indicated in the documentation for calculators that support it.


          


          Spreadsheet functions


          Most spreadsheet software also provides a built-in function for calculating the number of permutations, called PERMUT in many popular spreadsheets. Apple's Numbers software notably does not currently include such a function.
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              	Pernicious anaemia

              Classification and external resources
            


            
              	ICD- 10

              	D 51.0
            


            
              	ICD- 9

              	281.0
            


            
              	DiseasesDB

              	9870
            


            
              	MedlinePlus

              	000569
            


            
              	eMedicine

              	med/1799
            


            
              	MeSH

              	D000752
            

          


          Pernicious anaemia (also known as Biermer's anaemia or Addison's anaemia or Addison-Biermer anaemia) is a form of megaloblastic anaemia due to vitamin B-12 (vitamin B12) deficiency, caused by impaired absorption of vitamin B-12 due to the absence of intrinsic factor in the setting of atrophic gastritis, and more specifically of loss of gastric parietal cells. While the term "pernicious anaemia" is sometimes also incorrectly used to indicate megaloblastic anaemia due to any cause of vitamin B-12 deficiency, its proper usage refers to that caused by atrophic gastritis and parietal cell loss only.


          It is the most common result of adult vitamin B-12 deficiency.


          


          Mechanisms and manifestations


          


          Pathophysiology


          Vitamin B-12 cannot be produced by the human body, and must therefore be obtained from diet. Normally, dietary vitamin B-12 can only be absorbed by the ileum when it is bound by the intrinsic factor produced by parietal cells of the gastric mucosa. In pernicious anemia, this process is impaired because of loss of parietal cells, resulting in insufficient absorption of the vitamin, which over a prolonged period of time ultimately leads to vitamin B-12 deficiency and thus megaloblastic anemia. This anaemia is a result of the body's inability to produce DNA in sufficient quantities for blood cell synthesis, due to interruption of a biochemical pathway that is dependent on vitamin B-12 and/or folic acid as cofactors, which synthesizes thymine, a DNA component.


          


          Presentation


          The presentation of pernicious anemia resembles that of any other form of anaemia, but is often accompanied by the manifestations of vitamin B12 deficiency (notably neurological abnormalities such as peripheral neuropathy), as well as by other manifestations of autoimmune atrophic gastritis.


          


          Causes


          Most commonly (in temperate climates), the cause for impaired binding of vitamin B12 by intrinsic factor is autoimmune atrophic gastritis, in which autoantibodies are directed against parietal cells (resulting in their loss) as well as against the intrinsic factor itself (rendering it unable to bind vitamin B-12).


          Less frequently, loss of parietal cells may simply be part of a widespread atrophic gastritis of non-autoimmune origin, such as that frequently occurring in elderly people affected with long-standing chronic gastritis of any cause (including Helicobacter pylori infection).


          Note that forms of vitamin B-12 deficiency other than pernicious anaemia must be considered in the differential diagnosis of megaloblastic anaemia. For example, a B-12 deficient state which causes megaloblastic anemia and which may be mistaken for classical pernicious anaemia, may be caused by infection with the tapeworm Diphyllobothrium latum, possibly due to the parasite's competition for vitamin B-12, .


          


          Symptoms and signs


          
            
              	Due to anaemia:


              	'Fog days' - cognitive impairment

            


            
              	
                
                  	Pallor


                  	Fatigue


                  	Shortness of breath - known as 'the sighs'.


                  	Rapid heartbeat

                

              


              	Tongue symptoms: red, burning or sore


              	Digestive disturbances:

                
                  	Upset stomach


                  	Weight loss


                  	Loss of appetite


                  	Diarrhea


                  	Constipation


                  	Abdominal pain

                

              


              	Jaundice due to impaired formation of blood cells


              	Fever


              	Malaise


              	Paresthesias

                
                  	Finger paresthesias


                  	Pins and needles


                  	Tingling or burning fingers


                  	Numb fingers

                

              


              	Due to low muscle tone:

                
                  	Muscle spasms


                  	Unsteadiness


                  	Movement disorders

                

              


              	Weakness


              	Spasticity


              	Personality changes


              	Chest pain

            

          


          


          Diagnosis


          A diagnosis of pernicious anaemia first requires demonstration of megaloblastic anaemia (through a full blood count) which evaluates the mean corpuscular volume (MCV), as well the mean corpuscular hemoglobin concentration (MCHC). Pernicious anaemia is identified with a high MCV and a normal MCHC (that is, it is a macrocytic, normochromic anaemia). . Ovalocytes are also typically seen on the blood smear, and a pathognomonic feature of megaloblastic anemias (which include pernicious anaemia and others) is hypersegmented neutrophils.


          Pernicious anaemia can also be diagnosed by evaluating its direct cause, vitamin B-12 deficiency (by measuring B-12 levels in serum). A Schilling test can then be used to distinguish pernicious anaemia from other causes of vitamin B-12 deficiency (notably malabsorption).


          A diagnosis of atrophic gastritis should be confirmed by gastroscopy with biopsies. Approximately 90% of individuals with pernicious anemia have antibodies for parietal cells; however only 50% of all individuals in the general population with these antibodies have pernicious anaemia.


          


          Treatment


          Being a manifestation of vitamin B-12 deficiency, pernicious anaemia is treated by administering vitamin B-12 supplements. Oral tablets are sometimes used, though if this approach is used, much higher doses are given than normally required in order to overcome the impaired absorption that characterizes pernicious anaemia.


          If oral tablets are not desired, vitamin B-12 can also be administered via injection, which is usually given once a month. Often the patient can learn to do this at home with the same syringes and needles used for insulin treatment of diabetes.


          


          History


          Dr. Addison first described the disease, from which it acquired the common name of Addison's Anemia. Dr. Newcastle found that he could regurgitate his own gastric juices and feed it to his patients, also causing disease improvement. However, this was not a sustainable practice. Pernicious anaemia was a fatal disease before about the year 1920, when Whipple suggested raw liver as a treatment. After verification of Whipple's results in 1926, pernicious anaemia victims ate or drank at least 1/2 a pound of raw liver, or drank raw liver juice every day. This continued for several years until a concentrate of liver juice became available after 1928.


          The first workable treatment for pernicious anaemia began with the work of George Whipple who made the discovery in the course of experiments in which he bled dogs to make them anemic, then fed them various foods to see which would make them recover most rapidly (Whipple was looking for treatments for anemia from bleeding, not pernicious anaemia). Whipple discovered that ingesting large amounts of liver seemed to cure anemia from blood loss, and tried liver ingestion as a treatment for pernicious anaemia, reporting improvement there also, in a paper in 1920. George Minot and William Murphy then set about to partly isolate the curative property in liver and showed that it was contained in raw liver juice (in the process also showing that ironically it was the iron in liver tissue, not the soluble factor in liver juice, which cured the anemia from bleeding in dogs; thus the discovery of the liver juice factor as a treatment for pernicious anaemia, had been by coincidence). For the discovery of the cure of a previously fatal disease of unknown etiology the three men shared the 1934 Nobel Prize in Medicine.


          In 1928 chemist Edwin Cohn prepared a liver extract that was 50 to 100 times more potent than the natural food (liver). The extract could even be injected into muscle, which meant that patients no longer needed to eat large amounts of liver or juice. This reduced the cost of treatment considerably.


          The active ingredient in liver was unknown until 1948, when it was isolated by two chemists, Karl A. Folkers of the United States and Alexander R. Todd of Great Britain. The substance was a cobalamin, which the discoverers named vitamin B-12. The new vitamin in liver juice was eventually completely purified and characterized in the 1950s, and other methods of producing it from bacteria were developed. It could be injected into muscle with even less irritation, making it possible to treat pernicious anemia with even more ease. Pernicious anaemia was eventually treated with either vitamin B-12 injections, or else large oral doses of vitamin B-12, typically between 1 and 4 mg (1000 to 4000 mcg) daily.


          


          Famous sufferers


          
            	Inez Milholland, American Suffragette.


            	Alexander Graham Bell, Scottish scientist and inventor.


            	Annie Oakley.


            	Norman Warne, Editor/Publisher & fiance of Beatrix Potter.


            	Yoon Eun Hye, A South Korean actress


            	Betsie ten Boom, Sister to Corrie ten Boom, victim of the Holocaust, and in the book, The Hiding Place


            	David Hilbert, German mathematician.


            	Sam Hughes, Canadian Minister of Militia and Defence.
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                          Before Islam
                        


                        
                          
                            
                              	

                              	BCE
                            


                            
                              	Zayandeh River Civilization

                              	prehistoric?
                            


                            
                              	Sialk civilization

                              	75001000
                            


                            
                              	Jiroft civilization (Aratta)

                              	3000?
                            


                            
                              	Proto-Elamite civilization

                              	32002800
                            


                            
                              	Bactria-Margiana Complex

                              	22001700
                            


                            
                              	Elamite dynasties

                              	2800550
                            


                            
                              	Kingdom of Mannai

                              	10th7thcent.
                            


                            
                              	Median Empire

                              	728550
                            


                            
                              	Achaemenid Empire

                              	550330
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          The Persian Empire was a series of Iranian empires that ruled over the Iranian plateau, the original Persian homeland, and beyond in Western Asia, Central Asia and the Caucasus.


          The most widespread entity considered to have been a Persian Empire was the Achaemenid Empire (550330 BC) under Darius and Xerxes (or Xerkes)  famous in antiquity as the foe of the classical Greek states (See Greco-Persian Wars)  a united Persian kingdom that originated in the region now known as Pars province (Fars province) of Iran.


          It was formed under Cyrus the Great, who took over the empire of the Medes, and conquered much of the middle east, including the territories of the Babylonians, Assyrians, the Phoenicians, and the Lydians. Cambyses, Son of Cyrus the Great, continued his conquests by conquering Egypt. The Persian Empire is thought to have been taken over by Alexander the Great.


          Most of the successive states in Greater Iran prior to March 1935 are collectively called the Persian Empire by Western historians.


          Virtually all the successor empires of Persia were major regional and some major international powers in their day.


          


          History


          Achaemenid Empire (550 BC330 BC)
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          The earliest known record of the Persians comes from an Assyrian inscription from c. 844 BC that calls them the Parsu (Parsua, Parsuma) and mentions them in the region of Lake Urmia alongside another group, the Mādāyu ( Medes). For the next two centuries, the Persians and Medes were at times tributary to the Assyrians. The region of Parsuash was annexed by Sargon of Assyria around 719 BC. Eventually the Medes came to rule an independent Median Empire, and the Persians were subject to them.


          The Achaemenids were the first to create a centralized state in Persia, founded by Achaemenes (Haxamani), chieftain of the Persians around 700 BC.


          Around 653 BC, the Medes came under the domination of the Scythians, and Teispes (Cipi), the son of Achaemenes, seems to have led the nomadic Persians to settle in southern Iran around this time  eventually establishing the first organized Persian state in the important region of Anan as the Elamite kingdom was permanently destroyed by the Assyrian ruler Ashurbanipal (640 BC). The kingdom of Anan and its successors continued to use Elamite as an official language for quite some time after this, although the new dynasts spoke Persian, an Indo-Iranian tongue.


          Teispes' descendants may have branched off into two lines, one line ruling in Anshan, while the other ruled the rest of Persia. Cyrus II the Great (Kuru) united the separate kingdoms around 559 BC. At this time, the Persians were still tributary to the Median Empire ruled by Astyages. Cyrus rallied the Persians together, and in 550 BC defeated the forces of Astyages, who was then captured by his own nobles and turned over to the triumphant Cyrus, now Shah of a unified Persian kingdom. As Persia assumed control over the rest of Media and their large empire, Cyrus led the united Medes and Persians to still more conquest. He took Lydia in Asia Minor, and carried his arms eastward into central Asia. Finally in 539 BC, Cyrus marched triumphantly into the ancient city of Babylon. After this victory, he set the standards of a benevolent conqueror by issuing the Cyrus Cylinder, the first charter of human rights. Cyrus was killed in 530 BC during a battle against the Massagetae or Sakas.


          Cyrus's son, Cambyses II (Kambūjiya), annexed Egypt to the Achaemenid Empire. The empire then reached its greatest extent under Darius I (Dāryavu). He led conquering armies into the Indus River valley and into Thrace in Europe. A punitive raid against Greece was halted at the Battle of Marathon. A larger invasion by his son, Xerxes I (Xayāra), would have initial success at the Battle of Thermopylae. Following the destruction of his navy at the Battle of Salamis, Xerxes would withdraw most of his forces from Greece. The remnant of his army in Greece commanded by General Mardonius was ultimately defeated at the Battle of Plataea in 479 BC.


          Darius divided his realm into twenty-three satrapies (provinces) supervised by satraps, or governors, many of whom had personal ties to the Shah. He instituted a systematic tribute to tax each province. He took the advanced postal system of the Assyrians and expanded it. Also taken from the Assyrians was the usage of secret agents of the king, known as the King's Eyes and Ears, keeping him informed.


          Darius improved the famous Royal Road and other ancient trade routes, thereby connecting far reaches of the empire. He may have moved the administration centre from Fars itself to Susa, near Babylon and closer to the centre of the realm. The Persians allowed local cultures to survive, following the precedent set by Cyrus the Great. This was not only good for the empire's subjects, but ultimately benefited the Achaemenids, because the conquered peoples felt no need to revolt.
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          It may have been during the Achaemenid period that Zoroastrianism reached South-Western Iran, where it came to be accepted by the rulers and through them became a defining element of Persian culture. The religion was not only accompanied by a formalization of the concepts and divinities of the traditional (Indo-)Iranian pantheon, but also introduced several novel ideas, including that of free will, which is arguably Zoroaster's greatest contribution to religious philosophy. Under the patronage of the Achaemenid kings, and later as the de-facto religion of the state, Zoroastrianism would reach all corners of the empire. In turn, Zoroastrianism would be subject to the first syncretic influences, in particular from the Semitic lands to the west, from which the divinities of the religion would gain astral and planetary aspects and from where the temple cult originates. It was also during the Achaemenid era that the sacerdotal Magi would exert their influence on the religion, introducing many of the practices that are today identified as typically Zoroastrian, but also introducing doctrinal modifications that are today considered to be revocations of the original teachings of the prophet.


          The Achaemenid Empire united people and kingdoms from every major civilization in south West Asia and North East Africa.


          


          Hellenistic Persia (330 BC250 BC)


          The Achaemenid dynasty never managed to conquer Greece, but often supported one side or the other in wars between the individual Greek states. However, the Achaemenid Empire's weakness was exposed to the Greeks in 401 BC, when a rebel prince, Cyrus the Younger, hired thousands of Greek mercenaries to help secure his claim to the imperial throne (see Xenophon, Anabasis). This army (known as the Ten thousand) marched all the way into the heart of Persia and back again. This demonstrated the military problems of the Achaemenid forces when dealing with the highly effective Greek phalanx. (A densely packed unit of men armed with long pikes or spears)


          Philip II of Macedon managed to unify most of Greece and the balkans under his control, and decided to take advantage of Achaemenid weakness when, after the death of Artaxerxes (Artaxarā) III Ochus in 338 BC, the Persian Empire had no strong leader. On Philip's death in 336 BC, his son and heir Alexander continued the attack on the Empire. He turned out to be one of the greatest generals in history. The Achaemenid monarch, Darius III was an aged man with a reputation for bravery gained in his youth, but in the event was no match for Alexander. Against the highly professional Greek standing army, Persia, the greatest empire of the age collapsed in only eight years.


          Alexander landed in Asia Minor in 334 BC. His armies quickly swept through Lydia, Phoenicia, and Egypt, before defeating Darius III at Gaugamela (331 BC) and capturing the capital at Susa. The last Achaemenid resistance was at the " Persian Gates" between Susa and near the royal palace at Persepolis. The Achaemenid Empire was now in Alexander's hands.
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          Along his route of conquest, Alexander founded many colony cities, often named "Alexandria". For the next several centuries, these cities served to greatly extend Greek, or Hellenistic, culture in Persia.


          Alexander's empire broke up shortly after his death, and Alexander's general, Seleucus I Nicator, tried to take control of Persia, Mesopotamia, and later Syria and Asia Minor. His ruling family is known as the Seleucid Dynasty. However he was killed in 281 BC by Ptolemy Keraunos before he could conquer Greece and Macedonia.


          Greek colonization continued until around 250 BC; Greek language, philosophy, and art came with the colonists. Throughout Alexander's former empire, Greek became the common tongue of diplomacy and literature. Trade with China had begun in Achaemenid times along the so-called Silk Road; but during the Hellenistic period it began in earnest. The overland trade brought about some fascinating cultural exchanges. Buddhism came in from India, while Zoroastrianism traveled west to influence Judaism. Incredible statues of the Buddha in classical Greek styles have been found in Persia and Afghanistan, illustrating the mix of cultures that occurred around this time (See Greco-Buddhism), although it is possible that Greco-Buddhist art dates from Achaemenid times when Greek artists worked for the Persians.


          Although recently discovered cuneiform evidence (e.g., the Babylonian Chronicles from the Hellenistic Period) show how much continuity there was in the Eastern civilization, it can not be denied that the Seleucid kingdom began to decline after about a century. The eastern provinces of Bactria and Parthia broke off in 238 BC. King Antiochus III's military leadership kept Parthia from overrunning Persia itself, but when he tried to intervene in Greece, his successes alarmed the burgeoning Roman Republic. Roman legions began to attack the kingdom. At the same time, the Seleucids had to contend with the revolt of the Maccabees in Judea and the expansion of the Kushan Empire to the east. The empire fell apart and was conquered by Parthia and Rome.


          


          Parthians (250 BCAD 226)
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          Its rulers, the Arsacid dynasty, belonged to an Iranian tribe that had settled there during the time of Alexander. They declared their independence from the Seleucids in 238 BC, but their attempts to unify Iran were thwarted until after the advent of Mithridates I to the Parthian throne in about 170 BC.


          The Parthian Confederacy shared a border with Rome along the upper Euphrates River. The two polities became major rivals, especially over control of Armenia. Heavily-armoured Parthian cavalry ( cataphracts) supported by mounted archers proved a match for Roman legions, as in the Battle of Carrhae in which the Parthian General Surena defeated Marcus Licinius Crassus of Rome. Wars were very frequent, with Mesopotamia serving as the battleground.


          During the Parthian period, Hellenistic customs partially gave way to a resurgence of Iranian culture. However, the area lacked political unity, and the vassalary structure that the Arsacids had adopted from the Seleucids left the Parthians in a constant state of war with one seceding vassal or the other. By the 1st century BC, Parthia was decentralized, ruled by feudal nobles. Wars with Romans to the west and the Kushan Empire to the northeast drained the country's resources.


          Parthia, now impoverished and without any hope of recovering its lost territories, was demoralized. The kings had to give more concessions to the nobility, and the vassal kings sometimes refused to obey. Parthia's last ruler Artabanus IV had an initial success in putting together the crumbling state. However, the fate of the Arsacid Dynasty was doomed when in AD 224, the Persian vassal king Ardashir revolted. Two years later, he took Ctesiphon, and this time, it meant the end of Parthia. It also meant the beginning of the second Persian Empire, ruled by the Sassanid kings. Sassanids were from the province of Persis, native to the first Persian Empire, the Achaemenids.


          


          Sassanid Empire (226651)
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          The Sassanid Empire or Sassanian Dynasty ( Persian: ساسانیان, pronounced [sɒsɒnijɒn]) is the name used for the fourth imperial Iranian dynasty, and the second Persian Empire (226651). The Sassanid dynasty was founded by Ardashir I after defeating the last Parthian (Arsacid) king, Artabanus IV ( Persian: اردوان Ardavan) and ended when the last Sassanid Shahanshah (King of Kings), Yazdegerd III (632651), lost a 14-year struggle to drive out the early Islamic Caliphate, the first of the Islamic empires.


          Ardashir I led a rebellion against the Parthian Confederacy in an attempt to revive the glory of the previous empire and to legitimize the Hellenized form of Zoroastrianism practised in southwestern Iran. In two years he was the Shah of a new Persian Empire.


          The Sassanid dynasty (also Sassanian, named for Ardashir's grandfather) was the first dynasty native to the Pars province since the Achaemenids; thus they saw themselves as the successors of Darius and Cyrus. They pursued an aggressive expansionist policy. They recovered much of the eastern lands that the Kushans had taken in the Parthian period. The Sassanids continued to make war against Rome; a Persian army even captured the Roman Emperor Valerian in 260.


          The Sassanid Empire, unlike Parthia, was a highly centralized state. The people were rigidly organized into a caste system: Priests, Soldiers, Scribes, and Commoners. Zoroastrianism was finally made the official state religion, and spread outside Persia proper and out into the provinces. There was sporadic persecution of other religions. The Eastern Orthodox Church was particularly persecuted, but this was in part due to its ties to the Roman Empire. The Nestorian Christian church was tolerated and sometimes even favored by the Sassanids.


          The wars and religious control that had fueled the Sassanid Empire's early successes eventually contributed to its decline. The eastern regions were conquered by the White Huns in the late 5th century. Adherents of a radical religious sect, the Mazdakites, revolted around the same time. Khosrau I was able to recover his empire and expand into the Christian countries of Antioch and Yemen. Between 605 and 629, Sassanids successfully annexed Levant and Roman Egypt and pushed into Anatolia.


          However, a subsequent war with the Romans utterly destroyed the empire. In the course of the protracted conflict, Sassinid armies reached Constantinople, but could not defeat the Byzantines there. Meanwhile, the Byzantine Emperor Heraclius had successfully outflanked the Persian armies in Asia Minor and attacked the empire from the rear while the main Iranian army along with its top Eran Spahbods were far from battlefields. This resulted in a crushing defeat for Sassanids in Northern Mesopotamia. The Sassanids had to give up all their conquered lands and retreat.


          Following the advent of Islam and collapse of Sassanid Empire, Persians came under the subjection of Arab rulers for almost two centuries before native Persian dynasties could gradually drive them out. In this period a number of small and numerically inferior Arab tribes migrated to inland Iran.


          Also some Turkic tribes settled in Persia between the 9th and 12th centuries.


          In time these peoples were integrated into numerous Persian populations and adopted Persian culture and language while Persians retained their culture with minimal influence from outside.


          


          Conquest of Persia by Muslims


          The explosive growth of the Arab Caliphate coincided with the chaos caused by the defeat of Sassanids in wars with the Byzantine Empire. Most of the country was conquered between 643 and 650 with the Battle of Nihawand marking the total collapse of the Sassanids.


          Yazdgerd III, the last Sassanid emperor, died ten years after he lost his empire to the newly-formed Muslim Caliphate. He tried to recover some of what he lost with the help of the Turks, but they were easily defeated by Muslim armies. Then he sought the aid of the Chinese Tang dynasty. However, the Chinese help did not avail and Arab muslims ultimately defeated the Chinese forces in the battle of Talas, a century after Yazdgerd's death. The Umayyads would rule Persia for a hundred years. The Arab conquest dramatically changed life in Persia. Arabic became the new lingua franca, Islam eventually replaced Zoroastrianism, and mosques were built. A new language, religion, and culture were added to the Iranian cultural milieu.


          In 750 the Umayyads were ousted from power by the Abbasid dynasty. By that time, Persians had come to play an important role in the bureaucracy of the empire. The caliph Al-Ma'mun, whose mother was Persian, moved his capital away from Arab lands into Merv in eastern Iran. In 819, Samanids carved out a semi-independent state in eastern Persia to become the first native rulers after the Arabic conquest. Despite having roots in Zoroastrianism theocratic nobility, they embraced Islam and propagated the religion deep into the heart of Central Asia. They made Samarqand, Bukhara and Herat their capitals and revived the Persian language and culture. The Samanid rulers displayed tolerance toward religious minorities as Zoroastrian clerics compiled and authored major religious texts, such as the Denkard, in Pahlavi. It was approximately during this age, when the poet Firdawsi finished the Shahnameh, an epic poem retelling the history of the Iranian kings. This epic was completed by AD 1008.
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          In 913, western Persia was conquered by the Buwayhid, a Deylamite tribal confederation from the shores of the Caspian Sea. They made the city of Shiraz their capital. The Buwayhids destroyed Islam's former territorial unity. Rather than a province of a united Muslim empire, Iran became one nation in an increasingly diverse and cultured Islamic world.


          


          Turco-Persian rule (10371219)


          The Muslim world was shaken again in 1037 with the invasion of the Seljuk Turks from the northeast. The Seljuks created a very large Middle Eastern empire. The Seljuks built the fabulous Friday Mosque in the city of Isfahan. The famous Persian mathematician and poet, Omar Khayym, wrote his Rubaiyat during Seljuk times.


          In the early 13th century the Seljuks lost control of Persia to another group of Turks from Khwarezmia, near the Aral Sea. The Shahs of the Khwarezmid Empire later ruled.


          


          Mongols and their successors (12191500)
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          In 1218, Genghis Khan sent ambassadors and merchants to the city of Otrar, on the northeastern confines of the Khwarizm shahdom. The governor of Otrar had these envoys executed. Genghis attacked Otrar in 1219, Samarkand and other cities of the northeast.


          Genghis' grandson, Hulagu Khan, finished the invasions that Genghis had begun when he defeated Khwarzim Empire, Baghdad, and much of the rest of the Middle East from 1255 to 1258. Persia temporarily became the Ilkhanate, a division of the vast Mongol Empire.


          In 1295, after Ilkhan Mahmud Ghazan converted to Islam, he forced Mongols in Persia to convert Islam. The Ilkhans patronized the arts and learning in the fine tradition of Iranian Islam; indeed, they helped to repair much of the damage of the Mongol conquests.


          In 1335, the death of Abu Sa'id, the last well-recognized Ilkhan, spelled the end of the Ilkhanate. Though Arpa Ke'un was declared Ilkhan his authority was disputed and the Ilkhanate was splintered into a number of small states. This left Persia vulnerable to conquest at the hands of Timur the Lame or Tamerlane, a Central Asian conqueror seeking to revive the Mongol Empire. He ordered the attack of Persia beginning around 1370 and robbed the region until his death in 1405. Timur is known for his brutality; in Isfahan, for instance, he was responsible for the murder of 70,000 people so that he could build towers with their skulls. He conquered a wide area and made his own city of Samarkand rich, but he failed to forge a lasting empire. The Persian Empire was essentially in ruins.


          For the next hundred years Persia was not a unified state. It was ruled for a while by descendants of Timur, called the Timurid emirs. Toward the end of the 15th century, Persia was taken over by the Emirate of the White Sheep Turkmen (Ak Koyunlu). But there was little unity and none of the sophistication that had defined Iran during the glory days of Islam.


          


          Safavid Persian Dynasty (15001722)
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          The Safavid Dynasty hailed from the town of Ardabil in the region of Azarbaijan. The Safavid Shah Ismail I overthrew the White Sheep (Akkoyunlu) Turkish rulers of Persia to found a new native Persian empire. Ismail expanded Persia to include all of present-day Azerbaijan, Iran, and Iraq, plus much of Afghanistan. Ismail's expansion was halted by the Ottoman Empire at the Battle of Chaldiran in 1514, and war with the Ottomans became a fact of life in Safavid Iran.


          Safavid Persia was a violent and chaotic state for the next seventy years, but in 1588 Shah Abbas I of Safavid ascended to the throne and instituted a cultural and political renaissance. He moved his capital to Isfahan, which quickly became one of the most important cultural centers in the Islamic world. He made peace with the Ottomans. He reformed the army, drove the Uzbeks out of Iran and into modern-day Uzbekistan, and (with English help) recaptured the island of Hormuz from the Portuguese. Abdur Razzaq was the Persian ambassador to Calicut, India, and wrote vividly of his experiences there.


          The Safavids were followers of Shi'a Islam, and under them Persia (Iran) became the largest Shi'a country in the Muslim world, a position Iran still holds today.


          Under the Safavids Persia enjoyed its last period as a major imperial power. In 1639, a final border was agreed upon with the Ottoman Empire with the Treaty of Qasr-e Shirin; which delineates the border between the Republic of Turkey and Iran and also that of between Iraq and Iran, today.


          


          Persia and Europe (17221914)
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          In 1722, the Safavid state collapsed. That year saw the first European invasion of Persia since the time of Heraclius: Peter the Great, Emperor of Imperial Russia, invaded from the northwest as part of a bid to dominate central Asia. Ottoman forces accompanied the Russians, successfully laying siege to Isfahan.


          The Russians conquered the city of Baku and its surroundings. The Turks also gained territory. However, the Safavids were severely weakened, and that same year (1722), the Afghans launched a bloody battle in response to the Safavids' attempts on trying to forcefully convert them from Sunni to Shi'a sect of Islam. The last Safavid shah was executed, and the dynasty came to an end.


          The Persian empire experienced a temporary revival under Nader Shah in the 1730s and 1740s. Nadir checked the advances of the Russians and defeated the Afghans, later recaptured all of Afghanistan. He also launched successful campaigns against the nomadic khanates of Central Asia, and the Arabs of Oman. He also recaptured the territories lost to the Ottomans and invaded the Ottoman Empire. In 1739, he attacked and looted Delhi, the capital of Moghul India. When Nadir Shah was assassinated, the empire was ruled by the Zand dynasty. Iran was left unprepared for the worldwide expansion of European colonial empires in the late 18th century and throughout the 19th century.


          Persia found relative stability in the Qajar dynasty, ruling from 1779 to 1925, but lost hope to compete with the new industrial powers of Europe; Persia found itself sandwiched between the growing Russian Empire in Central Asia and the expanding British Empire in India. Each carved out pieces from the Persian empire that became Bahrain, Azerbaijan, Turkmenistan, Armenia, Georgia and Uzbekistan amongst other previous provinces.


          Although Persia was never directly invaded, it gradually became economically dependent on Europe. The Anglo-Russian Convention of 1907 formalised Russian and British spheres of influence over the north and south of the country, respectively, where Britain and Russia each created a " sphere of influence", where the colonial power had the final "say" on economic matters.


          At the same time Mozzafar-al-Din shah had granted a concession to William Knox D'Arcy, later the Anglo-Persian Oil Company, to explore and work the newly-discovered oil fields at Masjid Soleiman in southwest Persia, which started production in 1914. Winston Churchill, as First Sea Lord to the British Admiralty, oversaw the conversion of the Royal Navy to oil-fired battleships and partially nationalized it prior to the start of war. A small Anglo-Persian force was garrisoned there to protect the field from some hostile tribal factions.


          


          World War I and the interbellum (19141935)
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          Persia was drawn into the periphery of World War I because of its strategic position between Afghanistan and the warring Ottoman, Russian, and British Empires. In 1914 Britain sent a military force to Mesopotamia to deny the Ottomans access to the Persian oilfields. The German Empire retaliated on behalf of its ally by spreading a rumour that Kaiser Wilhelm II of Germany had converted to Islam, and sent agents through Iran to attack the oil fields and raise a Jihad against British rule in India. Most of those German agents were captured by Persian, British and Russian troops who were sent to patrol the Afghan border, and the rebellion faded away. This was followed by a German attempt, to abduct Ahmad Shah Qajar. This was foiled at the last moment.


          In 1916 the fighting between Russian and Ottoman forces to the north of the country had spilled down into Persia; Russia gained the advantage until most of her armies collapsed in the wake of the Russian Revolution of 1917. This left the Caucasus unprotected, and the Caucasian and Persian civilians starving after years of war and deprivation. In 1918 a small force of 400 British troops under General Dunsterville moved into the Trans-Caucasus from Persia in a bid to encourage local resistance to German and Ottoman armies who were about to invade the Baku oilfields. Although they later withdrew back into Persia, they did succeed in delaying the Turks access to the oil almost until the Armistice. In addition, the expeditions supplies were used to avert a major famine in the region, and a camp for 30,000 displaced refugees was created near the Mesopotamian frontier.


          In 1919, northern Persia was occupied by the British General William Edmund Ironside to enforce the Turkish Armistice conditions and assist General Dunsterville and Colonel Bicherakhov contain Bolshevik influence (of Mirza Kuchak Khan) in the north. Britain also took tighter control over the increasingly lucrative oil fields.


          In 1925, Reza Shah Pahlavi seized power from the Qajars and established the new Pahlavi dynasty, the last Persian monarchy before the establishment of the Islamic Republic. However, Britain and the Soviet Union remained the influential powers in Persia into the early years of the Cold War.


          On March 21, 1935, Iran was officially accepted as the new name of the country. After Persian scholars' protests to this decision on the grounds that it represented a break with their classical past and seemed to be unduly influenced by the "Aryan" propaganda from Nazi Germany. In 1953 Mohammad Reza Shah announced both names "Iran" and "Persia" could be used.


          


          Significance of history of Persia


          The role of Persia (Iran) in history is highly significant; In fact, the German philosopher Georg Wilhelm Friedrich Hegel considered the ancient Persians to be the first historic people and stated thus: "In Persia first arises that light which shines itself and illuminates what is around...The principle of development begins with the history of Persia; this constitutes therefore the beginning of history".


          And Richard Nelson Frye further verifies:


          
            	"Few nations in the world present more of a justification for the study of history than Iran."

          


          


          Timeline
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          Persia in fiction


          
            	The Persian Empire is the seat of power for the sultan Shahryar, husband of Scheherazade in the 1001 Nights  though the tales themselves span from China to the Middle East and even parts of North Africa.


            	Prince of Persia is a puzzle and action-based video game series set in a mythological version of Ancient Persia.


            	The historical fantasy The Dragon of the Ishtar Gate by L. Sprague de Camp is set in Babylon during the last few years of Xerxes I reign.


            	The historical novel Creation by Gore Vidal, about a Persian diplomat who travels the known world studying religious beliefs on behalf of Darius the Great.


            	The Prince of Nothing books by R. Scott Bakker, set in a fictional land that draws influence from Hellenistic Greece, Scythia, and the Persian Empire.


            	Gates of Fire, by Steven Pressfield and 300 by Frank Miller, about the Battle of Thermopylae.


            	Mary Renault's second book in her trilogy on Alexander the Great. The Persian Boy, narrated by Bagoas set during Alexander the Great's reign of Persia.


            	Robert E. Howard's short story The Shadow of the Vulture, featuring Red Sonya, is set in the Safavid Dynasty, as she seeks vengeance on an Ottoman sultan. It was published in The Magic Carpet Magazine, a magazine that was known for their stories set in the Orient.


            	Godless Man, by Paul Doherty - An historical mystery, set during the reign of Alexander the Great (who is also a major character). Telamon, friend and physician of Alexander, must unravel the threatening murders by a high-ranking Persian spy only known as "the Centaur". Second part of a trilogy.


            	Hadassah: One Night With the King by Tommy Tenney, tells the story of Esther, Queen of Persia.


            	Gardens of Light by Amin Maalouf


            	Persia: The Land of the Magi or the Home of the Wisemen by Samuel K. Nweeya


            	The Sassanid Persian Empire was featured as the ally of Byzantium in the jointly written six book long Bellisarius Saga by David Drake and Eric Flint.


            	The Battle of Thermopylae, part of the Persian invasion of Greece in 480 BC, is dramatically retold in Frank Miller's comic book (and subsequent film) 300 and features such historical figures as Persian King Xerxes I and Spartan King Leonidas I.


            	Jamshid and the Lost Mountain of Light by Howard Lee - A children's book which draws heavily from Persian mythology


            	Historical fiction Roxana Romance by A. J. Cave chronicles the life of Roxana, wife of Alexander the Great, after the fall of the imperial Achaemenids.
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              	Location

              	Southwest Asia
            


            
              	Ocean type

              	Gulf
            


            
              	Primary sources

              	Sea of Oman
            


            
              	Basin countries

              	Iran, Iraq, Kuwait, Saudi Arabia, Qatar, Bahrain, United Arab Emirates and Oman (exclave of Musandam)
            


            
              	Max length

              	989 km
            


            
              	Max width

              	56 km (min)
            


            
              	Surface area

              	251,000km2
            


            
              	Average depth

              	50 m
            


            
              	Max depth

              	90 m
            

          


          The Persian Gulf, in the Southwest Asian region, is an extension of the Indian Ocean located between Iran and the Arabian Peninsula. Historically and commonly known as the Persian Gulf, this body of water is sometimes controversially referred to as the Arabian Gulf by certain Arab countries or simply The Gulf, although neither term is recognized internationally.


          The Persian Gulf was the focus of the Iraq-Iran War that lasted from 1980 to 1988, with each side attacking the other's oil tankers. In 1991, the Persian Gulf again was the background for what was called the Persian Gulf War or the " Gulf War" when Iraq invaded Kuwait and was subsequently pushed back, despite the fact that this conflict was primarily a land conflict.


          The natural environment of the Persian Gulf is very rich with good fishing grounds, extensive coral reefs, and abundant pearl oysters, but its ecology has become increasingly under pressure from the heavy industrialisation and in particular the repeated major petroleum spillages associated with recent wars fought in the region.


          


          Geography


          This inland sea of some 251,000km is connected to the Gulf of Oman in the east by the Strait of Hormuz; and its western end is marked by the major river delta of the Shatt al-Arab, which carries the waters of the Euphrates and the Tigris. Its length is 989 kilometres, separating mainly Iran from Saudi Arabia with the shortest divide of about 56 kilometres in the Strait of Hormuz. The waters are overall very shallow and have a maximum depth of 90 metres and an average depth of 50 metres.


          Countries with a coastline on the Persian Gulf are (clockwise, from the north): Iran, Oman (exclave of Musandam), United Arab Emirates, Saudi Arabia, Qatar on a peninsula off the Saudi coast, Bahrain on an island, Kuwait and Iraq in the northwest. Various small islands lie within the Persian Gulf, some of which are subject to territorial disputes by the states of the region.


          


          Oil and gas


          The Persian Gulf and its coastal areas are the world's largest single source of crude oil and related industries dominate the region. Al-Safaniya, the world's largest offshore oilfield, is located in the Persian gulf. Large gas finds have also been made with Qatar and Iran sharing a giant field across the territorial median line (North Field in the Qatari sector; South Pars Field in the Iranian sector). Using this gas, Qatar has built up a substantial liquified natural gas (LNG) and petrochemical industry.


          The oil-rich countries (excluding Iraq) that have a coastline on the Persian Gulf are referred to as the Persian Gulf States. Iraq's egress to the gulf is narrow and easily blockaded consisting of the marshy river delta of the Shatt al-Arab, which carries the waters of the Euphrates and the Tigris Rivers, where the left (East) bank is held by Iran.


          


          Etymology
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          In 330 B.C, the Achaemenid dynasty established the first Persian Empire in Pars (Persis, or modern Fars) in the southwestern region of the Iranian plateau. Consequently in the Greek sources, the body of water that bordered this province came to be known as the Persian Gulf.


          Considering the historical background of the name Persian Gulf, Sir Arnold Wilson mentions in a book, published in 1928 that:


          
            
              	

              	No water channel has been so significant as Persian Gulf to the geologists, archaeologists, geographers, merchants, politicians, excursionists, and scholars whether in past or in present. This water channel which separates the Iran Plateau from the Arabia Plate, has enjoyed an Iranian Identity since at least 2200 years ago.

              	
            

          


          No written deed has remained since the era before the Persian Empire, but in the oral history and culture, the Iranians have called the southern waters: "Jam Sea", "Iran Sea", "Pars Sea".


          During the years: 550 to 330 B.C. coinciding with sovereignty of the first Persian Empire on the Middle East area, especially the whole part of Persian Gulf and some parts of the Arabian Peninsula, the name of "Pars Sea" has been widely written in the compiled texts.


          In the travel account of Pythagoras, several chapters are related to description of his travels accompanied by Darius the Great, to Susa and Persepolis, and the area is described. From among the writings of others in the same period, there is the inscription and engraving of Darius the great, installed at junction of waters of Arabian Gulf (Ahmar Sea = Red sea) and Nile river and Rome river (current Mediterranean) which belongs to the 5th century BC where, Darius, the king of Achaemenid Empire has named the Persian Gulf Water Channel: Pars Sea.


          


          Naming dispute
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          Since the 1960s with the rise of Arab nationalism ( Pan-Arabism), starting with Gamal Abdel Nasser's Arab Republic of Egypt, some Arab countries, including the ones bordering the Persian Gulf, have adopted the term "Arabian Gulf" (in Arabic: الخلیج العربي al-khalīj al-ʿarabī) to refer to the waterway. This is controversial and not commonly used outside of the Arab world, nor is it recognized by the United Nations and other international organizations. The United Nations on many occasions has requested that only "Persian Gulf" be used as the official and standard geographical designation for the body of water. "Arabian Gulf" is also an ancient name for the Red Sea. Hecataeus (472 to 509 B.C.) can be stated where Persian Gulf and Arabian Gulf (Red Sea) have been clearly shown. Also a map has remained from Herodotus, the great Greek historian (425-484 B.C.) which introduces Red Sea as the Arabian Gulf.


          In the world map of Diseark (285-347 B.C.) too, Persian Gulf and Arabian Gulf have been clearly distinct. At the same time, many maps and deeds prepared up to the 8th century by the historians such as Arrian Hecataeus, Herodotus, Hiparek, Claudius Batlamious, Krats Malous, and in the Islamic period, Khwārizmī, Abou Yousef Eshagh Kandi, Ibn Khordadbeh, Batani (Harrani), Mas'udi, Balkhi, Estakhri, Ibn Houghal, Aboureyhan Birouni and others, mention that there is a wide sea at south of Iran named Pars Sea, Pars Gulf, Fars Sea, Fars Gulf, Bahre Fars, Sinus Persicus and Mare Persicum and so on. In a book, named Persilus Aryateria, the Greek traveller of the 1st century A.D. has called the Red Sea as Arabian gulf; the Indian ocean has been named Aryateria Sea; the waters at Oman Coast is called Pars Sea; Barbarus region (between Oman and Yemen coast are called belonging to Pars, and the Gulf located at south side of Iran is named: Persian Gulf. By describing the water body, the life of Persians living at both sides have also been confirmed.


          Most recently, at the Twenty-third session of the United Nations in March-April 2006, the name "Persian Gulf" was confirmed again as the legitimate and official term to be used by members of the United Nations.


          


          History


          


          Colonial era


          From 1763 until 1971, the British Empire maintained varying degrees of political control over some Persian Gulf states, including the United Arab Emirates (originally called the "Trucial Coast States") and at various times Bahrain, Kuwait, Oman, and Qatar through the British Residency of the Persian Gulf.


          The United Kingdom maintains a high profile in the region; in 2006, over 1 million Britons visited Dubai alone.


          


          Wildlife


          Mangroves in the Persian Gulf, which are thought to require tidal flow and a combination of fresh and salt water, are nurseries for crabs, small fish and insects - and the birds that eat them.
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          Persian literature ( Persian: ادبیات پارسی) spans two and a half millennia, though much of the pre-Islamic material has been lost. Its sources often come from far-flung regions beyond the borders of present-day Iran, as the Persian language flourished and survives across wide swaths of Central Asia. For instance, Rumi, one of Persia's best-loved poets, wrote in Persian but lived in Konya, now in Turkey and then the capital of the Seljuks. The Ghaznavids conquered large territories in Central and South Asia and adopted Persian as their court language. There is thus Persian literature from areas that are now part of Afghanistan and other parts of Central Asia. Not all this literature is written in Persian, as some consider works written by ethnic Persians in other languages, such as Greek and Arabic, to be included.


          Surviving works in Persian languages (such as Old Persian or Middle Persian) date back as far as 650 BCE, the date of the earliest surviving Achaemenid inscriptions. The bulk of the surviving Persian literature, however, comes from the times following the Islamic conquest of Persia circa 650 CE. After the Abbasids came to power (750 CE), the Persians became the scribes and bureaucrats of the Islamic empire and, increasingly, also its writers and poets. Persians wrote both in Arabic and Persian; Persian predominated in later literary circles. Persian poets such as Sa'di, Hafiz, Rumi and Omar Khayyam are well known in the world and have influenced the literature of many countries.


          


          Classical Persian literature


          


          Pre-Islamic Persian literature


          Template:Also see Very few literary works remain from ancient Persia. Most of these consist of the royal inscriptions of Achaemenid kings, particularly Darius I (522486 BC) and his son Xerxes. Zoroastrian writings mainly were destroyed in the Islamic conquest of Persia. The Parsis who fled to India, however, took with them some of the books of the Zoroastrian canon, including some of the Avesta and ancient commentaries (Zend) thereof. Some works of Sassanid geography and travel also survived albeit in Arabic translations.


          No single text devoted to literary criticism has survived from pre-Islamic Persia. However, some essays in Pahlavi such as Ayin-e name nebeshtan" and "Bab-e edtedaI-ye" ( Kalile va Demne) have been considered as literary criticism (Zarrinkoub, 1959). Some researchers have quoted the Shoubiyye as asserting that the pre-Islamic Persians had books on eloquence, such as'Karvand'. No trace remains of such books. There are some indications that some among the Persian elite were familiar with Greek rhetoric and literary criticism (Zarrinkoub, 1947).


          


          Persian literature of the medieval and pre-modern periods


          While initially overshadowed by Arabic during the Umayyad and early Abbasid caliphates, modern Persian soon became a literary language again of the Central Asian lands. The rebirth of the language in its new form is often accredited to Ferdowsi, Unsuri, Daqiqi, Rudaki, and their generation, as they used pre-Islamic nationalism as a conduit to revive the language and customs of ancient Persia.


          In particular, says Ferdowsi himself in his Shahnama: بسی رنج بردم در این سال سی

          عجم زنده کردم بدین پارسی "For thirty years, I endured much pain and strife,

          with Persian I gave the Ajam verve and life".


          


          Poetry


          So strong is the Persian aptitude for versifying everyday expressions that one can encounter poetry in almost every classical work, whether from Persian literature, science, or metaphysics. In short, the ability to write in verse form was a pre-requisite for any scholar. For example, almost half of Avicenna's medical writings are in verse.


          Works of the early era of Persian poetry are characterized by strong court patronage, an extravagance of panegyrics, and what is known as سبک فاخر "exalted in style". The tradition of royal patronage began perhaps under the Sassanid era and carried over through the Abbasid and Samanid courts into every major Persian dynasty. The Qasida was perhaps the most famous form of panegyric used, though quatrains such as those in Omar Khayyam's Ruba'iyyat are also widely popular.


          "Khorasani style", whose followers mostly were associated with Greater Khorasan, is characterized by its supercilious diction, dignified tone, and relatively literate language. The chief representatives of this lyricism are Asjadi, Farrukhi Sistani, Unsuri, and Manuchehri. Panegyric masters such as Rudaki were known for their love of nature, their verse abounding with evocative descriptions.


          Through these courts and system of patronage emerged the epic style of poetry, with Ferdowsi's Shahnama at the apex. By glorifying the Iranian historical past in heroic and elevated verses, he and other notables such as Daqiqi and Asadi Tusi presented the " Ajam" with a source of pride and inspiration that has helped preserve a sense of identity for the Iranian peoples over the ages. Ferdowsi set a model to be followed by a host of other poets later on.


          The thirteenth century marks the ascendancy of lyric poetry with the consequent development of the ghazal into a major verse form, as well as the rise of mystical and Sufi poetry. This style is often called "the Eraqi style", and is known by its emotional lyric qualities, rich meters, and the relative simplicity of its language. Emotional romantic poetry was not something new however, as works such as Vis o Ramin by Asad Gorgani, and Yusof o Zoleikha by Am'aq exemplify. Poets such as Sana'i and Attar (who ostensibly have inspired Rumi), Khaqani Shirvani, Anvari, and Nezami, were highly respected ghazal writers. However, the elite of this school are Rumi, Sadi, and Hafez.


          Regarding the tradition of Persian love poetry during the Safavid era, Persian historian Ehsan Yarshater notes, "As a rule, the beloved is not a woman, but a young man. In the early centuries of Islam, the raids into Central Asia produced many young slaves. Slaves were also bought or received as gifts. They were made to serve as pages at court or in the households of the affluent, or as soldiers and bodyguards. Young men, slaves or not, also, served wine at banquets and receptions, and the more gifted among them could play music and maintain a cultivated conversation. It was love toward young pages, soldiers, or novices in trades and professions which was the subject of lyrical introductions to panegyrics from the beginning of Persian poetry, and of the ghazal."


          In the didactic genre one can mention Sanai's Hadiqatul Haqiqah as well as Nezami's Makhzan-ul-Asrār. Some of Attar's works also belong to this genre as do the major works of Rumi, although some tend to classify these in the lyrical type due to their mystical and emotional qualities. In addition, some tend to group Naser Khosrow's works in this style as well; however the true gem of this genre is Sadi's Bustan, a heavyweight of Persian literature.


          After the fifteenth century, the Indian style of Persian poetry (sometimes also called Isfahani or Safavi styles) took over. This style has its roots in the Timurid era and produced the likes of Amir Khosrow Dehlavi, and Bhai Nand Lal Goya .


          


          Essays


          The most significant essays of this era are Nizami Arudhi Samarqandi's "Chahār Maqāleh" as well as Zahiriddin Nasr Muhammad Aufi's anecdote compendium Jawami ul-Hikayat. Shams al-Mo'ali Abol-hasan Ghaboos ibn Wushmgir's famous work, the Qabus nama (A Mirror for Princes), is a highly esteemed Belles-lettres work of Persian literature. Also highly regarded is Siyasatnama, by Nizam al-Mulk, a famous Persian vizier. Kelileh va Demneh, translated from Indian folk tales, can also be mentioned in this category. It is seen as a collection of adages in Persian literary studies and thus does not convey folkloric notions.


          


          Biographies, hagiographies, and historical works


          Among the major historical and biographical works in classical Persian, one can mention Abolfazl Beyhaghi's famous Tarikh-i Beyhaqi, Lubab ul-Albab of Zahiriddin Nasr Muhammad Aufi (which has been regarded as a reliable chronological source by many experts), as well as Ata al-Mulk Juvayni's famous Tarikh-i Jahangushay-i Juvaini (which spans the Mongolid and Ilkhanid era of Iran). Attar's Tadkhirat al-Awliya ("Biographies of the Saints") is also a detailed account of Sufi mystics, which is referenced by many subsequent authors and considered a significant work in mystical hagiography.


          


          Literary criticism


          The oldest surviving work of Persian literary criticism after the Islamic conquest of Persia is Muqaddame-ye Shahname-ye Abu Mansuri, which was written in the Samanid period. The work deals with the myths and legends of Shahname and is considered the oldest surviving example of Persian prose. It also shows an attempt by the authors to evaluate literary works critically.


          


          Persian story writing


          One Thousand and One Nights ( Persian: هزار و یک شب) is a medieval Persian literary epic which tells the story of Scheherazade (arzād in Persian), a Sassanid queen who must relate a series of stories to her malevolent husband, King Shahryar (ahryār), to delay her execution. The stories are told over a period of one thousand and one nights, and every night she ends the story with a suspenseful situation, forcing the King to keep her alive for another day. The individual stories were created over many centuries, by many people and in many styles, and many have become famous in their own right. Notable examples include Aladdin, Ali Baba and the Forty Thieves, and The Seven Voyages of Sinbad the Sailor.


          The nucleus of the stories is formed by a Pahlavi Sassanid Persian book called Hazār Afsānah (Thousand Myths, in Persian: هزارافسانه), a collection of ancient Indian and Persian folk tales. During the reign of the Abbasid Caliph Harun al-Rashid in the eighth century, Baghdad had become an important cosmopolitan city. Merchants from Persia, China, India, Africa, and Europe were all found in Baghdad. During this time, many of the stories that were originally folk stories were thought to have been collected orally over many years and later compiled into a single book. The compiler and ninth-century translator into Arabic is reputedly the storyteller Abu abd-Allah Muhammad el-Gahshigar. The frame story of Shahrzad seems to have been added in the fourteenth century.


          


          Dictionaries


          Dehkhoda names 200 Persian lexicographical works in his monumental Dehkhoda Dictionary, the earliest, Farhang-i Avim (فرهنگ اویم) and Farhang-i Menakhtay (فرهنگ مناختای), from the late Sassanid era. The most widely used Persian lexicons in the Middle Ages were those of Abu Hafs Soghdi (فرهنگ ابو حفص سغدی) and Asadi Tusi (فرهنگ لغت فرس), written in 1092. Also highly regarded in the Persian literature lexical corpus are the works of Mohammad Moin.


          In 1645, Ravius and Lugduni completed a Persian-Latin dictionary. This was followed by J. Richardson's two-volume Oxford edition (1777) and Gladwin-Malda's (1770) Persian-English Dictionaries, Scharif and S. Peters' Persian-Russian Dictionary (1869), and 30 other Persian lexicographical translations through the 1950s.


          In 2002, Professor Hassan Anvari published his Persian-to-Persian dictionary, Farhang-e Bozorg-e Sokhan, in eight volumes by Sokhan Publications.


          Currently English-Persian dictionaries of Manouchehr Aryanpour and Soleiman Haim are widely used in Iran.


          


          Persian phrases


          



          
            
              
                	PERSIAN PHRASES
              


              
                	
              


              
                	* Thousands of friends are far too few, an enemy is too much. *
              


              
                	Hezaaraan dust kam and, yek doshman ziaad ast.
              


              
                	* The wise enemy is better than the ignorant friend. *
              


              
                	Doshman daanaa behtar az dust e naadaan ast.
              


              
                	* The wise enemy lifts you up, the ignorant friend casts you down. *
              


              
                	Doshman e daanaaa bolandat mikonad. Bar zaminat mizanad naadaan e dust.
              

            

          


          


          The influence of Persian literature on World literature


          


          Sufi literature


          William Shakespeare referred to Iran as the "land of the Sophy". Some of Persia's best-beloved medieval poets were Sufis, and their poetry was, and is, widely read by Sufis from Morocco to Indonesia. Rumi (Maulānā) in particular is renowned both as a poet and as the founder of a widespread Sufi order. The themes and styles of this devotional poetry have been widely imitated by many Sufi poets. See also the article on Sufi poetry.


          Many notable texts in Persian mystic literature are not poems, yet highly read and regarded. Among those are Kimiya-yi sa'ādat and Asrar al-Tawhid.


          


          Areas once under Ghaznavid or Mughal rule


          


          Afghanistan and Central Asia


          Afghanistan and the Transoxiana can claim to be the birthplace of Modern Persian. Most of the great patrons of Persian literature such as Sultan Sanjar and the courts of the Samanids and Ghaznavids were situated in this region, as were writers such as Rudaki, Unsuri, and Ferdowsi. As such, this rich literary heritage continues to survive well into the present in countries like Tajikistan, Uzbekistan and Afghanistan.


          


          Indian subcontinent


          With the emergence of the Ghaznavids and their successors such as the Ghurids, Timurids and Mughal Empire, Persian culture and its literature gradually moved into the vast Indian subcontinent. Persian was the language of the nobility, literary circles, and the royal Mughal courts for hundreds of years. (In modern times, Persian has been generally supplanted by Urdu, a heavily Persian-influenced dialect of Hindustani.)


          Under the Moghul Empire of India during the sixteenth century, the official language of India became Persian. Only in 1832 did the British army force the Indian subcontinent to begin conducting business in English. (Clawson, p.6) Persian poetry in fact flourished in these regions while post- Safavid Iranian literature stagnated. Dehkhoda and other scholars of the 20th century, for example, largely based their works on the detailed lexicography produced in India, using compilations such as Ghazi khan Badr Muhammad Dehlavi's Adat al-Fudhala (اداه الفضلا), Ibrahim Ghavamuddin Farughi's Farhang-i Ibrahimi (فرهنگ ابراهیمی), and particularly Muhammad Padshah's Farhang-i Anandraj (فرهنگ آناندراج). Famous South Asian poets and scholars such as Amir Khosrow Dehlavi and Muhammad Iqbal of Lahore found many admirers in Iran itself.


          


          Western literature


          Persian literature was little known in the West before the nineteenth century. It became much better known following the publication of several translations from the works of late medieval Persian poets, and it inspired works by various Western poets and writers.


          


          German literature


          
            	In 1819, Goethe published his West-stlicher Divan, a collection of lyric poems inspired by a German translation of Hafiz (13261390).


            	The German essayist and philosopher Nietzsche was the author of the book Thus Spoke Zarathustra (18831885), referring to the ancient Persian prophet Zoroaster (circa 1700 BCE).

          


          


          English literature


          
            	A selection from Ferdowsi's Shahnameh (9351020) was published in 1832 by James Atkinson, a physician employed by the British East India Company.


            	A portion of this abridgment was later versified by the British poet Matthew Arnold in his 1853 Rustam and Sohrab.


            	The American poet Ralph Waldo Emerson was another admirer of Persian poetry. He published several essays in 1876 that discuss Persian poetry: Letters and Social Aims, From the Persian of Hafiz, and Ghaselle.

          


          Perhaps the most popular Persian poet of the nineteenth and early twentieth centuries was Omar Khayyam (10481123), whose Rubaiyat was freely translated by Edward Fitzgerald in 1859. Khayyam is esteemed more as a scientist than a poet in his native Persia, but in Fitzgerald's rendering, he became one of the most quoted poets in English. Khayyam's line, "A loaf of bread, a jug of wine, and thou", is known to many who could not say who wrote it, or where.


          The Persian poet and mystic Rumi (12071273) (known as Molana in Iran) has attracted a large following in the late twentieth and early twenty-first centuries. Popularizing translations by Coleman Barks have presented Rumi as a New Age sage. There are also a number of more literary translations by scholars such as A.J. Arberry.


          The classical poets (Hafiz, Sa'di, Khayyam, Rumi, Nezami and Ferdowsi) are now widely known in English and can be read in various translations. Other works of Persian literature are untranslated and little known.


          


          Swedish literature


          During the last century, numerous works of classical Persian literature have been translated into Swedish by baron Eric Hermelin. He translated works by, among others, Farid al-Din Attar, Rumi, Ferdowsi, Omar Khayyam, Sa'adi and Sana'i. Influenced by the writings of the Swedish mystic Emanuel Swedenborg, he was especially attracted to the religious or Sufi aspects of classical Persian poetry.


          More recently Rumi, Hafiz and Fakhruddin 'Iraqi are available in translation by Ashk Dahln, scholar in Iranian Studies, who has made Persian literature known to a wider audience in Sweden.


          


          Contemporary Persian literature


          


          History
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          In the nineteenth century, Persian literature experienced dramatic change and entered a new era. The beginning of this change was exemplified by an incident in the mid-nineteenth century at the court of Nasereddin Shah, when the reform-minded prime minister, Amir Kabir, chastised the poet Habibollah Qa'ani for "lying" in a panegyric qasida written in Kabir's honour. Kabir saw poetry in general and the type of poetry that had developed during the Qajar period as detrimental to "progress" and "modernization" in Iranian society, which he believed was in dire need of change. Such concerns were also expressed by others such as Fath-'Ali Akhundzadeh, Mirza Aqa Khan Kermani, and Mirza Malkom Khan. Khan also addressed a need for a change in Persian poetry in literary terms as well, always linking it to social concerns.


          The new Persian literary movement cannot be understood without an understanding of the intellectual movements among Iranian philosophical circles. Given the social and political climate of Persia (Iran) in the late nineteenth and early twentieth centuries, which led to the Persian Constitutional Revolution of 19061911, the idea that change in poetry was necessary became widespread. Many argued that Persian poetry should reflect the realities of a country in transition. This idea was propagated by notable literary figures such as Ali-Akbar Dehkhoda and Abolqasem Aref, who challenged the traditional system of Persian poetry in terms of introducing new content and experimentation with rhetoric, lexico-semantics, and structure. Dehkhoda, for instance, used a lesser-known traditional form, the mosammat, to elegize the execution of a revolutionary journalist. 'Aref employed the ghazal, "the most central genre within the lyrical tradition" (p. 88), to write his "Payam-e Azadi" (Message of Freedom).


          Some researchers argue that the notion of "sociopolitical ramifications of esthetic changes" led to the idea of poets "as social leaders trying the limits and possibilities of social change."


          An important movement in modern Persian literature centered on the question of modernization and Westernization and whether these terms are synonymous when describing the evolution of Iranian society. It can be argued that almost all advocates of modernism in Persian literature, from Akhundzadeh, Kermani, and Malkom Khan to Dehkhoda, 'Aref, Bahar, and Rafat, were inspired by developments and changes that had occurred in Western, particularly European, literatures. Such inspirations did not mean blindly copying Western models but, rather, adapting aspects of Western literature and changing them to fit the needs of Iranian culture.
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          Following the pioneering works of Ahmad Kasravi, Sadeq Hedayat and many others, the Iranian wave of comparative literature and literary criticism reached a symbolic crest with the emergence of Abdolhossein Zarrinkoub, Shahrokh Meskoob, Houshang Golshiri and Ebrahim Golestan.


          


          Persian literature in Afghanistan


          Persian literature in Afghanistan has also experienced a dramatic change during last century. At the beginning of the twentieth century, Afghanistan was confronted with economic and social change, which sparked a new approach to literature. In 1911, Mahmud Tarzi, who came back to Afghanistan after years of exile in Turkey and was influential in government circles, started a fortnightly publication named Sarajul Akhbar. Saraj was not the first such publication in the country, but in the field of journalism and literature it launched a new period of change and modernization. Saraj not only played an important role in journalism, it also gave new life to literature as a whole and opened the way for poetry to explore new avenues of expression through which personal thoughts took on a more social colour.


          In 1930 (1309 AH), after months of cultural stagnation, a group of writers founded the Herat Literary Circle. A year later, another group calling itself the Kabul Literary Circle was founded in the capital. Both groups published regular magazines dedicated to culture and Persian literature. Both, especially the Kabul publication, had little success in becoming venues for modern Persian poetry and writing. In time, the Kabul publication turned into a stronghold for traditional writers and poets, and modernism in Dari literature was pushed to the fringes of social and cultural life.


          Three of the most prominent classical poets in Afghanistan at the time were Qari Abdullah, Abdul Haq Betab and Khalil Ullah Khalili. The first two received the honorary title Malek ul Shoara (King of Poets). Khalili, the third and youngest, was drawn toward the Khorasan style of poetry instead of the usual Hendi style. He was also interested in modern poetry and wrote a few poems in a more modern style with new aspects of thought and meaning. In 1318 (AH), after two poems by Nima Youshij titled "Gharab" and "Ghaghnus" were published, Khalili wrote a poem under the name "Sorude Kuhestan" or "The Song of the Mountain" in the same rhyming pattern as Nima and sent it to the Kabul Literary Circle. The traditionalists in Kabul refused to publish it because it was not written in the traditional rhyme. They criticized Khalili for modernizing his style.


          Very gradually new styles found their way into literature and literary circles despite the efforts of traditionalists. The first book of new poems was published in the year 1957 (1336 AG), and in 1962 (1341 AH), a collection of modern Persian poetry was published in Kabul. The first group to write poems in the new style consisted of Mahmud Farani, Baregh Shafii, Solayman Layeq, Sohail, Ayeneh and a few others. Later, Vasef Bakhtari, Asadullah Habib and Latif Nazemi, and others joined the group. Each had his own share in modernizing Persian poetry in Afghanistan. Other notable figures include Leila Sarahat Roshani, Sayed Elan Bahar and Parwin Pazwak. Poets like Mayakovsky, Yase Nien and Lahouti (an Iranian poet living in exile in Russia) exerted a special influence on the Persian poets in Afghanistan. The influence of Iranians (e.g. Farrokhi Yazdi and Ahmad Shamlou) on modern Afghan prose and poetry, especially in the second half of the twentieth century, must also be taken into consideration.


          Prominent Afghanistani writers like Asef Soltanzadeh, Reza Ebrahimi, Ameneh Mohammadi, and Abbas Jafari grew up in Iran and were influenced by Iranian writers and teachers.


          


          Persian literature in Tajikistan


          The new poetry in Tajikistan is mostly concerned with the way of life of people and is revolutionary. From the 1950s until the advent of new poetry in France, Asia and Latin America, the impact of the modernization drive was strong. In the 1960s, modern Iranian poetry and that of Mohammad Iqbal Lahouri made a profound impression in Tajik poetry. This period is probably the richest and most prolific period for the development of themes and forms in Persian poetry in Tajikistan. Some Tajik poets were mere imitators, and one can easily see the traits of foreign poets in their work. Only two or three poets were able to digest the foreign poetry and compose original poetry. In Tajikistan, the format and pictorial aspects of short stories and novels were taken from Russian and European literature. Some of Tajikistan's prominent names in Persian literature are Golrokhsar Safi Eva, Mo'men Ghena'at, Farzaneh Khojandi and Layeq Shir-Ali.


          


          Novels
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          Well-known novelists include:


          
            	Simin Daneshvar


            	Bozorg Alavi


            	Ebrahim Golestan


            	Zoya Pirzad

          


          


          Satire


          
            	Iraj Mirza


            	Ebrahim Nabavi


            	Kioumars Saberi Foumani


            	Hadi Khorsandi


            	Obeid Zakani


            	Dehkhoda


            	Bibi Khatoon Astarabadi


            	Emran Salahi

          


          


          Literary criticism
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          Pioneers of Persian literary criticism in nineteenth century include Mirza Fath `Ali Akhundzade, Mirza Malkom Khan, Mirza `Abd al-Rahim Talebof and Zeyn al-`Abedin Maraghe`i.


          Prominent twentieth century critics include:


          
            	Allameh Dehkhoda


            	Badiozzaman Forouzanfar


            	Mohammad-Taqi Bahar


            	Jalal Homaei


            	Mohammad Moin


            	Saeed Nafisi


            	Parviz Natel-Khanlari


            	Sadeq Hedayat


            	Ahmad Kasravi.


            	Abdolhossein Zarrinkoub


            	Shahrokh Meskoob

          


          Saeed Nafisi analyzed and edited several critical works. He is well known for his works on Rudaki and Sufi literature. Parviz Natel-Khanlari and Gholamhossein Yousefi, who belong to Nafisi's generation, were also involved in modern literature and critical writings. Natel-Khanlari is distinguished by the simplicity of his style. He did not follow the traditionalists, nor did he advocate the new. Instead, his approach accommodated the entire spectrum of creativity and expression in Persian literature. Another critic, Ahmad Kasravi, an experienced authority on literature, attacked the writers and poets whose works served despotism.


          Contemporary Persian literary criticism reached its maturity after Sadeq Hedayat, Ebrahim Golestan, Houshang Golshiri, Abdolhossein Zarrinkoub and Shahrokh Meskoob. Among these figures, Zarrinkoub held academic positions and had a reputation not only among the intelligentsia but also in academia. Besides his significant contribution to the maturity of Persian language and literature, Zarrinkoub boosted comparative literature and Persian literary criticism. Zarrinkoub's Serr e Ney is a critical and comparative analysis of Rumi's Masnavi. In turn, Shahrokh Meskoob worked on Ferdowsis Shahnameh, using the principles of modern literary criticism.


          Mohammad Taghi Bahar's main contribution to this field is his book called Sabk Shenasi (Stylistics). It is a pioneering work on the practice of Persian literary historiography and the emergence and development of Persian literature as a distinct institution in the early part of the twentieth century. It contends that the exemplary status of Sabk-shinasi rests on the recognition of its disciplinary or institutional achievements. It further contends that, rather than a text on Persian stylistics, Sabk-shinasi is a vast history of Persian literary prose, and, as such, is a significant intervention in Persian literary historiography.


          Jalal Homaei, Badiozzaman Forouzanfar and his student, Mohammad Reza Shafiei-Kadkani, are other notable figures who have edited a number of prominent literary works.


          Critical analysis of Jami's works has been carried out by Ala Khan Afsahzad. His classic book won the prestigious award of Iran's Year Best book in the year 2000.


          


          Persian short stories


          Historically, the modern Persian short story has undergone three stages of development: a formative period, a period of consolidation and growth, and a period of diversity.


          


          The formative period


          The formative period was ushered in by Mohammad Ali Jamalzadeh's collection Yak-i Bud Yak-i Nabud (1921; tr. H. Moayyad and P. Sprachman as Once Upon a Time, New York, 1985), and gained momentum with the early short stories of Sadeq Hedayat (190351). Jamalzadeh (18951997) is usually considered as the first writer of modern short stories in Persian. His stories focus on plot and action rather than on mood or character development and in that respect are reminiscent of the works of Guy de Maupassant and O. Henry. In contrast, Sadeq Hedayat, the writer who introduced modernism to Persian literature, brought about a fundamental change in Persian fiction. In addition to his longer stories, "Bgf-e kur" (his masterpiece; see above ii.) and "Haji Aqa" (1945), he wrote collections of short stories including Seh Ghatra Khun (Three Drops of Blood, 1932; tr. into French by G. Lazard as Trois gouuttes de sang, Paris 1996) and Zenda be Gur (Buried Alive, 1930). His stories were written in a simple and lucid language, but he employed a variety of approaches, from realism and naturalism to surrealistic fantasy, breaking new ground and introducing a whole range of literary models and presenting new possibilities for the further development of the genre. He experimented with disrupted chronology and non-linear or circular plots, applying these techniques to both his realistic and surrealist writings. Unlike Hedayat, who focused on the psychological complexity and latent vulnerabilities of the individual, Bozorg Alavi depicts ideologically motivated personages defying oppression and social injustice. Such characters, seldom portrayed before in Persian fiction, are Alavi's main contribution to the thematic range of the modem Persian short story. This commitment to social issues is emulated by Fereydun Tonokaboni (b. 1937), Mahmud Dawlatabadi (b. 1940), Samad Behrangi (q.v.; 193968), and other writers of the left in the next generation.


          Sadeq Chubak was one of the first authors to break the taboo. Following the example of William Faulkner, John Steinbeck, Erskine Caldwell, and Ernest Hemingway, his blunt approach appears in the early short story collections Khayma Shab-bazi (The Puppet Show, 1945) and Antar-i ke Luti-ash Morda Bud (1949; tr. P. Avery as "The Baboon Whose Buffoon was Dead", New World Writing 11, 1957, pp. 14-24), Later stories like "Zir-e Cheragh-e Ghermez", "Pirahan-e Zereski", and "Chera Darya Tufani Shoda Bud" describe the naked bestiality and moral degradation of the personages with no trace of squeamishness. His short stories mirror rotting society, populated by the crushed and the defeated. Chubak picks marginal charactersvagrants, pigeon-racers, corpse-washers, prostitutes, and opium addictswho rarely appear in the fiction of his predecessors, and whom he portrays with vividness and force. His readers come face to face with grim realities and incidents that they have often witnessed for themselves in everyday life but have shunned out of their mind through complacency.


          A distinctive trait of post-war Persian fiction in all the three stages of development is the attention devoted to narrative styles and techniques. In matters of style two main trends prevail. Some authors, like Chubak and Al-e Ahmad, follow colloquial speech patterns; others, such as Ebrahim Golestan (b. 1922) and Mohammad Etemadzadeh "Behazin" (b. 1915), have adopted a more literary and lyrical tone. Although the work of all four writers stretch into later periods, some brief remarks about their differing techniques, which delineated future paths, need mentioning at the outset. Golestan experimented with different narrative styles, and it was only in two late collections of stories, Juy o Divar o Teshna (The Stream and the Wall and the Parched, 1967) and Madd o Meh (The Tide and the Mist, 1969) that he managed to find a style and voice of his own. His poetic language draws inspiration both from syntactical forms of classical Persian prose and the experiments of modernist writers, most notably Gertrude Stein. The influence of modernism is evident also in the structure of Golestan's short stories, in which the traditional linear plot line is abandoned in favour of disrupted chronology and free association of ideas. Contrary to most other modern Persian authors, Golestan pays little heed to the state of the poor and the dispossessed. Instead, his short stories are devoted to the world of Persian intellectuals, their concerns, anxieties and private obsessions. His short stories resemble well-made decorative objects d'art, pleasing perhaps to the cognoscenti but leaving the majority of readers unmoved. Golestan's brand of modernism has influenced the later generation of writers like Bahman Forsi (b. 1933) and Hooshang Golshiri (b. 1937). Although the stories of Behazin show similar indebtedness to classical Persian models, he does not follow Golestan's modernist experiments with syntax. Behazin is an author whose stories, delivered in a lucid literary style, express his leftist social beliefs. In some of his later works like the short story collection Mohra-ye Mar (The Snake Charm, 1955), he turns to literary allegory, imbuing ancient tales with a new message, a technique, which allows him to express his critical views obliquely. Behazin's predecessors in the sub-genre of the allegorical tale were Hedayat (in Ab-e Zendegi, 1931) and Chubak ("Esa'a-ye Adab" in the collection Khayma-Shab-Bazi).


          


          Period of growth and development


          This second period in the development of the modern Persian short story began with the coup of 19 August 1953, and ended with the revolution of 1979.
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          Jalal Al-e Ahmad is among the proponents of new political and cultural ideas whose influence and impact straddle the first and the second periods in the history of modern Persian fiction. His writings show an awareness of the works of Franz Fanon and the new generation of third-world writers concerned with the problems of cultural domination by colonial powers. Al-e Ahmad, Behazin, Tonekaboni, and Behrangi can all be described as engaged writers because most of their stories are built around a central ideological tenet or thesis and illustrate the authors' political views and leanings. Among poets of this period, Forough Farrokhzad (19351967) has a special place as the first female poet of the Persian language acclaimed by her contemporaries and who left a lasting legacy despite her short life. Her legacy and influence is not primarily (or uniquely) political; however, she was among the first women able to set a personal and original mark. In this sense she is elevated to iconic status.


          Another notable author from this period is Simin Daneshvar (b. 1921), the first woman writer of note in contemporary Persian literature. Her reputation rests largely on her popular novel Savusun ("The Mourners of Siyāvosh," 1969). Simin Daneshvar's short stories deserve mention because they focus on the plight and social exclusion of women in Persian society and address topical issues from a woman's point of view.


          Gholam Hossein Saedi's (193585) short stories, which he called ghessa, often transcend the boundaries of realism and attain a symbolic significance. His allegorical stories, which occasionally resemble folkloric tales and fables, are inhabited by displaced persons, trapped in dead ends (Sepanlu, p. 117). They emphasize the anxieties and the psychological perturbations of his deeply troubled characters. Sadeghi (193684) was yet another author who focused on the anxieties and secret mental agonies of his characters.


          Hooshang Golshiri (1937-2000) and Asghar Elahi (b. 1944) created memorable psychological portraits through interim monologue and stream of consciousness techniques. Golshiri, the author of the long story "Shazda Ehtejab" (Prince Ehtejab, 1968), is particularly noted for his successful experiments with extended interior monologues. A bold, innovative writer eager to explore modern methods and styles, Golshiri uses stream of consciousness narrative to reassess familiar theories and events.


          


          Period of diversity


          


          Poetry


          Of the hundreds of contemporary Persian poets (classical and modern), notable figures include Mehdi Akhavan-Sales, Simin Behbahani, Forough Farrokhzad, Bijan Jalali, Siavash Kasraie, Fereydoon Moshiri, Nader Naderpour, Sohrab Sepehri, Mohammad-Reza Shafiei-Kadkani, Ahmad Shamlou, Nima Yushij, Manouchehr Atashi, Houshang Ebtehaj, Mirzadeh Eshghi (classical), Mohammad Taghi Bahar (classical), Aref (classical), Parvin Etesami (classical), and Shahriar (classical).


          



          


          Classical Persian poetry in modern times
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          A few notable classical poets have arisen since the nineteenth century, among whom Mohammad Taghi Bahar and Parvin Etesami have been most celebrated. Mohammad Taghi Bahar had the title "king of poets" and had a significant role in the emergence and development of Persian literature as a distinct institution in the early part of the twentieth century. The theme of his poems was the social and political situation of Iran.


          Parvin Etesami may be called the greatest Persian poetess writing in the classical style. One of her remarkable series, called Mast va Hoshyar (The Drunk and the Sober), won admiration from many of those involved in romantic poetry.


          


          Modern Persian poetry


          Nima Yushij is considered the father of modern Persian poetry, introducing many techniques and forms to differentiate the modern from the old. Nevertheless, the credit for popularizing this new literary form within a country and culture solidly based on a thousand years of classical poetry goes to his few disciples such as Ahmad Shamlou, who adopted Nima's methods and tried new techniques of modern poetry.
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          The transformation brought about by Nima Youshij, who freed Persian poetry from the fetters of prosodic measures, was a turning point in a long literary tradition. It broadened the perception and thinking of the poets that came after him. Nima offered a different understanding of the principles of classical poetry. His artistry was not confined to removing the need for a fixed-length hemistich and dispensing with the tradition of rhyming but focused on a broader structure and function based on a contemporary understanding of human and social existence. His aim in renovating poetry was to commit it to a "natural identity" and to achieve a modern discipline in the mind and linguistic performance of the poet.


          Nima held that the formal technique dominating classical poetry interfered with its vitality, vigor and progress. Although he accepted some of its aesthetic properties and extended them in his poetry, he never ceased to widen his poetic experience by emphasizing the "natural order" of this art. What Nima Youshij founded in contemporary poetry, his successor Ahmad Shamlou continued.


          The Sepid poem (which translates to white poem), which draws its sources from this poet, avoided the compulsory rules which had entered the Nimai school of poetry and adopted a freer structure. This allowed a more direct relationship between the poet and his or her emotional roots. In previous poetry, the qualities of the poets vision as well as the span of the subject could only be expressed in general terms and were subsumed by the formal limitations imposed on poetic expression.
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          Nimas poetry transgressed these limitations. It relied on the natural function inherent within poetry itself to portray the poets solidarity with life and the wide world surrounding him or her in specific and unambiguous details and scenes. Sepid poetry continues the poetic vision as Nima expressed it and avoids the contrived rules imposed on its creation. However, its most distinct difference with Nimai poetry is to move away from the rhythms it employed. Nima Yioushij paid attention to an overall harmonious rhyming and created many experimental examples to achieve this end.


          Ahmad Shamlu discovered the inner characteristics of poetry and its manifestation in the literary creations of classical masters as well as the Nimai experience. He offered an individual approach. By distancing himself from the obligations imposed by older poetry and some of the limitations that had entered the Nimai poem, he recognized the role of prose and music hidden in the language. In the structure of Sepid poetry, in contrast to the prosodic and Nimai rules, the poem is written in more "natural" words and incorporates a prose-like process without losing its poetic distinction. Sepid poetry is a developing branch of Nimai poetry built upon Nima Youshij's innovations. Nima thought that any change in the construction and the tools of a poets expression is conditional on his/her knowledge of the world and a revolutionized outlook. Sepid poetry could not take root outside this teaching and its application.


          According to Simin Behbahani, Sepid poetry did not received general acceptance before Bijan Jalali's works. He is considered the founder of Sepid poetry according to Behbahani. Behbahani herself used the "Char Pareh" style of Nima, and subsequently turned to ghazal, a free-flowing poetry style similar to the Western sonnet. Simin Behbahani contributed to a historic development in the form of the ghazal, as she added theatrical subjects, and daily events and conversations into her poetry. She has expanded the range of traditional Persian verse forms and produced some of the most significant works of Persian literature in the twentieth century.


          A reluctant follower of Nima Yushij, Mehdi Akhavan-Sales published his Organ (1951) to support contentions against Nima Yushij's groundbreaking endeavors. But before long he realized that Nima and the modernists emulating him had more to offer than a just a change in rhythm, rhyme, and the general application of the classical Arabic meters. In Persian poetry, Mehdi Akhavan Sales has established a bridge between the Khorassani and Nima Schools. The critics consider Mehdi Akhavan Sales as one of the best contemporary Persian poets. He is one of the pioneers of free verse (new style poetry) in Persian literature, particularly of modern style epics. It was his ambition, for a long time, to introduce a fresh style to Persian poetry.


          Forough Farrokhzad is important in the literary history of Iran for three reasons. First, she was among the first generation to embrace the new style of poetry, pioneered by Nima Yushij during the 1920s, which demanded that poets experiment with rhyme, imagery, and the individual voice. Second, she was the first modern Iranian woman to graphically articulate private sexual landscapes from a woman's perspective. Finally, she transcended her own literary role and experimented with acting, painting, and documentary film-making.


          Fereydoon Moshiri is best known as conciliator of classical Persian poetry with the New Poetry initiated by Nima Yooshij. One of the major contributions of Moshiri's poetry, according to some observers, is the broadening of the social and geographical scope of modern Persian literature.


          A poet of the last generation before the Islamic Revolution worthy of mention is Mohammad-Reza Shafiei-Kadkani (M. Sereshk). Though he is from Khorassan and sways between allegiance to Nima Youshij and Akhavan Saless, in his poetry he shows the influences of Hafez and Mowlavi. He uses simple, lyrical language and is mostly inspired by the political atmosphere. He is the most successful of those poets who in the past four decades have tried hard to find a synthesis between the two models of Ahmad Shamloo and Nima Youshij.


          Among the prominent Persian poets of the younger generation is Mana Aghaee and Ziba Karbasi. Mana Aghaee is a female poet who combines the form of the previous generation (especially Farrokhzad and Sepehri) with new topics and metaphors relevant to the 21st century.


          


          Persian literature awards


          
            	Sadegh Hedayat Award


            	National Ferdowsi Prize


            	Houshang Golshiri Award


            	Bijan Jalali Award


            	Iran's Annual Book Prize


            	Ala Khan Afsahzad Award


            	Mehrgan Adab Prize


            	Parvin Etesami Award


            	Yalda Literary Award


            	Isfahan Literary Award
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          A personal computer (PC) is a computer whose original sales price, size, and capabilities make it useful for individuals, intended to be operated directly by an end user, with no intervening computer operator.



          A personal computer may be a home computer, or may be found in an office, often connected to a local area network. The distinguishing characteristics are that the computer is used only (or mostly) by one person at a time, in a very interactive fashion. This is opposite to the batch processing or time-sharing models which allowed large expensive systems to be used by many people, usually at the same time, or large data processing systems which required a full-time staff to operate efficiently.


          The capabilities of a personal computer have changed greatly since the introduction of electronic computers. By the early 1970s, people in academic or research institutions had the opportunity for single-person use of a computer system in interactive mode for extended durations, although these systems would still have been too expensive to be owned by a single person. The introduction of the microprocessor, a single chip with all the circuitry that formerly occupied large cabinets, lead to the proliferation of personal computers after about 1975. Early personal computers generally called microcomputers, sold often in kit form and in limited volumes, and were of interest mostly to hobbyists and technicians. By the late 1970s, mass-market pre-assembled computers allowed a wider range of people to use computers, focusing more on software applications and less on development of the processor hardware. Throughout the 1970s and 1980s, home computers were developed for household use, offering personal productivity, programming and games. Somewhat larger and more expensive systems (although still low-cost compared with minicomputers and mainframes) were aimed for office and small business use. Workstations are characterized by high-performance processors and graphics displays, with large local disk storage, networking capability, and running under a multitasking operating system. Workstations are still used for tasks such as computer-aided design, drafting and modelling, computation-intensive scientific and engineering calculations, image processing, architectural modelling, and computer graphics for animation and motion picture visual effects.


          Eventually the market segments lost any technical distinction; business computers acquired colour graphics capacity and sound, and home computers and game systems used the same processors and operating systems as office-bound computers. Mass-market computers had graphics and memory comparable to dedicated workstations of a few years before. Even local area networking, originally a way to allow business computers to share expensive mass storage and peripherals, became a standard feature of a home computer.


          Today a personal computer may be a desktop computer, a laptop computer, or a tablet computer. The most common operating systems are Microsoft Windows, Mac OS and Linux, while the most common microprocessors are the x86 and PowerPC CPUs. Software applications for personal computers include word processing, spreadsheets, games, and a myriad of personal productivity and special-purpose software. Modern personal computers often have high-speed or dial-up connections to the Internet, allowing access to the World Wide Web and a wide range of other resources. While early personal computer owners usually had to write their own programs to do anything useful with the machines, today's users have access to a wide range of commercial and free software which is easily installed. The coming convergence between larger devices and the Personal Digital Assistants (PDAs), mobile phone and wearable computer markets which have similar functions, operating systems and even the same components, will decide if personal computer will refer to these devices..


          


          Etymology


          One early use of the term "personal computer" appeared in a November 3, 1962, New York Times article reporting John W. Mauchly's vision of future computing as detailed at a recent meeting of the American Institute of Industrial Engineers. Mauchly stated, "There is no reason to suppose the average boy or girl cannot be master of a personal computer."


          Six years later a manufacturer took a risk at referring to their product this way when Hewlett Packard advertised their "Powerful Computing Genie" as "The New Hewlett Packard 9100A personal computer". This advertisement was too extreme for the target audience and replaced with a much drier ad for the HP 9100A programmable calculator.


          During the next seven years the phrase had gained usage so when Byte magazine, published its first edition it referred to its readers as being in the "personal computing field", while Creative Computing defined the personal computer as a "non-(time)shared system containing sufficient processing power and storage capabilities to satisfy the needs of an individual user." Two years later when the 1977 Trinity of preassembled small computers hit the markets, the Apple II and the PET 2001 were advertised as personal computers, while the TRS-80 was a microcomputer used for household tasks including "personal financial management". By 1979 over half a million microcomputers were sold and the youth of the day had a new concept of the personal computer.


          On January 3 1983, the Personal Computer was the first non-human to be announced as Person of the Year by Time Magazine, in 1982.


          The initialism PC may refer generically to a personal computer, or may be intended to refer to one of the original IBM PC compatible computers, or may refer to a Microsoft Windows computer currently available.


          


          History


          


          Mainframes and large minicomputers
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          Before the introduction of the microprocessor in the early 1970s, computers were generally large, costly systems owned by large corporations, universities, government agencies, and similar-sized institutions. End users often did not directly interact with the machine, but instead would prepare tasks for the computer on off-line equipment, such as card punches. A number of assignments for the computer would be gathered up and processed in batch mode. After the job had completed, users could collect the results. In some cases it could take hours or days between submitting a job to the computing centre and receiving the output.


          A more interactive form of computer use developed commercially by the middle 1960s. In a time-sharing system, multiple computer terminals let many people share the use of one mainframe computer processor. This was common in business applications and in science and engineering.


          A different model of computer use was foreshadowed by the way in which early, pre-commercial, experimental computers were used, where one user had exclusive use of a processor. Some of the first computers that might be called "personal" were early minicomputers such as the LINC and PDP-8, and later on VAX and larger minicomputers from Digital Equipment Corporation (DEC), Data General, Prime Computer, and others. By today's standards they were very large (about the size of a refrigerator) and cost prohibitive (typically tens of thousands of US dollars), and thus were rarely purchased by an individual. However, they were much smaller, less expensive, and generally simpler to operate than many of the mainframe computers of the time. Therefore, they were accessible for individual laboratories and research projects. Minicomputers largely freed these organizations from the batch processing and bureaucracy of a commercial or university computing centre.


          In addition, minicomputers were relatively interactive and soon had their own operating systems. The minicomputer Xerox Alto (1973) was a landmark step in the development of personal computers, because of its graphical user interface, bit-mapped high resolution screen, large internal and external memory storage, mouse, and special software.


          


          Microprocessor and cost reduction
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          The minicomputer ancestors of the modern personal computer used early integrated circuit (microchip) technology, which reduced size and cost, but they contained no microprocessor. This meant that they were still large and difficult to manufacture just like their mainframe predecessors. After the "computer-on-a-chip" was commercialized, the cost to manufacture a computer system dropped dramatically. The arithmetic, logic, and control functions that previously occupied several costly circuit boards were now available in one integrated circuit, making it possible to produce them in high volume. Concurrently, advances in the development of solid state memory eliminated the bulky, costly, and power-hungry magnetic core memory used in prior generations of computers.


          There were a few researchers at places such as SRI and Xerox PARC who were working on computers that a single person could use and could be connected by fast, versatile networks: not home computers, but personal ones.


          


          Kenbak-1


          The Kenbak-1 is considered by the Computer History Museum to be the world's first ever personal computer. Only around 40 machines were ever built and sold. With only 256 bytes of memory, an 8-bit word size, and input and output restricted to lights and switches, the Kenbak-1 was most useful for learning the principles of programming but not capable of running application programs.


          


          Datapoint 2200
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          A programmable terminal called the Datapoint 2200 is the earliest known device that bears any significant resemblance to the modern personal computer, with a screen, keyboard, and program storage. It was made by CTC (now known as Datapoint) in 1970 and was a complete system in a small case bearing the approximate footprint of an IBM Selectric typewriter. The system's CPU was constructed from a variety of discrete components, although the company had commissioned Intel to develop a single-chip processing unit; there was a falling out between CTC and Intel, and the chip Intel had developed wasn't used. Intel soon released a modified version of that chip as the Intel 8008, the world's first 8-bit microprocessor. The needs and requirements of the Datapoint 2200 therefore determined the nature of the 8008, upon which all successive processors used in IBM-compatible PCs were based. Additionally, the design of the Datapoint 2200's multi-chip CPU and the final design of the Intel 8008 were so similar that the two are largely software-compatible; therefore, the Datapoint 2200, from a practical perspective, can be regarded as if it were indeed powered by an 8008, which makes it a strong candidate for the title of "first microcomputer" as well


          



          



          


          Altair 8800 and IMSAI 8080


          Development of the single-chip microprocessor was an enormous catalyst to the popularization of cheap, easy to use, and truly personal computers. The Altair 8800, introduced in a Popular Electronics magazine article in the January 1975 issue, at the time set a new low price point for a computer, bringing computer ownership to an admittedly select market in the 1970s. This was followed by the IMSAI 8080 computer, with similar abilities and limitations. The Altair and IMSAI were essentially scaled-down minicomputers and were incomplete: to connect a keyboard or screen to them required heavy, expensive "peripherals". These machines both featured a front panel with switches and lights, which communicated with the operator in binary. To program the machine, one didn't simply power up: one first had to key in the bootstrap loader program in binary, then read in a paper tape containing a BASIC interpreter, using a paper-tape reader. Keying the loader required setting a bank of eight switches up or down and pressing the "load" button, once for each byte of the program, which was typically hundreds of bytes long. This was before one could begin to do any computing.
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          The MITS Altair, the first commercially successful microprocessor kit, was featured on the cover of Popular Electronics magazine in January 1975. It was the world's first mass-produced personal computer kit, as well as the first computer to use an Intel 8080 processor. It was a commercial success with 10,000 Altairs being shipped. The Altair also inspired the software development efforts of Paul Allen and his high school friend Bill Gates who developed a BASIC interpreter for the Altair, and then formed Microsoft.


          The MITS Altair 8800 effectively created a new industry of microcomputers and computer kits, with many others following, such as a wave of small business computers in the late 1970s based on the Intel 8080, Zilog Z80 and Intel 8085 microprocessor chips. Most ran the CP/M-80 operating system developed by Gary Kildall at Digital Research. CP/M-80 was the first popular microcomputer operating system to be used by many different hardware vendors, and many software packages were written for it, such as WordStar and dBase II.


          Many hobbyists during the mid 1970s designed their own systems, with various degrees of success, and sometimes banded together to ease the job. Out of these house meetings the Homebrew Computer Club developed, where hobbyists met to talk about what they had done, exchange schematics and software, and demonstrate their systems. Many people built or assembled their own computers as per published designs. For example, many thousands of people built the Galaksija home computer later in the early 80s.


          It was arguably the Altair computer that spawned the development of Apple, as well as Microsoft which produced and sold the Altair BASIC programming language interpreter, Microsoft's first product. The second generation of microcomputers those that appeared in the late 1970s, sparked by the unexpected demand for the kit computers at the electronic hobbyist clubs, were usually known as home computers. For business use these systems were less capable and in some ways less versatile than the large business computers of the day. They were designed for fun and educational purposes, not so much for practical use. And although you could use some simple office/productivity applications on them, they were generally used by computer enthusiasts for learning to program and for running computer games, for which the personal computers of the period were less suitable and much too expensive. For the more technical hobbyists home computers were also used for electronics interfacing, such as controlling model railroads, and other general hobbyist pursuits.


          


          Heathkit and Zenith


          In 1978, the Heath company introduced the Heathkit H-8 computer. The early computers like the Altair had been sold as kits, but Heath had real experience in producing kit electronic equipment and the Heath name carried confidence with it. The H-8 was successful, as were the H-19 and H-29 terminals, and the H-89 one piece terminal/computer (The H-8 and H-89 ran their custom operating system, HDOS). The H-11, a low-end DEC PDP-11 16-bit computer, was less successful probably because it was substantially more expensive than the 8-bit computer line. (A generation earlier (1956),Heathkit sold a kit for a vacuum tube analog computer which could also be considered a form of personal computer.


          Zenith Radio Company bought Heath Company from Schlumberger in 1979, renaming the computer division Zenith Data Systems (ZDS). Zenith was in the vanguard of companies to start selling personal computers to small businesses. The H-89 kit was re-branded as the Z89/Z90, an assembled all in one system with a monitor and a floppy disk drive. They had agreements with Peachtree software to sell a customized "turn-key" version of their accounting, CPA and real estate management software. Shortly after the release of the Z90, they released a 5 MB hard disk unit and double density external floppy disk drives. While the H11 was popular with hard-core hobbyists, Heath engineers realized that DEC design would not be able to get Heath up the road to more powerful systems. Heath/Zenith then designed a dual Intel 8085/8088 based system dubbed the H-100 (or Z-100, in preassembled form). The machine featured very advanced (for the day) bit mapped video that allowed up to 640 x 512 pixels of 8 colour graphics. The 100 was interesting in that it could run either the CP/M operating system, or their OEM version of MS-DOS (Z-DOS).


          


          Apple II, TRS-80 and Commodore PET


          1977 saw a race to be the first commercially successful pre-built microcomputer. The competitors were the Apple Computer Apple II, Commodore International PET 2001 and the Tandy TRS-80 Model I. The MOS Technology 6502 series microprocessor lead to a reduction in the expense of creating computing systems. The Commodore PET, the TRS 80, and the Apple II, also known as the 1977 Trinity by Byte magazine, are often cited as the first personal computers. Specifically, the Commodore PET, which Byte called the first . The design of the Commodore PET, a single integrated machine with a built in monitor, keyboard, and datasette device, and a character set that made graphics easy to produce, went on to inspire the popular Macintosh computer, by Apple.


          



          


          Apple II
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          Steve Wozniak (Woz), a regular visitor to Homebrew Computer Club meetings, designed the Apple I, a single-board computer and first demonstrated it there. With specifications in hand and an order for 100 machines at US$666.66 each from the Byte Shop, Woz and his friend Steve Jobs, founded Apple Computer.


          About 200 of the machines sold before the company announced the Apple II as a complete computer. Its higher price and lack of floating point BASIC along with a lack of retail distribution sites caused it to lag in sales behind the TRS-80, its clones, Commodore PET and other machines until 1979 when it surpassed the PET 2001 but was again pushed into 4th when Atari introduced its popular Atari 8-bit. This may be surprising that it wasn't the leader in the late 1970s given that it's now an iconic status symbol of the personal computing phenomenon and had colour graphics, high build quality and open architecture.


          The original Apple II operating system was only the built-in BASIC interpreter contained in ROM. Apple DOS was added to support the diskette drive; the last version was "Apple DOS 3.3". The machine came with a built-in full QWERTY keyboard in the flat streamline plastic case. The monitor and I/O devices were sold separately.


          More than 4 million Apple II's were shipped by the end of its production in 1993.


          


          PET
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          Chuck Peddle designed the Commodore PET (Personal Electronic Transactor). It was essentially a single-board computer with a new display chip (the MOS 6545) driving a small built-in monochrome monitor with 4025 character graphics. It came in 2 models; the 2001-4 with 4kb or the 2001-8 with 8kb of RAM. The machine also included a built-in Datassette for data storage located on the front of the case, which left little room for the keyboard. The 2001 was announced in June 1977 and the first 100 units were shipped in mid October 1977. However they remained back-ordered for months, and to ease deliveries they eventually canceled the 4 kB version early the next year.


          Although the machine was fairly successful, there were frequent complaints about the tiny calculator-like keyboard, often referred to as a " chiclet keyboard" because the keys resembled the popular gum candy. This was addressed in upgraded "dash N" and "dash B" versions of the 2001, which put the cassette outside the case, and included a much larger keyboard with a full stroke non-click motion. Internally a newer and simpler motherboard was used, along with an upgrade in memory to 8, 16, or 32 KB, known as the 2001-N-8, 2001-N-16 or 2001-N-32, respectively.


          The PET was the least successful with under 1 million sales.


          


          TRS-80
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          From unknown designers came the TRS-80 which was Tandy Corporation's desktop microcomputer model line sold through Tandy's RadioShack stores in the late-1970s and 1980s. Hobbyists, home users, and small-businesses were the intended consumers. It was nicknamed "trash-eighty" which was both a term of endearment and an insult. No matter for the popularity of the TRS-80 computer with its users resulted in a successful venture for Tandy Corporation. Tandy had 3000+ Radio Shack storefronts from which to retail the TRS-80 while the PET and Apple ][ were mostly mail-order machines. This helped give it the leading position in the 1977 Trinity years.


          The Model I combined the motherboard and keyboard into one unit with a separate power supply unit. It used a Zilog Z80 processor clocked at 1.77 MHz (the latest models were shipped with a Z80A). The basic model originally shipped with 4 KB of RAM, and later 16 KB. Its other strong features were its full stroke QWERTY keyboard, small size, well written Floating BASIC and it came with a monitor and tape deck all for $599 a savings of $600 over the Apple II. Its major draw back was the massive RF interference it caused in surrounding electronics which was never solved and was a violation of FCC regulations.


          About 1.5 million TRS-80's were sold before its cancellation in 1985


          


          Into homes


          As costs continued to drop, home usage began to take off. The initial models such as Sinclairs ZX80 were unimpressive and hence sold only in relatively small numbers. although Its successor, the ZX81 sold in large numbers outside the USA, but it was with the introduction of home computers capable of playing more complex games, in colour with sound, such as the Atari and ZX Spectrum that opened millions of front doors to home computing.


          


          Atari 400/800
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          In 1979 Atari 400 and Atari 800 introduced the ROM cartridge similar to the Atari 2600 game console to the microcomputer. This allowed pre-made applications in cartridge form to be sold which could be inserted and executed in seconds--a great advantage over cassette-tape installs. The names originally referred to the amount of memory, 4KB RAM in the 400 and 8KB in the 800. These two machines had design differences with the 400 being cheaper and targeting a game console niche while the 800 targeted the personal computer niche. The 400 had a membrane keyboard, no memory expansion slots and a single ROM cartridge slot. The 800 had a full-stroke QWERTY, an external memory slot and 2 ROM cartridge slots. They both came with a proprietary (and expensive) serial interface called Serial Input/Output (SIO). All external devices were connected using this interface in a daisy-chain fashion. Microsoft BASIC was 12 KB, and all of Atari's attempts to pare it down to 8 KB failed. So a local consulting firm delivered 8kb Atari BASIC which came on a ROM cartridge.


          These two machines sold over 2 million boxes by the end of their production life.


          


          Vic 20 and Commodore 64
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          Commodore added the ROM cartridge to its designs and produced the VIC-20, which had a full typewriter keyboard, colour and sound, 3.5K of user accessible memory, one side ROM cartridge port and a much lower price than Apple's offerings. It was a successful home computer and sold over 1 million units but was replaced by the Commodore 64.


          The best-selling personal computer of all time was released by Commodore International in 1982: the Commodore 64 (C64) . Magazines such as Compute! became available which contained the code for various utilities and games. Both machines connected to a TV set and needed an external tape deck or floppy disk sold separately. The C=64 name derived from it's 64kb of RAM and it also came with a side mount ROM cartridge slot. It used the MOS Technology 6502 microprocessor CPU; MOS Technology, Inc. was owned by Commodore. The C64 and Commodore's other 8-bit computers were followed in 1985 by the more powerful Commodore Amiga 1000, built around the Motorola 68000 CPU.


          The Commodore 64 sold over 17 million units before its end.


          


          Back to business


          It was the launch of the VisiCalc spreadsheet, initially for the Apple II (and later for the Atari 8-bit family, Commodore PET, and IBM PC) that turned the microcomputer into a business tool. In fact, An Apple employee discovered in 1980 that IBM's San Jose research lab had purchased several Apple IIs, solely to run VisiCalc.


          This was followed by the August 12, 1981 release of the IBM PC, which would revolutionize the computer market. The Lotus 1-2-3, a combined spreadsheet (inspired by VisiCalc), presentation graphics, and simple database application, would become the PC's own killer application. Good word processor programs didn't appear for personal computers until 1985. The earlier versions were dominated by WordStar but were not comparable to standalone word processors or those found on mini-computers. WordPerfect 4.1 for the IBM 5150 and Microsoft Word 1.0 for the Apple Macintosh both released in 1985 were enough reason to justify the entire cost of purchasing the computers for individual office workers giving these programs the status of killer applications.


          On the January 3, 1983 issue of Time magazine, the personal computer was named the " Person of the Year" for 1982.


          


          The IBM PC
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          In 1980, IBM decided to enter the personal computer market in response to the success of the Apple II. The first model was the IBM PC, released in August, 1981. Like the Apple II and S-100 systems, it was based on an open, card-based architecture, which allowed third parties to develop for it. It used the Intel 8088 CPU running at 4.77 MHz, containing 29000 transistors. The first model used an audio cassette for external storage, though there was an expensive floppy disk option. While the original PC design could accommodate only up to 64k on the main board, the architecture was able to accommodate up to 640KB of RAM, with the rest on cards. Later revisions of the design increased the limit to 256K on the main board.


          The IBM PC typically came with PC-DOS, an operating system based upon Gary Kildall's CP/M-80 operating system. In 1980, IBM approached Digital Research, Kildall's company, for a version of CP/M for its upcoming IBM PC. Kildall's wife and business partner, Dorothy McEwen, met with the IBM representatives who were unable to negotiate a standard non-disclosure agreement with her. IBM turned to Bill Gates, who was already providing the ROM BASIC interpreter for the PC. Gates offered to provide 86-DOS, developed by Tim Paterson of Seattle Computer Products. IBM rebranded it as PC-DOS, while Microsoft sold variations and upgrades as MS-DOS.


          The impact of the Apple II and the IBM PC was fully demonstrated when Time magazine named the home computer the "Machine of the Year", or Person of the Year for 1982 (January 3, 1983, "The Computer Moves In"). It was the first time in the history of the magazine that an inanimate object was given this award.


          


          IBM PC clones


          The original PC design was followed up in 1983 by the IBM XT, which was an incrementally improved design; it omitted support for the cassette, had more card slots, and was available with an optional hard drive. While the architectural memory limit of 640K was the same, later versions were more readily expandable.


          Although the PC and XT included a version of the BASIC language in read-only memory, most were purchased with disk drives and run with an operating system; three operating systems were initially announced with the PC. One was CP/M-86 from Digital Research, the second was PC-DOS from IBM, and the third was the UCSD p-System (from the University of California at San Diego). PC-DOS was the IBM branded version of an operating system from Microsoft, previously best known for supplying BASIC language systems to computer hardware companies. When sold by Microsoft, PC-DOS was called MS-DOS. The UCSD p-System OS was built around the Pascal programming language and was not marketed to the same niche as IBM's customers. Neither the p-System nor CPM-86 was a commercial success.


          Because MS-DOS was available as a separate product, some companies attempted to make computers available which could run MS-DOS and programs. These early machines, including the ACT Apricot, the DEC rainbow 100, the Hewlett-Packard HP-150, the Seequa Chameleon and many others were not especially successful, as they required a customized version of MS-DOS, and could not run programs designed specifically for IBM's hardware. See List of early non-IBM-PC-compatible PCs.


          Because the IBM PC was based on relatively standard integrated circuits, and the basic card-slot design was not patented, the key portion of that hardware was actually the BIOS software embedded in read-only memory. The first truly IBM PC compatible machines came from Compaq, although others soon followed.


          In 1984, IBM introduced the IBM Personal Computer/AT (more often called the PC/AT or AT) built around the Intel 80286 microprocessor. This chip was much faster, and could address up to 16MB of RAM but only in a mode that largely broke compatibility with the earlier 8086 and 8088. In particular, the MS-DOS operating system was not able to take advantage of this capability. A popular urban legend has Bill Gates of Microsoft stating "Why would anyone need more than 640KB?".


          



          


          Xerox Alto and Star
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          The Xerox Alto, developed at Xerox PARC in 1973, was a small minicomputer, and the first computer to use a mouse, the desktop metaphor, and a graphical user interface (GUI), concepts first introduced by Douglas Engelbart while at SRI International.


          While its use was limited to the engineers at Xerox PARC, the Alto had features years ahead of its time and would later serve, along with the Xerox Star, as a model for the Apple Macintosh.


          Introduced in 1981, the Xerox Star workstation, officially known as the "8010 Star Information System" was introduced by Xerox Corporation. Drawing upon its predecessor, The Xerox Alto, it was the first commercial system to incorporate various technologies that today have become commonplace in personal computers, including a bit-mapped display, a windows-based graphical user interface, icons, folders, mouse, Ethernet networking, file servers, print servers and e-mail. It also included a programming language system called Smalltalk.


          Both the Xerox Alto and the Xerox Star would inspire the Apple Lisa and the Apple Macintosh.


          


          Others


          The Processor Technology Corporation produced the Sol-20 in 1976 and although it only sold 10,000 units it is significant because it had all the parts to be a stand-alone micro-computer. It came with a full QWERTY keyboard, storage tapedeck, 12" monochrome monitor and housed in a walnut paneled case with a power supply. It was built on the Intel 8080 CPU and had the standard S100 hardware bus giving it access to expansion cards and came with BASIC programming language all for $2100.


          Many other home computers came onto the market, including the Atari 8-bit family, the Sinclair ZX80 and successors ZX81, ZX Spectrum and QL, the TI 99/4A, the BBC Micro, the Amstrad/Schneider CPC 464/CPC 646/CPC 6128 family, the Oric Atmos, the Coleco Adam, the SWTPC 6800 and 6809 machines, the Tandy Colour Computer/ Dragon 32/64, the Exidy Sorcerer, and the Japanese MSX range.


          Of these, the Sinclair and BBC models were very influential in the British market, with the former introduced at an exceptional low cost (under 100), and the latter developed to meet the BBC and UK government's goals of introducing computer literacy to all schools and elsewhere in education and becoming widely popular in the home.


          



          


          Apple Lisa and Macintosh
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          In 1983 Apple Computer introduced the first mass-marketed microcomputer with a graphical user interface, the Lisa. The Lisa ran on a Motorola 68000 microprocessor and came equipped with 1 megabyte of RAM, a 12-inch (300mm) black-and-white monitor, dual 5-inch floppy disk drives and a 5 megabyte Profile hard drive. The Lisa's slow operating speed and high price (US$10,000), however, led to its commercial failure. It also led to the decision by Steve Jobs to move to the Apple Macintosh team.


          Drawing upon its experience with the Lisa, in 1984 Apple launched the Macintosh. Its debut was announced by a single broadcast during the 1984 Super Bowl XVIII of the now famous television commercial "1984" created by Ridley Scott and based on George Orwell's novel 1984. The intention of the ad was to equate Big Brother with the IBM PC and a nameless female action hero ( Anya Major), with the Macintosh.


          The Mac was the first successful mouse-driven computer with a graphical user interface or 'WIMP' (Windows, Icons, Menus, and Pointers). Based on the Motorola 68000 microprocessor, the Macintosh included many of the Lisa's features at a price of $2,495. The Macintosh was initially introduced with 128 kb of RAM and later that year a 512 kb RAM model became available. To reduce costs of the Lisa the year younger Mac had a simplified motherboard design, no internal hard drive, and a single 3.5" floppy drive. Applications that came with the Macintosh included MacPaint, a bit-mapped graphics program, and MacWrite, which demonstrated WYSIWYG word processing.


          While not an immediate success upon its release, the Macintosh was a successful personal computer for years to come. This is particularly due to the introduction of desktop publishing in 1985 through Apple's partnership with Adobe. This partnership introduced the LaserWriter printer and Aldus PageMaker (now Adobe PageMaker) to users of the personal computer. After Steve Jobs resigned from Apple in 1985 to start NeXT, a number of different models of Macintosh were released to a great degree of success such as the Macintosh Plus and Macintosh II. The entire Macintosh line of computers was IBM's major competition up until the early 1990s.


          


          Other graphical computers
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          In 1985, the Atari ST, also based on the Motorola 68000 microprocessor, was introduced with the first colour GUI in the Atari TOS. It could be modified to emulate the Macintosh using the third-party Spectre GCR device.


          In the Commodore world, GEOS was available on the Commodore 64 and Commodore 128. Later, a version was available for PCs running DOS. It could be used with a mouse or a joystick as a pointing device, and came with a suite of GUI applications. Commodore's later product line, the Amiga platform, ran a GUI operating system by default.


          In 1987, Acorn launched the Archimedes range of high-performance home computers in Europe and Australasia. Based around their own 32-bit ARM RISC processor, the systems initially shipped with a GUI OS called Arthur. In 1989, Arthur was superseded by a multi-tasking GUI-based operating system called RISC OS. By default, the mice used on these computers had three buttons.


          


          PC Clones Dominate


          The transition from a PC-compatible market being driven by IBM to one driven primarily by a broader market began to become clear in 1986 and 1987; in 1986, the 32-bit Intel 80386 microprocessor was released, and the first '386-based PC-compatible was the Compaq Deskpro 386. IBM's response came nearly a year later with the initial release of the IBM Personal System/2 series of computers, which had a closed architecture and were a significant departure from the PC standard. These models were largely unsuccessful, and the PC Clone style machines outpaced sales of all other machines through the rest of this period.


          [bookmark: 1990s_and_2000s]


          1990s and 2000s


          In 1990, the NeXTstation workstation computer went on sale, for "interpersonal" computing as Steve Jobs described it. The NeXTstation was meant to be a new computer for the 1990s, and was a cheaper version of the previous NeXT Computer. The NeXTstation was somewhat a commercial failure, and NeXT shut down hardware operations in 1993.
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          The early 1990s saw the advent of the CD ROM coming as an industry standard, built-in to many desktop computers, and towards the end of the 1990s, in laptops as well. Although introduced in 1982, the CD ROM was mostly used for audio during the 1980s (and also video as the LaserDisc), and then for computer data such as operating systems and applications into the 1990s. Another popular use of CD ROMs in the 1990s was multimedia, as many desktop computers started to come with built-in stereo speakers capable of playing CD quality music and sounds with the SoundBlaster sound card on PCs. Later, CD-RW drives were included instead of standard CD ROM drives.


          IBM introduced its successful ThinkPad range at Comdex 1992 using the series designators 300, 500 and 700 (allegedly analogous to the BMW car range and used to indicate market), the 300 series being the "budget", the 500 series "midrange" and the 700 series "high end". This designation continued until the late 1990's when IBM introduced the "T" series as 600/700 series replacements, and the 3,5 and 7 series model designations were phased out for A (3&7) & X (5) series. The A series was later partially replaced by the R series.


          In 1994, The Zip drive was introduced by Iomega as a medium-capacity removable disk storage system. It aimed to replace the standard 3.5-inch (89mm) floppy disk but failed to do so. Before the Zip was introduced, SyQuest was popular in the market of removable media, but were expensive and largely unsuccessful due to reliability issues. More modern Zip drives are still being produced into the latter 2000s, however writable CDs are more common.


          By the mid 1990s, Amiga, Commodore and Atari systems were no longer on the market, pushed out by strong IBM PC clone competition and low prices. Other previous competition such as Sinclair and Amstrad were no longer in the computer market. With less competition than ever before, Dell rose to high profits and success, introducing low-cost systems targeted at consumers and business markets using a direct-sales model. Dell surpassed Compaq as the world's largest computer manufacturer, and held that position until October 2006.


          In 1994, Apple introduced the Power Macintosh series of high-end professional desktop computers for desktop publishing and graphic designers. These new computers made use of new Motorola PowerPC processors as part of the AIM alliance, to replace the previous Motorola 68k architecture used for the Macintosh line. During the '90s, the Macintosh remained with a low market share, but as the primary choice for creative professionals, particularly those in the graphics and publishing industries.


          Also in 1994, Acorn Computers launched its Risc PC series of high-end desktop computers. The Risc PC (codenamed Medusa) was Acorn's next generation ARM-based RISC OS computer, which superseded the Acorn Archimedes.


          In 1995, Be Inc. released the BeBox computer, which used a dual PowerPC processor running at 66 MHz, and later 133 MHz with the Be operating system. The BeBox was largely a failure, with fewer than 2000 units produced between October 1995 and January 1997, when production was ceased.
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          Due to the growth amongst IBM cloners in the '90s, they became the industry standard for business and home use, and with the introduction of Microsoft's Windows 3.0 operating system in 1990, and later with Windows 95 in 1995. The Macintosh was sent into a period of decline by the mid 1990s, and by 1996, Apple was almost bankrupt. Steve Jobs returned to Apple in 1997, and brought Apple back into profitability, firstly with the release of Mac OS 8, a new operating system for Macintoshes, and with the PowerMac G3 and iMac computers for the professional and home markets. The iMac was one of the first computers to not use the beige colour for casing, but a transparent bondi blue in an ergonomic shape, the iMac sold several million units and is still in production as of late 2007 using a different form factor. Mac OS X, iLife and iBook were later introduced by Apple.


          The first PC motherboards to support Rambus RDRAM (Rambus Direct DRAM), a type of synchronous dynamic RAM, were released in 1999. RDRAM was also two to three times the price of PC-133 SDRAM due to a combination of high manufacturing costs and high license fees. RDRAM is very rarely used today.


          Towards the late 1990s, many more personal computers started shipping that included USB (Universal Serial Bus) ports for easy plug and play connectivity to devices such as digital cameras, video cameras, personal digital assistants, printers, scanners, USB flash drives and other peripheral devices. As of 2006, all currently shipping computers for the consumer market include at least 2 USB ports. Also during the latter 1990s, DVD players started appearing on higher-end, usually more expensive, desktop and laptop computers, and eventually on consumer computers into the 2000s.


          In 2002, Hewlett-Packard (HP) purchased Compaq. Compaq itself had bought Tandem Computers in 1997 (which had been started by ex-HP employees), and Digital Equipment Corporation in 1998. Following this strategy HP became a major player in desktops, laptops, and servers for many different markets. The buyout made HP the world's largest manufacturer of personal computers, until Dell later surpassed HP.


          In 2003, AMD shipped its 64-bit based microprocessor line for desktop computers, Opteron and Athlon 64. Also in 2003, IBM released the 64-bit based PowerPC 970 for Apple's high-end PowerMac G5 systems. Intel, in 2004, reacted to AMD's success with 64-bit based processors, releasing updated versions of their Xeon and Pentium 4 lines. 64-bit processors are common in high end systems, servers and workstations, but are slowly becoming more popular in consumer desktop systems.


          In 2004, IBM announced the proposed sale of its PC business to Chinese computer maker Lenovo Group, which is partially owned by the Chinese government, for $650 million US in cash and $600 million US in Lenovo stock. The deal was approved by the Committee on Foreign Investment in the United States in March 2005, and completed in May 2005. IBM will have a 19% stake in Lenovo, which will move its headquarters to New York State and appoint an IBM executive as its chief executive officer. The company will retain the right to use certain IBM brand names for an initial period of five years. As a result of the purchase, Lenovo inherited a product line that featured the ThinkPad, a line of laptops that had been one of IBM's most successful products.


          In the early 2000s, WiFi began to become increasingly more popular as many consumers started installing their own wireless home networks. Many of today's laptops and also desktop computers are sold pre-installed with wireless cards and antennas. Also in the early 2000s, LCD monitors became more popular for computer monitors, with CRT production being slowed down. LCD monitors are typically sharper, brighter, and more economical than CRT monitors. The 2000s also saw the rise of multi-core processors and flash memory. Once limited to high-end industrial use due to expense, these technologies are now mainstream and available to consumers.


          


          Microprocessor-Based Server and Networks


          The invention in the late 1970s of local area networks (LANs), notably Ethernet, allowed PCs to communicate with each other ( peer-to-peer) and with shared printers.


          As the microcomputer revolution continued, more robust versions of the same technology were used to produce microprocessor based servers that could also be linked to the LAN. This was facilitated by the development of server operating systems to run on the Intel architecture, including several versions of both Unix and Microsoft Windows.


          With the development of storage area networks and server farms of thousands of servers, by the year 2000 the minicomputer had all but disappeared, and mainframes were largely restricted to specialized uses. The Google server farm is thought to be the largest, with a total calculation rate three times that of Earth Simulator or Blue Gene, as of September 29, 2004.



          


          Uses


          Personal computers are normally operated by one user at a time to perform such general purpose tasks as word processing, Internet browsing, Internet faxing, e-mail and other digital messaging, multimedia playback, computer game play, computer programming, etc. The user of a modern personal computer may have significant knowledge of the operating environment and application programs, but is not necessarily interested in programming nor even able to write programs for the computer. Therefore, most software written primarily for personal computers tends to be designed with simplicity of use, or " user-friendliness" in mind. However, the software industry continuously provide a wide range of new products for use in personal computers, targeted at both the expert and the non-expert user.


          


          Configuration
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          This section describes the typical personal computer called a desktop computer because one can easily look inside the case. The other types of personal computers have the same basic setup, but usually lack the peripherals.


          


          Computer components


          A minimal setup of a typical contemporary desktop computer would be


          
            	Computer case with power supply (usually sold together)


            	Motherboard


            	Processor with a heat sink and fan (usually sold together)


            	At least one memory card


            	Mass storage


            	Keyboard and mouse for input


            	Monitor for output

          


          The motherboard connects everything together. The memory card(s), graphics card and processor, are mounted directly onto the motherboard (the processor in a socket and the memory and graphics cards in expansion slots). The mass storage is connected to it with cables and can be installed in the computer case or in a separate case. Same for keyboard and mouse, except that they are external and connect to the I/O panel on the back of the computer. The monitor is also connected to the I/O panel, either through an onboard port on the motherboard, or a port on the graphics card.


          
            	
              The mass storage can be

              
                	Hard disk


                	Floppy drive or Zip drive (both with removable media)


                	Optical drive (CD or DVD, removable, usually read-only)


                	Flash Storage (interal or memory card)

              

            


            	The operating system (e.g.: Microsoft Windows, Mac OS, Linux or many others) can be located on either of these, but typically it's on one of the hard disks. A LiveCD is also possible, but it is very slow and is usually used for installation of the OS, demonstrations, or problem solving.

          


          On top of these, a computer may also have


          
            	Sound card


            	Video card


            	Network card


            	internal modem card (although less frequently these days).

          


          Common additions, connected on the outside ( peripherals), are


          
            	Printer


            	Scanner


            	Webcam


            	Speakers


            	Microphone


            	Modem


            	router


            	Headset


            	Card reader


            	Gaming devices such as a joystick

          


          Several functions (implemented by chipsets) can be integrated into the motherboard, such as typically USB and network, but also graphics and sound. But even if these are present, a separate card can be added if what is available isn't sufficient.


          The graphics and sound card can have a break out box to keep the analog parts away from the electromagnetic radiation inside the computer case. For really large amounts of data, a tape drive can be used or (extra) hard disks can be put together in an external case.


          These components can usually be put together with little knowledge, to build a computer. If something shouldn't go somewhere, it usually doesn't fit (this used to not always be the case in the past) and if it does fit it can usually do little harm.


          Most personal computers are standardized to the point that purchased software is expected to run with little or no customization for the particular computer. Many PCs are also user-upgradeable, especially desktop and workstation class computers. Devices such as main memory, mass storage, even the motherboard and central processing unit may be easily replaced by an end user. This upgradeability is, however, not indefinite due to rapid changes in the personal computer industry. A PC that was considered top-of-the-line five or six years prior may be impractical to upgrade due to changes in industry standards. Such a computer usually must be totally replaced once it's no longer suitable for its purpose. This upgrade and replacement cycle is partially related to new releases of the primary mass-market operating system, which tends to drive the acquisition of new hardware and tends to obsolete previously serviceable hardware (see planned obsolescence).


          The hardware capabilities of personal computers can sometimes be extended by the addition of expansion cards connected via an expansion bus. Some standard peripheral buses often used for adding expansion cards in personal computers as of 2005 are PCI, AGP (a high-speed PCI bus dedicated to graphics adapters), and PCI Express. Most personal computers as of 2005 have multiple physical PCI expansion slots. Many also include an AGP bus and expansion slot or a PCI Express bus and one or more expansion slots, but few PCs contain both buses.


          


          Motherboard


          The motherboard (or mainboard) is the primary circuit board within a personal computer. Many other components connect directly or indirectly to the motherboard. Motherboards usually contain one or more CPUs, supporting circuitry -- usually integrated circuits (ICs) providing the interface between the CPU memory and input/output peripheral circuits, main memory, and facilities for initial setup of the computer immediately after being powered on (often called boot firmware or, in IBM PC compatible computers, a BIOS). In many portable and embedded personal computers, the motherboard houses nearly all of the PC's core components. Often a motherboard will also contain one or more peripheral buses and physical connectors for expansion purposes. Sometimes a secondary daughter board is connected with the motherboard to provide further expandability or to satisfy space constraints..


          


          Central processing unit


          The central processing unit, or CPU, is that part of a computer which executes software program instructions. In older computers this circuitry was formerly on several printed circuit boards, but in PC class machines, has been from the first personal computers, a single integrated circuit. Nearly all PCs contain a type of CPU known as a microprocessor. The microprocessor often plugs into the motherboard using one of many different types of socket. IBM PC compatible computers use an x86-compatible processor, usually made by Intel, AMD, VIA Technologies or Transmeta. Apple Macintosh computers were initially built with the Motorola 680x0 family of processors, then switched to the PowerPC series (a RISC architecture jointly developed by Apple Computer, IBM and Motorola), but as of 2006, Apple has switched again, this time to x86 compatible processors.


          


          Main memory
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          A PC's main memory (i.e., its 'primary store') is fast storage that is directly accessible by the CPU, and is used to store the currently executing program and immediately needed data. PCs use semiconductor random access memory (RAM) of various kinds such as DRAM or SRAM as their primary storage. Which exact kind depends on cost/performance issues at any particular time. Main memory is much faster than mass storage devices like hard disks or optical discs, but is usually volatile, meaning it does not retain its contents (instructions or data) in the absence of power, and is much more expensive for a given capacity than is most mass storage. Main memory is generally not suitable for long-term or archival data storage.


          


          Mass storage
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          Mass storage devices store programs and data even when the power is off; they do require power to perform read/write functions during usage. Although semiconductor flash memory has dropped in cost, the prevailing form of mass storage in personal computers is still the electromechanical hard disk.


          The disk drives use a sealed head/disk assembly (HDA) which was first introduced by IBM's "Winchester" disk system. The use of a sealed assembly allowed the use of positive air pressure to drive out particles from the surface of the disk, which improves reliability.


          If the mass storage controller provides for expandability, a PC may also be upgraded by the addition of extra hard disk or optical disc drives. For example, DVD-ROMs, CD-ROMs, and various optical disc recorders may all be added by the user to certain PCs. Standard internal storage device interfaces are ATA, Serial ATA, SCSI, and CF+ Type II in 2005.


          


          Video card


          The video card - otherwise called a graphics card, graphics adapter or video adapter - processes and renders the graphics output from the computer to the computer display, also called the visual display unit (VDU), and is an essential part of the modern computer. On older models, and today on budget models, graphics circuitry tended to be integrated with the motherboard but, for modern flexible machines, they are supplied in PCI, AGP, or PCI Express format.


          When the IBM PC was introduced, many existing personal computers used text-only display adapters and had no graphics capability.


          


          Laptop computers


          A laptop computer or simply laptop, also called a notebook computer or sometimes a notebook, is a small personal computer designed for mobility. Usually all of the interface hardware needed to operate the laptop, such as parallel and serial ports, graphics card, sound channel, etc., are built in to a single unit. Most laptops contain batteries to facilitate operation without a readily available electrical outlet. In the interest of saving power, weight and space, they usually share RAM with the video channel, slowing their performance compared to an equivalent desktop machine.


          One main drawback of the laptop is that, due to the size and configuration of components, relatively little can be done to upgrade the overall computer from its original design. Some devices can be attached externally through ports (including via USB); however internal upgrades are not recommended or in some cases impossible, making the desktop PC more modular.
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              	Perth

              Western Australia
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              The Perth skyline viewed from the Swan River
            


            
              	Population:

              	1,554,769 (June 2007)( 4th)
            


            
              	 Density:

              	1090/km(2823.1/sqmi) (2006)
            


            
              	Established:

              	1829
            


            
              	Area:

              	5386 km (2079.5 sqmi)
            


            
              	
                Time zone:

                 Summer ( DST)

              

              	
                +8 ( UTC)

                +9 ( UTC)

              
            


            
              	Location:

              	
                
                  	2724 km (1693 mi) from Adelaide


                  	4045km (2513mi) from Darwin


                  	3452km (2145mi) from Melbourne


                  	4144km (2575mi) from Sydney

                

              
            


            
              	State District:

              	Perth (and 33 others)
            


            
              	Federal Division:

              	Perth (and 10 others)
            


            
              	
                
                  
                    	Mean Max Temp

                    	Mean Min Temp

                    	Rainfall
                  


                  
                    	23.3 C

                    74 F

                    	13.3 C

                    56 F

                    	869.4 mm

                    34.2 in
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          Perth is the capital and largest city of the Australian state of Western Australia, and the fourth-largest city in Australia, with a population of 1,554,769 (2007 estimate). One of its LGAs, the City of Perth, is currently the fastest growing area in Australia in percentage terms (10% per year).


          Perth was founded on 11 June 1829 by Captain James Stirling as the political centre of the free settler Swan River Colony. It has continued to serve as the seat of Government for Western Australia to the present day.


          The metropolitan area is located in the south west of the continent between the Indian Ocean and a low coastal escarpment known as the Darling Range. The central business district and suburbs of Perth are situated on the Swan River.


          


          History


          


          Prehistory
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          Before European settlement the area had been inhabited by the Whadjuk Noongar people for over 40,000 years, as evidenced by archaeological findings on the Upper Swan River. These Aborigines occupied the southwest corner of Western Australia, living as hunter-gatherers. The lakes on the coastal plain were particularly important to them, providing both spiritual and physical sustenance.


          Rottnest, Carnac and Garden Islands were also important to the Noongar. About 5,000 years ago the sea levels were low enough that they could walk to the limestone outcrops.


          The area where Perth now stands was called Boorloo by the Aboriginals living there at the time of their first contact with Europeans in 1827. Boorloo formed part of Mooro, the tribal lands of the Yellagonga, one of several groups based around the Swan River and known collectively as the Whadjuk. The Whadjuk were part of a larger group of thirteen or more tribes which formed the south west socio-linguistic block known as the Noongar (The People), also sometimes called the Bibbulmun.


          On 19 September 2006, the Federal Court of Australia brought down a judgment recognising Noongar native title over the Perth metropolitan area, in the case of Bennell v State of Western Australia [2006] FCA 1243.


          


          Early European sightings
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          The first documented European sighting of the region was made by the Dutch Captain Willem de Vlamingh and his crew on 10 January 1697. Subsequent sightings between this date and 1829 were made by other Europeans, but as in the case of the sighting and observations made by Vlamingh, the area was considered to be inhospitable and unsuitable for the agriculture which would be needed to sustain a settlement
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          The Swan River Colony


          Although the British Army had established a base at King George Sound (later Albany) on the south coast of western Australia in 1826 in response to rumours that the area would be annexed by France, Perth was the first full scale settlement by Europeans in the western third of the continent. The British colony would be officially designated Western Australia in 1832, but was known informally for many years as the Swan River Colony after the area's major watercourse.


          On 4 June 1829, newly arriving British colonists had their first view of the mainland and Western Australia's Foundation Day has since been recognised by a public holiday on the first Monday in June each year. Captain James Stirling, aboard the Parmelia, said that Perth was "as beautiful as anything of this kind I had ever witnessed." On 12 August that year, Mrs. Helen Dance, wife of the Captain of the second ship Sulphur, cut down a tree to mark the founding of the town.


          It is clear that Stirling had already selected the name Perth for the capital well before the town was proclaimed, as his proclamation of the colony, read in Fremantle on 18 June, ended "[g]iven under my hand and Seal at Perth this 18th Day of June 1829. James Stirling Lieutenant Governor" The only information on the source of the name comes from Fremantle's diary entry for 12 August, which records that they "named the Town Perth according to the wishes of Sir George Murray." Murray was born in Perth, Scotland, and was in 1829 Secretary of State for the Colonies and Member for Perthshire in the British House of Commons. It is therefore often asserted that the name was given in Murray's honour.


          Beginning in 1831, hostile encounters between the British settlers and Aborigines of the local Noongar tribe  both large-scale land users with conflicting land value systems  increased considerably as the colony grew. This violent phase of the region's history culminated in a series of events in which the British overcame the indigenous people, including the execution of Whadjuk tribal chief Midgegooroo, the death of his son Yagan in 1833, and the Battle of Pinjarra in 1834.


          By 1843, when the tribal chief Yellagonga died, his tribe had begun to disintegrate after having been dispossessed of the land around the main settlement area of Perth. They retreated to the swamps and lakes north of the settlement area including Third Swamp, known to them as Boodjamooling. Boodjamooling continued to be a main campsite for the remaining Noongar people in the Perth region, and was also used by travellers, itinerants, and homeless people. By the gold-rush days of the 1890s they were joined by miners who were en-route to the goldfields.


          In 1850, Western Australia was opened to convicts at the request of farming and business people looking for cheap labour. Queen Victoria announced the city status of Perth in 1856.


          


          Federation and beyond
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          After a referendum in 1900, Western Australia joined the Federation of Australia in 1901. It was the last of the Australian colonies to agree to join the Federation, and did so only after the other colonies had offered several concessions, including the construction of a transcontinental railway line to Perth (via Kalgoorlie) from the eastern states.


          In 1933, Western Australia voted in a referendum to leave the Australian union, with a majority of two to one in favour of independence. However, an election held shortly before the referendum had turned out the incumbent "pro-independence" government, replacing it with a government which did not support the independence movement. Respecting the result of the referendum, the new government nonetheless petitioned the Agent General of United Kingdom for independence, where the request was simply ignored.


          

          Perth has prospered by becoming a key service centre for the natural resource industries, being the closest city to huge reserves of gold, iron ore, nickel, alumina, manganese, diamonds, mineral sands, coal, oil, and natural gas. Most of the world's major resource and engineering companies have offices in Perth. Partially as a result of this influx, Perth has become highly ethnically diverse, with over 27% of inhabitants having been born overseas (495,240 persons) and a further 414,000 having an overseas born parent (2001 census). 11% speak a language other than English at home.


          


          Geography


          Perth is one of the most isolated metropolitan areas on Earth. The nearest city to Perth with a population over 1 million is Adelaide in South Australia, which is 2,104kilometres (1,307mi) away. Perth is geographically closer to East Timor and Jakarta, Indonesia, than it is to Sydney, Melbourne, and Brisbane. It is the antipode of Hamilton, Bermuda.


          


          Central business district


          The central business district of Perth is bounded by the Swan River to the south and east, with Kings Park on the western end, while the railway lines form a northern border. St Georges Terrace is the prominent street of the area with 1.3 million m of office space in the CBD. Hay Street and Murray Street have most of the retail and entertainment facilities. The tallest building in the city is Central Park, which is the sixth tallest building in Australia, although it is to be surpassed by the BHP Tower in 2012. With the current resources-based boom the skyline will change dramatically with at least eleven 100 m+ buildings either being currently or soon to be built.
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          Geology and landforms
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          Perth is set on the Swan River, named after the native black swans in 1697 by Willem de Vlamingh, captain of a Dutch expedition. Traditionally, this water body has been known by local inhabitants as Derbal Yerrigan. The city centre and most of the suburbs are located on the sandy and relatively flat Swan Coastal Plain, which lies between the Darling Scarp and the Indian Ocean. The soils of this area are quite infertile. The metropolitan area extends to Yanchep in the north, Mandurah in the south, total distance of approximately 125 kilometres (78mi) by road. From the Coast in the west to Mundaring in the east, a total distance of approximately 50 kilometres (30mi) by road. This means that the area of Perth is over 1.5 million acres (6,100 km).


          The coastal suburbs take advantage of Perth's oceanside location and clean beaches. To the east, the city is bordered by a low escarpment called the Darling Scarp. Perth is on generally flat, rolling land - largely due to the high amount of sandy soils and deep bedrock. This abundance of sand has resulted in West Australians' being given the nickname sandgropers by the rest of the country. The Perth metropolitan area has two major river systems; the first is made up of the Swan and Canning Rivers. The second is that of the Serpentine and Murray Rivers, which discharge into the Peel Estuary at Mandurah.


          


          Climate


          Perth receives moderate though highly seasonal rainfall. Summers are generally hot and dry, lasting from late December to late March, with February generally being the hottest month of the year, making Perth a classic example of a Mediterranean climate. Summer is not completely devoid of rain with sporadic rainfall in the form of short-lived thunderstorms, weak cold fronts and on very rare occasions decaying tropical cyclones which can bring significant falls. The hottest ever recorded temperature in Perth was 46.2 C (115 F) on 23 February 1991. Winters are relatively cool and rather moist, though the once reliable winter rainfall has been declining steadily in recent years. The coldest temperature recorded was -0.7C (30.7F) on 17 June 2006, and the only temperature ever recorded below the freezing point. The coldest temperature recorded in the Perth metropolitan area was -3.4 degrees Celsius on June 17, 2006 at Jandakot airport. Even in mid-winter, maximum daytime temperatures only occasionally fall below 16C (60F). Though most rainfall occurs during winter, the wettest day ever was unusually on 9 February 1992 when 121 millimetres (4.75 in) fell. On most summer afternoons a sea breeze, also known as " The Fremantle Doctor", blows from the south-west, cooling the city by up to 15C.


          
            
              Climatic Table
            

            
              	

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Mean daily maximum temperature

              	29.7 C

              85.5 F

              	30.0 C

              86.0 F

              	28.0 C

              82.4 F

              	24.6 C

              76.3 F

              	20.9 C

              69.6 F

              	18.3 C

              64.9 F

              	17.4 C

              63.3 F

              	18.0 C

              64.4 F

              	19.5 C

              67.1 F

              	21.4 C

              70.5 F

              	24.6 C

              76.3 F

              	27.4 C

              81.3 F

              	23.3 C

              73.9 F
            


            
              	Mean daily minimum temperature

              	17.9 C

              64.2 F

              	18.1 C

              64.6 F

              	16.8 C

              62.2 F

              	14.3 C

              57.7 F

              	11.7 C

              53.1 F

              	10.1 C

              50.2 F

              	9.0 C

              48.2 F

              	9.2 C

              48.6 F

              	10.3 C

              50.5 F

              	11.7 C

              53.1 F

              	14.0 C

              57.2 F

              	16.3 C

              61.3 F

              	13.3 C

              55.9 F
            


            
              	Mean total rainfall

              	8.6mm

              0.34 in

              	13.3mm

              0.52in
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              	13.8
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          Governance
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          Perth houses the Parliament of Western Australia and the Governor of Western Australia. Under the new one-vote, one-value laws seats in city and country areas will be roughly of equal population size, which will mean that 42 of the Legislative Assembly's 59 seats will be based in Perth at the next state election. Perth is represented by 11 seats in the Federal House of Representatives, although some seats extend outside the Metropolitan area. The metropolitan area is divided into over 30 local government bodies. The City of Perth is the local government authority responsible for the Perth Central business district, however this covers a very small section of the Perth urban area.


          Australia's High Court holds regular sittings in Perth, with permanent Federal Court operations. The highest court under Western Australian law, the Supreme Court is based in Perth, along with the District, Family and Magistrates' Courts.


          The Metropolitan Region Scheme (MRS) is the legal land plan covering the Perth metropolitan region. It is a large town planning scheme for land use in the Perth metropolitan area. The MRS has been in operation since 1963 and provides the legal basis for planning in the Perth metropolitan region.


          


          Demographics


          Perth is Australia's fourth largest city, having overtaken Adelaide's population in the early 1980s. At the 2006 Census 1,445,079 persons resident in the Perth statistical area were enumerated.


          
            
              	Perth Metropolitan Area
 Population by year ( ABS)
            


            
              	1850

              	1,400
            


            
              	1861

              	3,507
            


            
              	1871

              	5,007
            


            
              	1881

              	5,044
            


            
              	1891

              	8,447
            


            
              	1901

              	27,553
            


            
              	1911

              	106,792
            


            
              	1921

              	154,873
            


            
              	1933

              	207,440
            


            
              	1947

              	272,528
            


            
              	1961

              	420,133
            


            
              	1971

              	641,800
            


            
              	1981

              	809,036
            


            
              	1991

              	1,142,646
            


            
              	2001

              	1,325,392
            


            
              	2006

              	1,445,079
            

          


          


          Ethnic groups


          In 2006, the largest ancestry groups in the Perth metropolitan areas were: English (534,555 or 28.6 per cent), "Australian" (479,174 or 25.6 per cent), Irish (115,384 or 6.2 per cent), Scottish (113,846 or 6.1 per cent), Italian (84,331 or 4.5 per cent) and Chinese (53,390 or 2.9 per cent). There were 3,101 Aboriginals in the city (0.2 per cent).


          Perth's population is notable for the high proportion of British-born residents. At the 2006 Census 142,424 British-born Perth residents were counted, narrowly behind Sydney (145,261), despite having just 35% of the overall population of Sydney.


          The ethnic make-up of Perth changed in the middle of the twentieth century, when significant numbers of Italian and Greek immigrants arrived in the city. Prior to this, Perth's population had been almost completely Anglo-Celtic in ethnic origin. As Fremantle was the first landfall in Australia for many migrant ships coming from Europe in the 1950s and 1960s, Perth started to experience a diverse influx which included Dutch, Germans, Croats, Serbs, Poles, Czechs, Russians, Ukrainians, and Macedonians and many others. The Italian influence in the Perth and Fremantle area has been substantial, evident in places like the "Cappuccino strip" in Fremantle featuring many Italian eateries and shops. In Fremantle the traditional Italian blessing of the fleet festival is held every year at the start of the fishing season. Suburbs surrounding the Fremantle area such as Spearwood and Hamilton Hill also contain high concentrations of Italians, Croatians and Portuguese. Perth also has a vibrant Jewish community  numbering 5,082 in 2006  who emigrated primarily from eastern Europe and more recently from South Africa.


          Another more recent wave of arrivals include European minorities from Southern Africa. The South Africa-born overtook those born in Italy to become the fourth largest birthplace group after 2001. By 2006, there were 18,825 South Africa-born in Perth, accounting for 1.3 per cent of the city's people. Many Afrikaners and Anglo-Africans from South Africa and Zimbabwe emigrated to Perth during the 1980s and 1990s, to the extent that the city has been described as "the Australian capital of South Africans in exile". The phrase "Packing for Perth" has become associated with South Africans who choose to emigrate abroad, sometimes regardless of the destination.
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          In the last three decades, South East Asia has become an increasingly important source of migrants, with communities from Malaysia, Indonesia, Singapore, Hong Kong, China, and India all now well-established. There were 53,390 persons of Chinese descent in Perth in 2006  2.9 per cent of the city's population.


          The Indian community includes a substantial number of Parsees who emigrated from Bombay  Perth being the closest Australian city to India  and the India-born population of the city at the time of the 2006 census was 14,094 or 0.8 per cent. Perth is also home to the largest population of Anglo-Burmese in the world; many settled here following the Independence of Burma in 1948 and the city is now the cultural hub for Anglo-Burmese worldwide. Alongside the Anglo-Burmese, there is also a substantial Anglo-Indian population in Perth, who also settled in the city following the Independence of India.


          


          Economy


          Perth has a booming economy, primarily due to the rising demands for raw minerals from emerging economies, especially China. This has led to a mining boom, which is having a great impact not only for Perth, but for the whole state of Western Australia. From 2006-2007, mining accounted for 30% of the state's total output and 50% of the state's exports. In addition, Perth is so important to mining and energy projects that it controls about 80% or at least $A 11.7 B worth of Australia's total projects. As such, 25% of the world's largest mining companies have bases in Perth with Rio Tinto, Woodside Petroleum and BHP Billiton just to name a few. The economic growth rate in 2006 was more than that of China's which is already at a staggering 10%.


          Having highly-skilled workers, bustling retail services and state of the art infrastructure, economic growth is expected to remain at the current rates for a while, or at least until China and other emerging economies are fully developed.


          Perth being the heart of Western Australia in culture, business, tourism and retail services has consistent unemployment levels of less than 4%. As such, the city is drawing thousands of jobs providing accommodation for the many who flock back to the city centre.


          As for tourists, more than 2 million interstate and international visitors inject millions into the local economy through hotel and retail services as many world cities are increasingly becoming service economies.


          


          Education


          Perth is home to four public universities: the University of Western Australia, Murdoch University, Curtin University of Technology, Edith Cowan University. There is also one private university, the University of Notre Dame.
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          The University of Western Australia, which was founded in 1911, is renowned as one of Australia's leading research institutions. The university's monumental neo-classical architecture, most of which is carved from white limestone, is a notable tourist destination in the city.


          Curtin University of Technology is Western Australia's largest university by student population, and was known from its founding in 1966 until 1986 as the Western Australian Institute of Technology (WAIT) and had amalgamated with Western Australian School of Mines and the Muresk Institute. It has a rapidly growing research reputation and is the only Western Australian university to produce PhD recipients of the AINSE gold medal, the highest possible recognition for PhD level research excellence in Australia and New Zealand.


          Murdoch University was established in the 1970s, and is Australia's largest campus in geographical area (2.27 square kilometres), necessary to accommodate Western Australia's only veterinary school.


          Edith Cowan University was established in the early 1990s from the existing Western Australian College of Advanced Education (WACAE) which itself was formed in the 1970s from the existing Teachers Colleges at Claremont, Churchlands, and Mount Lawley. It incorporates the Western Australian Academy of Performing Arts (WAAPA).


          The University of Notre Dame Australia was established in 1990. Notre Dame was established as a Catholic university with its lead campus in Fremantle and a large campus in Sydney. It is the only Western Australian University with a campus in another major Australian city. Its campus in Fremantle is set in the west end of Fremantle within historic port buildings built in the 1890s giving Notre Dame a distinct European University atmosphere. Though Notre Dame shares its name with the University of Notre Dame in Indiana USA, it is a separate school, claiming only "strong ties" with its American namesake. It is also the fastest growing University in Australia.


          Colleges of TAFE provide trade and vocational training, including Diploma level courses. TAFE was formed in the 1970s to provide technical courses previously offered by WACAE.


          Culture
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          Perth Cultural Centre is both an area of central Perth and the collective name for the main buildings of the Art Gallery of Western Australia, Western Australian Museum, Alexander Library, State Records Office and Perth Institute of Contemporary Arts (PICA).


          


          Museums


          The Western Australian Museum holds an extensive display of Aboriginal artefacts as well as numerous zoological and social exhibits.


          The new (2002) Western Australian Maritime Museum in Fremantle displays maritime objects from all eras and includes a former Royal Australian Navy submarine. It also houses Australia II, the yacht that won the Americas Cup in 1983.


          


          Art galleries


          The West Australian Art Gallery houses the state's premier art collection and hosts numerous impressive visiting exhibitions, like the 2006 Norman Lindsay exhibition. Additional exhibits occur at PICA and many other smaller venues on a regularly across Perth.


          


          Sport


          The most popular sports are Australian Football and Cricket. The climate of Perth allows for extensive outdoor sport activity, and this is reflected in the wide variety of sports available to citizens of the city. Perth was host to the 1962 Commonwealth Games and also the 1987 America's Cup defence (based at Fremantle). Australian rules football is the most popular spectator sport in Perth - some 1,030,000 people attended WAFL or AFL matches in 2005.


          Perth is home to several elite sporting teams from various sports:


          
            	Australian Football: West Coast Eagles and the Fremantle Dockers


            	Rugby League: WA Reds


            	Basketball: Perth Wildcats


            	Cricket: Retravision Warriors


            	Football (soccer): Perth Glory


            	Rugby Union: Western Force


            	Netball: West Coast Fever (Formally Perth Orioles)

          


          Perth also has and is currently home to numerous state and international sporting events such as:


          
            	In 2002, Perth hosted the World Lacrosse Games, which included the World Lacrosse Championships (won by the United States), the Australian Youth Lacrosse Championship, a Masters (35+ year old), Grandmasters (45+), and International Open Championships.

          


          
            	The 1991 and 1998 FINA World Championships were held in Perth.

          


          
            	Every year Perth hosts the Hopman Cup, an international tennis tournament, generally in the first week of January. This is held at the Burswood Dome, and is broadcast internationally.

          


          
            	Perth frequently hosts international Rugby Union games as part of the Tri-Nations and Bundaberg Rum Rugby Series. ( 19 July 2008 - Wallabies Vs Springboks). Perth hosted a number of games during the 2003 Rugby World Cup and has also hosted other international teams such as Ireland.

          


          
            	Perth is the terminus for the annual Avon Descent, a two-day, 134 kilometre white water race.

          


          
            	Until 2006, Perth hosted the annual Rally Australia.

          


          
            	From 2006, Perth is now host to the final leg of the Red Bull Air Race held on a stretch of the Swan River called Perth Water, using Langely Park as a temporary air field. The 2008 qualifying runs will take place November 3, with Race Day on November 4.

          


          
            	Every summer the Australian cricket team plays a test match and a one day international match at the WACA Ground, as well as a second match between the two touring teams.

          


          
            	Perth hosts the Gravity Games, an international Surface Water Sport competition, annually in summer.

          


          Perth also boasts a large river with expansive ski zones which has led to the popularisation of many Surface Water Sports such as Skurfing, Wakeboarding, Kiteboarding, Skiing, Biscuiting to name just a few.


          Several motorsport facilities exist in Perth including Perth Motorplex, catering to drag racing and speedway, and Barbagallo Raceway for circuit racing and drifting.
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          Music and performing arts


          Perth Concert Hall is the city's main concert venue and hosts theatre, ballet, opera and orchestral performances. Other theatres include an auditorium within the Perth Convention Exhibition Centre (completed in 2005), the historic His Majesty's Theatre and Burswood Dome, which hosts music concerts. Outdoor concerts are held in Kings Park and Subiaco Oval, and the Convention Centre on the foreshore replaces the Burswood Dome until a more satisfactory building is established.


          Because of Perth's relative isolation from other Australian cities overseas artists often exclude it from their Australian tour schedules. This isolation, however, has developed a strong local music scene, leading some to dub Perth the "new Seattle".


          The three Farriss brothers, who are members of the world renowned band INXS come from Perth, and AC/DC lead singer Bon Scott is from the Fremantle area.


          Perth has been a hotbed of local rock music recently producing such nationally and internationally respected acts as John Butler Trio, Eskimo Joe, End of Fashion, Little Birdy, Jebediah, The Sleepy Jackson, The Panics, The Bank Holidays, New Rules For Boats, Snowman, The Fergusons and Birds of Tokyo. Whilst the Hip-Hop and R&B scene has seen rise to artists such as Che'Nelle whom has an international recording contract with America's Virgin Records. The local music culture revolves around a series of venues such as The Amplifier Bar and The Rosemount Hotel. The WAMI awards ( West Australian Music Industry Awards), have been acknowledging local music since 1985..


          The more popular rock concerts held in Perth are the Big Day Out (nationwide) and V Festival (Australia). The city is also the setting to the Pavement song "I Love Perth".


          Perth has a very changeable and, at times, energetic Folk music culture. Bands such as The Settlers regularly played at Clancy's Fish Pub in Fremantle and the earlier line ups of the Mucky Duck Bush Band that now has regular bush dances in Whiteman Park. A favourite spot was the Hayloft in West Perth - home of WA Folk music in the 1970s and later moving to the Peninsula Hotel in Maylands. Perth is also home to a vibrant alternative sexuality music scene, focused especially around such nightclubs as "The Court" and "Connections". It also has a large growing electro indie scene through such nightclubs as "Cassette", the "Brass Monkey" and "Universal Bar". Perth is also known for its thriving Drum & Bass scene and is known as the capital city for Drum & Bass Music in Australia. Perth has produced several big name Drum & Bass producers such as Greg Packer and Pendulum who regularly tour overseas.


          Perth is home to super models and actors such as Gemma Ward, Megan Gale and the late Heath Ledger.


          Perth also boasts the internationally regarded Western Australian Academy of Performing Arts of Edith Cowan University, from which many successful actors and broadcasters have launched their careers, notably actor Hugh Jackman.


          Perth is home to the West Australian Symphony Orchestra which performs a regular programme of orchestral music, usually from its base at the Perth Concert Hall. The Perth International Arts Festival also includes music in its schedule. Opera is provided by West Australian Opera.


          WA Youth Musicallows young musicians in Perth to gain performance opportunities by playing in a musical ensemble. The Western Australian Youth Orchestra is WA Youth Music's premier and flagship ensemble, however the organisation offers several other ensembles including the WA Youth Symphonic Band and the WA Youth Chorale. Acceptance is granted to amateur players under the age of 25 years. Auditions are held in November of each year.


          


          Religion


          Perth is the seat of the Roman Catholic Archdiocese of Perth. Roman Catholics make up about 23% of the population, and Catholicism is the most popular single religion. Other forms of Christianity, predominantly Anglican, make up approximately 28% of the population. Approximately one in five people from Perth profess to having no religion, with 11% of people are not specific as to their beliefs. Buddhism and Islam each claim more than 20,000 adherents, and Perth is also home to less than 5,000 Latter-Day Saints and the Perth Australia Temple of the Church of Jesus Christ of Latter-day Saints.


          


          Infrastructure
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          Transport


          Perth is served by Perth Airport in the city's east for regional, domestic and international flights and Jandakot Airport in the city's southern suburbs for general aviation and charter flights.


          Perth has a road network with three freeways and nine metropolitan highways.


          The Northbridge tunnel, part of the Graham Farmer Freeway, is the only significant road tunnel in Perth.


          Perth metropolitan public transport, including trains, buses and ferries, are provided by Transperth, with links to rural areas provided by Transwa. There are 59 railway stations and 15 bus stations in the metropolitan area. The rail system has recently undergone significant redevelopment, with a new railway line built between Perth and Mandurah which doubled the length of Perth's railways. The railway was opened on 23 December 2007, a year after the original deadline.


          Recent initiatives include progressive replacement of the bus fleet and the SmartRider contactless smartcard ticketing system. Perth provides zero-fare bus and train trips around the city centre (the "Free Transit Zone"), including three high-frequency CAT bus routes. Additionally, the rail network has been expanded in the northern and southern suburbs as part of the New MetroRail project.


          The Indian Pacific passenger rail service connects Perth with Adelaide and Sydney via Kalgoorlie. The Transwa Prospector passenger rail service connects Perth with Kalgoorlie via several Wheatbelt towns, while the Transwa Australind connects to Bunbury, and the Transwa Avonlink connects to Northam.


          Rail freight terminates at the Kewdale Rail Terminal, 15 kilometres south-east of the city centre.


          Perth's main container and passenger port is at Fremantle, 19 kilometres south west at the mouth of the Swan River. A second port complex is being developed in Cockburn Sound primarily for the export of bulk commodities.


          


          Water supply


          
            [image: The distinctive WA Maritime Museum building on Victoria Quay]

            
              The distinctive WA Maritime Museum building on Victoria Quay
            

          


          Reduced rainfall in the region in recent years has lowered inflow to reservoirs by two-thirds over the last 30 years, and affected groundwater levels. Coupled with the city's relatively high growth rate, this had led to concerns that Perth could run out of water in the near future. The Western Australian State Government has responded by introducing mandatory household sprinkler restrictions in the city. In November 2006, a sea water desalination plant was opened in Kwinana (see Kwinana Desalination Plant), able to supply over 45 gigalitres (10 billions imperial or 12 billions U.S. gallons) of potable water per year; its power requirements were met by the construction of the Emu Downs Wind Farm near Cervantes. Consideration was given to piping water from the Kimberley region, but the idea was rejected in May 2006 due primarily to its high cost. Other proposals under consideration included the controversial extraction of an extra 45 gigalitres of water a year from the Yarragadee aquifer in the south-west of the state. However, in May 2007, the state government announced that a second desalination plant will be built at Binningup, on the coast between Mandurah and Bunbury.


          
            Retrieved from " http://en.wikipedia.org/wiki/Perth%2C_Western_Australia"
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              	Capital

              (and largest city)

              	Lima

            


            
              	Official languages

              	Spanish1
            


            
              	Demonym

              	Peruvian
            


            
              	Government

              	Presidential republic
            


            
              	-

              	President

              	Alan Garca Prez
            


            
              	-

              	Vice President

              	Luis Giampietri Rojas
            


            
              	-

              	Prime Minister

              	Jorge Del Castillo
            


            
              	-

              	President of Congress

              	Luis Gonzales Posada
            


            
              	Independence

              	from Spain
            


            
              	-

              	Declared

              	July 28, 1821
            


            
              	-

              	Recognized

              	December 9, 1824
            


            
              	Area
            


            
              	-

              	Total

              	1,285,220km( 20th)

              496,222 sqmi
            


            
              	-

              	Water(%)

              	8.80
            


            
              	Population
            


            
              	-

              	July 2007estimate

              	28,674,757( 41st)
            


            
              	-

              	2005census

              	27,219,266
            


            
              	-

              	Density

              	22/km( 183rd)

              57/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$207.985 billion( 51st)
            


            
              	-

              	Per capita

              	$7,410( 79th)
            


            
              	GDP (nominal)

              	2007estimate
            


            
              	-

              	Total

              	$101.504 billion( 55th)
            


            
              	-

              	Per capita

              	$3,616( 87th)
            


            
              	Gini(2002)

              	54.6(high)
            


            
              	HDI(2005)

              	▲0.773(medium)( 87th)
            


            
              	Currency

              	Nuevo Sol ( PEN)
            


            
              	Time zone

              	PET ( UTC-5)
            


            
              	Internet TLD

              	.pe
            


            
              	Calling code

              	+51
            


            
              	1

              	Quechua, Aymara and other indigenous languages are co-official in the areas where they are predominant.
            

          


          Peru (Spanish: Per, Quechua: Piruw, Aymara: Piruw), officially the Republic of Peru (Spanish: Repblica del Per ( help info), IPA: [re'pu.li.ka del pe'ɾu]), is a country in western South America. It is bordered on the north by Ecuador and Colombia, on the east by Brazil, on the southeast by Bolivia, on the south by Chile, and on the west by the Pacific Ocean.


          Peruvian territory was home to the Norte Chico civilization, one of the oldest in the world, and to the Inca Empire, the largest state in Pre-Columbian America. The Spanish Empire conquered the region in the 16th century and established a Viceroyalty, which included most of its South American colonies. After achieving independence in 1821, Peru has undergone periods of political unrest and fiscal crisis as well as periods of stability and economic upswing.


          Peru is a representative democratic republic divided into 25 regions. Its geography varies from the arid plains of the Pacific coast to the peaks of the Andes mountains and the tropical forests of the Amazon Basin. It is a developing country with a medium Human Development Index score and a poverty level around 45%. Its main economic activities include agriculture, fishing, mining, and manufacturing of products such as textiles.


          The Peruvian population, estimated at 28 million, is multiethnic, including Amerindians, Europeans, Africans and Asians. The main spoken language is Spanish, although a significant number of Peruvians speak Quechua and other native languages. This mixture of cultural traditions has resulted in a wide diversity of expressions in fields such as art, cuisine, literature, and music.


          


          Etymology


          The word Peru is derived from Bir, the name of a local ruler who lived near the Bay of San Miguel, Panama, in the early 16th century. When his possessions were visited by Spanish explorers in 1522, they were the southernmost part of the New World yet known to Europeans. Thus, when Francisco Pizarro explored the regions farther south, they came to be designated Bir or Peru. The Spanish Crown gave the name legal status with the 1529 Capitulacin de Toledo, which designated the newly encountered Inca Empire as the province of Peru. Under Spanish rule, the country adopted the denomination Viceroyalty of Peru, which became Republic of Peru after independence.


          


          History


          The earliest evidence of human presence in Peruvian territory has been dated to approximately 11,000 years BCE. The oldest known complex society in Peru, the Norte Chico civilization, flourished along the coast of the Pacific Ocean between 3000 and 1800 BCE. These early developments were followed by archaeological cultures such as Chavin, Paracas, Mochica, Nazca, Wari, and Chimu. In the 15th century, the Incas emerged as a powerful state which, in the span of a century, formed the largest empire in pre-Columbian America. Andean societies were based on agriculture, using techniques such as irrigation and terracing; camelid husbandry and fishing were also important. Organization relied on reciprocity and redistribution because these societies had no notion of market or money.
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          In 1532, a group of conquistadors led by Francisco Pizarro defeated Inca Emperor Atahualpa and imposed Spanish rule. Ten years later, the Spanish Crown established the Viceroyalty of Peru, which included most of its South American colonies. Viceroy Francisco de Toledo reorganized the country in the 1570s with silver mining as its main economic activity and Indian forced labor as its primary workforce. Peruvian bullion provided revenue for the Spanish Crown and fueled a complex trade network that extended as far as Europe and the Philippines. However, by the 18th century, declining silver production and economic diversification greatly diminished royal income. In response, the Crown enacted the Bourbon Reforms, a series of edicts that increased taxes and partitioned the Viceroyalty of Peru. The new laws provoked Tpac Amaru II's rebellion and other revolts, all of which were defeated.


          In the early 19th century, while most of South America was swept by wars of independence, Peru remained a royalist stronghold. As the elite hesitated between emancipation and loyalty to the Spanish Monarchy, independence was achieved only after the military campaigns of Jos de San Martn and Simn Bolvar. During the early years of the Republic, endemic struggles for power between military leaders caused political instability. National identity was forged during this period, as Bolivarian projects for a Latin American Confederation foundered and a union with Bolivia proved ephemeral. Between the 1840s and 1860s, Peru enjoyed stability under the presidency of Ramn Castilla due to increased state revenues from guano exports. However, by the 1870s, these resources had been squandered, the country was heavily indebted, and political in-fighting was again on the rise.
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          Peru was defeated by Chile in the 18791883 War of the Pacific, losing the provinces of Arica and Tarapac in the treaties of Ancn and Lima. Internal struggles after the war were followed by a period of stability under the Civilista Party, which lasted until the onset of the authoritarian regime of Augusto B. Legua. The Great Depression caused the downfall of Legua, renewed political turmoil, and the emergence of the American Popular Revolutionary Alliance (APRA). The rivalry between this organization and a coalition of the elite and the military defined Peruvian politics for the following three decades.


          In 1968, the Armed Forces, led by General Juan Velasco Alvarado, staged a coup against president Fernando Belaunde. The new regime undertook radical reforms aimed at fostering development but failed to gain widespread support. In 1975, Velasco was forcefully replaced as president by General Francisco Morales Bermdez, who paralyzed reforms and oversaw the reestablishment of democracy. During the 1980s, Peru faced a considerable external debt, ever-growing inflation, a surge in drug trafficking, and massive political violence. Under the presidency of Alberto Fujimori (19902000), the country started to recover; however, accusations of authoritarianism, corruption, and human rights violations forced his resignation after the controversial 2000 elections. Since the end of the Fujimori regime, Peru has tried to fight corruption while sustaining economic growth; the current president is Alan Garca.


          


          Government
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          Peru is a presidential representative democratic republic with a multi-party system. Under the current constitution, the President is the head of state and government; he or she is elected for five years and may not immediately be re-elected. The President designates the Prime Minister and, with his advice, the rest of the Council of Ministers. There is a unicameral Congress with 120 members elected for a five-year term. Bills may be proposed by either the executive or the legislative branch; they become law after being passed by Congress and promulgated by the President. The judiciary is nominally independent, though political intervention into judicial matters has been common throughout history and arguably continues today.
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          The Peruvian government is directly elected, and voting is compulsory for all citizens aged 18 to 70. General elections held in 2006 ended in a second round victory for presidential candidate Alan Garca of the Peruvian Aprista Party (52.6% of valid votes) over Ollanta Humala of Union for Peru (47.4%). Congress is currently composed of the Peruvian Aprista Party (36 seats), Peruvian Nationalist Party (23 seats), Union for Peru (19 seats), National Unity (15 seats), the Fujimorista Alliance for the Future (13 seats), the Parliamentary Alliance (9 seats) and the Democratic Special Parliamentary Group (5 seats).


          Peruvian foreign relations have been dominated by border conflicts with neighboring countries, most of which were settled during the 20th century. There is still an ongoing dispute with Chile over maritime limits in the Pacific Ocean. Peru is an active member of several regional blocs and one of the founders of the Andean Community of Nations. It is also a participant in international organizations such as the Organization of American States and the United Nations. The Peruvian military is composed of an army, a navy and an air force; its primary mission is to safeguard the independence, sovereignty and territorial integrity of the country. The armed forces are subordinate to the Ministry of Defense and to the President as Commander-in-Chief. Conscription was abolished in 1999 and replaced by voluntary military service.
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          Peru is divided into 25 regions and the province of Lima. Each region has an elected government composed of a president and a council, which serves for a four-year term. These governments plan regional development, execute public investment projects, promote economic activities, and manage public property. The province of Lima is administered by a city council.
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          Peru covers 1,285,220 km (496,193 sqmi), making it approximately two-thirds the size of Mexico. It neighbors Ecuador and Colombia to the north, Brazil to the east, Bolivia to the southeast, Chile to the south, and the Pacific Ocean to the west.


          The Andes mountains run parallel to the Pacific Ocean, dividing the country into three geographic regions. The costa (coast), to the west, is a narrow plain, largely arid except for valleys created by seasonal rivers. The sierra (highlands) is the region of the Andes; it includes the Altiplano plateau as well as the highest peak of the country, the 6,768m (22,205ft) Huascarn. The third region is the selva (jungle), a wide expanse of flat terrain covered by the Amazon rainforest that extends east. Almost 60% of the country's area is located within this region.


          Most Peruvian rivers originate in the Andes and drain into one of three basins. Those that drain toward the Pacific Ocean are steep and short, flowing only intermittently. Tributaries of the Amazon River are longer, have a much larger flow, and are less steep once they exit the sierra. Rivers that drain into Lake Titicaca are generally short and have a large flow. Peru's longest rivers are the Ucayali, the Maran, the Putumayo, the Yavar, the Huallaga, the Urubamba, the Mantaro, and the Amazon.
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          Peru, unlike other equatorial countries, does not have an exclusively tropical climate; the influence of the Andes and the Humboldt Current causes great climatic diversity within the country. The costa has moderate temperatures, low precipitations, and high humidity, except for its warmer, wetter northern reaches. In the sierra, rain is frequent during summer, and temperature and humidity diminish with altitude up to the frozen peaks of the Andes. The selva is characterized by heavy rainfall and high temperatures, except for its southernmost part, which has cold winters and seasonal rainfall. Because of its varied geography and climate, Peru has a high biodiversity; 21,462 species of plants and animals had been reported as of 2003, 5,855 of them endemic. The Peruvian government has established several protected areas for their preservation.


          


          Economy
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          Peru is a developing country with a 2005 Human Development Index score of 0.773. Its 2006 per capita income was US$3,374; 44.5% of its total population is poor, including 16.1% that is extremely poor. Historically, the country's economic performance has been tied to exports, which provide hard currency to finance imports and external debt payments. Although exports have provided substantial revenue, self-sustained growth and a more egalitarian distribution of income have proven elusive.


          Peruvian economic policy has varied widely over the past decades. The 19681975 government of Juan Velasco Alvarado introduced radical reforms, which included agrarian reform, the expropriation of foreign companies, the introduction of an economic planning system, and the creation of a large state-owned sector. These measures failed to achieve their objectives of income redistribution and the end of economic dependence on developed nations. Despite these adverse results, most reforms were not reversed until the 1990s, when the liberalizing government of Alberto Fujimori ended price controls, protectionism, restrictions on foreign direct investment, and most state ownership of companies. Reforms have permitted sustained economic growth since 1993, except for a slump after the 1997 Asian financial crisis.


          Services account for 53% of Peruvian gross domestic product, followed by manufacturing (22.3%), extractive industries (15%), and taxes (9.7%). Recent economic growth has been fueled by macroeconomic stability, improved terms of trade, and rising investment and consumption. Trade is expected to increase further after the implementation of a free trade agreement with the United States, which was signed on April 12, 2006. Peru's main exports are copper, gold, zinc, textiles, and fish meal; its major trade partners are the United States, China, Brazil, and Chile.


          


          Demographics
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          With about 28 million inhabitants, Peru is the fourth most populous country in South America as of 2007. Its demographic growth rate declined from 2.6% to 1.6% between 1950 and 2000; population is expected to reach approximately 42 million in 2050. As of 2005, 72.6% lived in urban areas and 27.4% in rural areas. Major cities include Lima, Arequipa, Trujillo, Chiclayo, Piura, Iquitos, Chimbote, Cusco, and Huancayo, all of which reported more than 200,000 inhabitants in the 1993 census.


          Peru is a multiethnic nation formed by the combination of different groups over five centuries. Amerindians inhabited Peruvian territory for several millennia before Spanish Conquest in the 16th century; mainly due to infectious diseases their population decreased from an estimated 9 million in the 1520s to around 600,000 in 1620. Spaniards and Africans arrived in large numbers under colonial rule, mixing widely with each other and with indigenous peoples. After independence, there has been a gradual European immigration from England, France, Germany, Italy, and Spain. Chinese arrived in the 1850s as a replacement for slave workers and have since become a major influence in Peruvian society. Other immigrant groups include Arabs and Japanese.


          Spanish, the first language of 80.3% of Peruvians age 5 and older in 1993, is the primary language of the country. It coexists with several indigenous languages, the most important of which is Quechua, spoken by 16.5% of the population in 1993. Other native and foreign languages were spoken at that time by 3% and 0.2% of Peruvians, respectively. In the 1993 census, 89% of the population over 12 years old described themselves as Catholic, 6.7% as Evangelical, 2.6% as of other denominations, and 1.4% as non-religious; 0.2% did not specify any affiliation. Literacy was estimated at 88.9% in 2005; this rate is lower in rural areas (76.1%) than in urban areas (94.8%). Primary and secondary education are compulsory and free in public schools.
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          Peruvian culture is primarily rooted in Amerindian and Spanish traditions, though it has also been influenced by various African, Asian, and European ethnic groups. Peruvian artistic traditions date back to the elaborate pottery, textiles, jewelry, and sculpture of Pre-Inca cultures. The Incas maintained these crafts and made architectural achievements including the construction of Machu Picchu. Baroque dominated colonial art, though modified by native traditions. During this period, most art focused on religious subjects; the numerous churches of the era and the paintings of the Cuzco School are representative. Arts stagnated after independence until the emergence of Indigenismo in the early 20th century. Since the 1950s, Peruvian art has been eclectic and shaped by both foreign and local art currents.


          Peruvian literature has its roots in the oral traditions of pre-Columbian civilizations. Spaniards introduced writing in the 16th century; colonial literary expression included chronicles and religious literature. After independence, Costumbrism and Romanticism became the most common literary genres, as exemplified in the works of Ricardo Palma. In the early 20th century, the Indigenismo movement produced such writers as Ciro Alegra, Jos Mara Arguedas, and Csar Vallejo. During the second half of the century, Peruvian literature became more widely known because of authors such as Mario Vargas Llosa, a leading member of the Latin American Boom.
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          Peruvian cuisine is a blend of Amerindian and Spanish food with strong influences from African, Arab, Italian, Chinese, and Japanese cooking. Common dishes include anticuchos, ceviche, humitas, and pachamanca. Because of the variety of climates within Peru, a wide range of plants and animals are available for cooking. Peruvian cuisine has recently received acclaim due to its diversity of ingredients and techniques.


          Peruvian music has Andean, Spanish and African roots. In pre-Hispanic times, musical expressions varied widely from region to region; the quena and the tinya were two common instruments. Spanish conquest brought the introduction of new instruments such as the guitar and the harp, as well as the development of crossbred instruments like the charango. African contributions to Peruvian music include its rhythms and the cajn, a percussion instrument. Peruvian folk dances include marinera, tondero, danza de tijeras and huayno.
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          Pervez Musharraf (Urdu: پرويز مشرف) ( IPA: /ˈpəɹ.vɛz muˈʃɑɹ.əf/) NI, HI (born August 11, 1943) is the current 12th President of Pakistan. Previously, he was 21st Prime Minister of Pakistan as well as former Chief of Army Staff of the Pakistan Army.


          He came to power in 1999 by effecting a military coup d'tat and has suspended the constitution of Pakistan twice; since then, after announcing his intention to combat extremists, Western countries (including the United States and the United Kingdom) have switched from sanctions to active support through military and monetary aid. He took power on October 12, 1999, ousting Nawaz Sharif, the elected Prime Minister, dismissed the national and provincial legislative assemblies, assumed the title of Chief Executive and became Pakistan's de facto head of government, thereby becoming the fourth Army chief of Pakistan to have assumed executive control. Later in 2001, Musharraf appointed himself to the office of President of Pakistan.


          On November 3, 2007, only days before a bench of the Supreme Court of Pakistan was to decide on a petition challenging the constitutional validity of his re-election as president in the controversial October 2007 elections, he, as Chief of Army Staff, suspended the constitution, jailed several justices and lawyers of the supreme court including Chief Justice Iftikhar Muhammad Chaudhry, ordered the arrest of political dissidents and human rights activists, and shut down all private television channels. On November 3, 2007, Musharraf declared a state of emergency in Pakistan which lasted until December 15, 2007. During this time, the constitution of the country was suspended.


          On November 24, 2007, the Pakistan Election Commission confirmed his re-election as President.


          


          Early life


          Pervez Musharraf was born on August 11, 1943 in Nahr wali Haveli, situated in Kacha Saad Ullah Mohallah, Daryaganj in Delhi, British India. He is from a family of civil servants. After Musharraf's grandfather, Qazi Mohtashimuddin, retired as the commissioner of undivided Punjab he bought Neharwali Haveli in the old walled city of Delhi where Musharraf was born. The haveli, with its high roofs and arches, is believed to have been the home of a " Wazir" (Minister) in the court of Bahadur Shah Zafar  the last Mughal emperor of the 18th century. After partition, Musharraf's family migrated to Pakistan where his father, Syed Musharraf Uddin  a graduate of Aligarh University  joined the Pakistan foreign service and later retired as Secretary of foreign affairs. Musharraf's mother, Zarin, received her master's degree from the University of Lucknow in 1944. She recently retired from the UNO agency in ISB.


          He revealed in his memoirs that he was critically injured after falling from a mango tree as a teenager, and he considers this his first direct experience with death.


          Musharraf attended Saint Patrick's School, Karachi, graduating in 1958, later attending Forman Christian College in Lahore. He also participated in a certificate course for media management from Delhi university.He is said to have been good in mathematics during his student days.


          Musharraf is married to Sehba, who is from Okara. They have a son, Bilal, who was a graduate student at Stanford University and currently works in the Silicon Valley, and a daughter, Ayla Raza, who works as an architect in Karachi.
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          In 1961, he entered the Pakistan Military Academy at Kakul, graduating 11th in his class. He was commissioned in 1964 in the Artillery Regiment. Later he joined the Special Services Group and was posted to Field Artillery Regiments. A graduate of the Command and Staff College, Quetta, and the National Defence College, Rawalpindi, Musharraf is also a graduate of the Royal College of Defence Studies of the United Kingdom. Musharraf revealed in his memoirs that in 1965 he was charged with taking unauthorized leave and was about to be court-martialed for it, but was excused due to the war with India.


          


          Indo-Pakistani wars


          Musharraf participated in the Indo-Pakistani War of 1965 as the 2nd Lieutenant in the 16 (SP) Field Artillery Regiment. His regiment saw action as part of the First Armoured Divisions offensive in the Khemkaran sector, as part of a major offensive against the Indian Army, the Pakistani army advanced 15 miles into India and it was in the town of Khem Karan that Musharraf wrote his first letter to his mother during the war "proudly saying that I was writing from India". However despite the initial success and possessing a quantitative advantage and significant superiority in armour, the 1st armoured division (labelled "pride of the Pakistan Army") suffered a "crushing defeat" at Khemkaran, which became known as "Patton Nagar" or graveyard of Pakistani tanks. By all accounts the vital advance failed at the Battle of Asal Uttar, as Pakistan lost a golden opportunity to make major strategic gains, and was a turning point in the war.. His regiment was later moved to the Lahore front which was threatened by the Indian Army, according to Musharraf "Having stabilized the Lahore front, we were ordered to move again to the Sialkot front. This was where the famous tank battles of Chawinda were fought. At the end of the war this sector was to become a graveyard of Indian tanks.". During the war Musharraf was noted for sticking to his post under shellfire, towards the end of the war an Indian shell hit one of the artillery guns of Musharraf's unit and set it on fire, according to Musharraf whilst everyone else took cover, he followed by another soldier "dashed to the blazing gun" and removed the "hot shells" one by one and "threw them to safety on the ground" - for this he received an award for gallantry and was promoted to the rank of captain.


          Later, in the Indo-Pakistani War of 1971 he served as a Company Commander in the Special Service Group (SSG) Commando Battalion. Originally scheduled to be flown to East Pakistan along with other SSG troops, he was redeployed in Punjab as war broke out and all flights over India were cancelled. He later admitted that he "broke down and wept" when he heard the "disgusting" news of Pakistan's unconditional surrender to India. Later he commanded Regiments of Artillery, an Artillery Brigade and then an Infantry Division. In September 1987, he was instrumental in giving orders to a newly formed SSG at Khapalu base (Kashmir), which launched an assault and successfully captured two intermediate posts, Bilafond La in Siachen Glacier, before being pushed back.


          On promotion to the rank of Major General on January 15, 1991, he was assigned the command of an Infantry Division. Later, on promotion to Lieutenant General on October 21, 1995 he took over command of 1 Corps, the elite strike Corps. In 1998, following the resignation of General Jehangir Karamat, he was personally promoted over other senior officers by Prime Minister Nawaz Sharif, as an obedient officer and took over as the Army Chief of Staff and Chairman of the Joint Chiefs of Staff.


          


          Role in Kargil Conflict


          From May to July 1999, Pakistan and India were involved in the Kargil Conflict, an armed conflict between the two countries in the Kargil district of Kashmir. It was planned and executed during General Musharraf's term as the Pakistani Army Chief of Staff under Prime Minister Sharif.


          Sharif has claimed that Musharraf was solely responsible for the Kargil attacks. On the other hand, Musharraf claims that the decision was made by Sharif, who was under United States pressure. Ex- CENTCOM Commander Anthony Zinni, and Sharif, have stated that Musharraf requested that the Prime Minister withdraw Pakistani troops from Kashmir.


          Musharraf's role in planning the Kargil attacks was criticized by one British journalist for showing "a shocking lack of strategy."


          Casualties on both sides had been particularly heavy in Kargil. Musharraf had good relations with Jehangir Karamat from whom he took over the command. Soon after the coup, one of the first to be appointed as minister was journalist Maleeha Lodhi who was close to Jehangir Karamat. Also recruited was Shaukat Aziz (who served as the country's Prime Minister later) who volunteered to improve the economy. Western banks rescheduled Pakistani loans, which had been subjected to economic sanctions since Pakistan conducted atomic testing.


          Pervez Musharraf resigned from the Army on 28 November 2007 in an attempt to regularise his position as President.


          


          Presidency


          


          Military coup d'tat


          Musharraf became de facto Head of Government (using the title Chief Executive and assuming extensive powers) of Pakistan following a bloodless coup d'tat on October 12, 1999. That day, Sharif attempted to dismiss Musharraf and install Inter-Services Intelligence (ISI) Director Khwaja Ziauddin in his place. Musharraf, who was out of the country, boarded a commercial airliner to return to Pakistan. Senior army generals refused to accept Musharraf's dismissal, which was deemed unconstitutional by the Supreme Court.


          Sharif ordered the Karachi airport closed to prevent the landing of the airliner, which then circled the skies over Karachi. In the coup, the Generals ousted Sharif's administration and took over the airport. The plane landed, allegedly with only a few minutes of fuel to spare, and Musharraf assumed control of the government. Sharif was put under house arrest and later exiled, where he resided until he returned again to Pakistan on November 25, 2007.


          He and other leaders have subsequently been prevented from entering Pakistan. Reportedly, the disagreement between Musharraf and Sharif centred around the Prime Minister's desire to find a diplomatic resolution to the conflict with India in the Kashmir region.


          The existing President of Pakistan, Rafiq Tarar, remained in office until June 2001. Musharraf formally appointed himself President on June 20, 2001, just days before his scheduled visit to Agra for talks with India.


          


          Domestic issues
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          2002 elections


          Shortly after Musharraf's takeover, several people filed court petitions challenging his assumption of power. However, he got The Oath of Judges Order 2000 issued. It required the judges to take a fresh oath of office swearing allegiance to military rule and to state they would make no decisions against the military. Many judges refused and resigned in protest. On May 12, 2000, the Supreme Court ordered Musharraf to hold national elections by October 12, 2002; elections for local governments took place in 2001.


          In an attempt to legitimize his presidency and assure its continuance after the approaching restoration of democracy, he held a referendum on April 30, 2002 to extend his term to five years after the October elections. However, the referendum was boycotted by the majority of Pakistani political groupings, which later complained that the vote was heavily rigged, and voter turnout was 30 percent or below by most estimates. A few weeks later, Musharraf went on TV and apologized to the nation for "irregularities" in the referendum.


          General elections were held in October 2002 and a plurality of the seats in the Parliament was won by the Pakistan Muslim League (Q) (PML-Q), a pro-Musharraf party. It formed a majority coalition with independents and allies such as the Muhajir Qaumi Movement (MQM). However, parties opposed to Musharraf effectively paralysed the National Assembly for over a year. The following month, Musharraf handed over certain powers to the newly elected Parliament. The National Assembly elected Mir Zafarullah Khan Jamali as Prime Minister, who in turn appointed his own cabinet.


          In December 2003, Musharraf made a deal with Muttahida Majlis-e-Amal, a six-member coalition of Islamic parties, agreeing to leave the army by December 31, 2004. With that party's support, pro-Musharraf legislators were able to muster the two-thirds supermajority required to pass the Seventeenth Amendment, which retroactively legalized Musharraf's 1999 coup and many of his decrees. In late 2004, Musharraf went back on his agreement with the MMA and pro-Musharraf legislators in the Parliament passed a bill allowing Musharraf to keep both offices.


          


          Denunciation of extremism


          On January 12, 2002, Musharraf gave a landmark speech against Islamic extremism. He unequivocally condemned all acts of terrorism and pledged to combat Islamic extremism and lawlessness within Pakistan itself.


          At the same time as banning foreign funding of Islamic educational institutions, he made it compulsory for them to teach a whole host of additional subjects such as computing. This meant that many had to close due to the halt of funds from Pakistanis working abroad resulting in not being able to teach the additional subjects that he had made compulsory. Musharraf also instituted prohibitions on foreign students' access to studying Islam within Pakistan, an effort which began as an outright ban but was later reduced to restrictions on obtaining visas.


          On September 17, 2005, Musharraf made a historic speech before a broad based audience of Jewish leadership, sponsored by the American Jewish Congress's Council for World Jewry, in New York City. In the speech, he denounced terrorism and opened the door to relationships between Pakistan and Israel, as well as between the Muslim world and Jews worldwide. He was widely criticized by Middle Eastern Arab leaders and Muslim clerics, but was met with some praise among Jewish leadership.


          On September 13, 2007, 300 Pakistani troops were captured by Islamic militants. Terrorists then bombed Musharraf's own SSG unit, killing 16, and launched rocket attacks in the North-West Frontier province and Tribal areas.


          


          Assassination attempts


          On December 14, 2003, Musharraf survived an assassination attempt when a powerful bomb went off minutes after his highly-guarded convoy crossed a bridge in Rawalpindi. It was the third such attempt during his four-year rule. On December 25, 2003, two suicide bombers tried to assassinate Musharraf, but their car bombs failed to kill him; 16 others nearby died instead. Musharraf escaped with only a cracked windscreen on his car. Militant Amjad Farooqi was apparently suspected of being the mastermind behind these attempts, and was killed by Pakistani forces in 2004 after an extensive manhunt.


          On July 6, 2007, there was another attempted assassination, when an unknown group fired a 7.62 submachine gun at Musharraf's plane as it took off from a runway in Rawalpindi. Security also recovered 2 anti-aircraft guns, from which no shots had been fired. On July 17, 2007, Pakistani police detained 39 people in relation to the attempted assassination of Musharraf. They were detained at an undisclosed location by a joint team of Punjab Police, the Federal Investigation Agency and other Pakistani intelligence agencies.
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          2004 confidence vote and resignation of Jamali


          On January 1, 2004 Musharraf won a confidence vote in the Electoral College of Pakistan, consisting of both houses of Parliament and the four provincial assemblies. Musharraf received 658 out of 1170 votes, a 56 percent majority, but many opposition and Islamic members of parliament walked out to protest the vote. As a result of this vote, according to Article 41(8) of the Constitution of Pakistan, Musharraf was "deemed to be elected" to the office of President. His term now extends to 2007.


          Prime Minister Zafarullah Khan Jamali resigned on June 26, 2004, after losing the support of the PML(Q). His resignation was at least partly due to his public differences with the party chairman Chaudhry Shujaat Hussain, and was rumoured to have happened at Musharraf's command, although neither man has confirmed this. Jamali had been appointed with the support of Musharraf's and the pro-Musharraf PML(Q). Most PML(Q) parliamentarians formerly belonged to the Pakistan Muslim League party led by Sharif, and most ministers of the cabinet were formerly senior members of other parties, joining the PML(Q) after the elections upon being offered powerful offices. It is believed that Musharraf replaced Jamali due to his poor performance and in his place Musharraf nominated Shaukat Aziz, the minister for finance and a former employee of Citibank and head of Citibank Private Banking as the new prime minister.


          


          Economy


          After nuclear tests were carried out in 1998, during the Sharif government, the United States and the North Atlantic Treaty Organization imposed economic sanctions on Pakistan. When Musharraf came to power in the coup d'etat the following year Pakistan was expelled from the Commonwealth. This initially compounded the economic problems, and many experts claimed Pakistan was a failed state, as it was close to bankruptcy and investor confidence was at an all-time low. After Musharraf promised support in the hunt for Osama Bin Laden, international sanctions were lifted.


          Musharraf then appointed Shaukat Aziz, a former Citibank executive, as finance minister. World powers weighed in for debt rescheduling to reward Pakistan due to the "war on terrorism", which helped in saving hundreds millions of dollars, in addition to securing new loans. As a result, foreign exchange reserves increased exceeding $16 billion in 2006, but at the same time foreign debt hit an all time high topping $40 billion. The government claims that the economy has grown in several sectors and that per capita income of Pakistan has more than doubled in the last seven years.


          


          Poverty alleviation


          Upon assuming power, Musharraf made promises to alleviate poverty, according to the President of Pakistan's website.


          
            
              	

              	The overall macro-economic indicators from 1999  2004 have seen vast improvement with fiscal deficit, expenditures, and foreign debts having been reduced; and earnings, foreign exchange reserves, exports and revenue collection having increased.

              	
            

          


          Despite producing what reports call "a bumper crop of 23.5 million tons" of wheat, the country suffered the worst shortages of wheat in the summer of 2007, with the prices of flour rising by more than 20 percent.


          


          Corruption issues


          When Musharraf came to power, he claimed that the corruption in the government bureaucracy would be cleaned up. However, as many analysts have noted, his regime has done little to quash corruption, even years into his administration.


          According to a survey by Transparency International, Pakistani public opinion perceived the first and second terms of Musharraf's administration as respectively more corrupt than the first and second terms of previous administrations led by Bhutto and Sharif, respectively. However, that survey also indicates that public opinion perceived the second terms of all three leaders as being more corrupt than their first terms, respectively. And, furthermore, any one of those leader's second terms was perceived as being more corrupt than any of those leaders first terms. In fact, Bhutto's second term was perceived as being the second most corrupt according to those sampled by the survey. Musharraf's second term was perceived as being the most corrupt term of office among the those of the three leaders.


          According to a combined poll by Dawn News, Indian Express and CNN-IBN, a majority believe that corruption during this administration has increased. An Asian Development Bank report on the state of the country during the 60th year of Independence describes it as a country with "poor governance, endemic corruption and social indicators that are among the worst in Asia".


          There have also been allegations that corrupt servicemen aren't being prosecuted because of the junta's clout. Pakistani media too have alleged that individual corruption of the previous government was replaced by institutionalised corruption of the Pakistan Army, awarding land deeds and a life of luxury to its officers.


          Later in 2007, his government cost national exchequer hundreds of millions of rupees to hire teams of expensive lawyers to represent his government in courts. In one such case regarding the privatization of Pakistan Steel Mills Corporation, whose worth was stated to be Rupees 600 billion, and which was sold out for mere Rupees 20.6 billions, the government had spent Rupees 90 million ( 900.000), with Sharifuddin Pirzada alone getting away with 6.6 million rupees (66,000).


          


          Suspension and reinstatement of the Chief Justice


          On March 9, 2007, Musharraf suspended the Chief Justice of Pakistan, Justice Iftikhar Muhammad Chaudhry. In an interview about the matter given to Geo TV, Musharraf stated that Chaudhry himself wished to meet with him and Musharraf then presented him with evidence related to charges made against Chaudhry for abuse of office. Other sources maintain that Chaudhry was summoned by the General at his Army residence in Rawalpindi and asked to explain his position on a list of charges brought against him from several quarters. Chaudhry was demanded to resign, but he refused and was detained. While this was not confirmed by the Affidavit presented by him in Supreme Court, While affidavits by other people in same case has said that it was not true and he (Chief Justice) has asked to meet the President and was not asked to resign. Meanwhile, another senior judge, Justice Javaid Iqbal, was appointed as the acting Chief Justice of the Supreme Court.


          Musharraf's moves sparked protests among Pakistani lawyers. On March 12, 2007, lawyers across Pakistan began boycotting all court procedures in protest against the suspension. In Islamabad, as well as other cities such as Lahore, Karachi and Quetta, hundreds of lawyers dressed in black suits attended rallies, condemning the suspension as unconstitutional. Slowly the expressions of support for the ousted Chief Justice gathered momentum and by May, protesters and opposition parties took out huge rallies against Musharraf and his tenure as army chief was also challenged in the courts. Rallies held by the MQM and other political parties left more than 40 people dead in firefights in the streets of Karachi, and the offices of AAJ TV were caught in the crossfire and sustained damage. Opposition parties have accused the government and Rangers of not doing enough to stop the violence.


          On July 20, the Supreme Court reinstated Chaudhry. It also dismissed misconduct charges that Musharraf filed against him.


          


          Lal Masjid siege


          The standoff between the Pakistani government and the clerics of the Lal Masjid in Islamabad finally broke down on the morning of July 8, 2007, when the official government delegation led by Shujaat Hussain declared that the negotiations with the militants holed up in the mosque have reached an agreement. However the clerics refused to release the hostages as promised by them in the agreement. Musharraf therefore gave the militants half an hour to abide by the agreement or face the operation.


          In addition to militants, there were several hundred students held hostages, many of who were minor girls, whom were being used as human shields.


          After the negotiations failed the troops were given the go ahead to storm the complex, which they did. Codenamed " Operation Silence", the objective was to capture or kill the militants if they resisted - as well as rescuing all the students kept as hostages. Musharraf had been criticised for some for his inaction against the Lal Masjid.


          


          August state of emergency rumours


          On August 8, 2007 a rumour spread across Pakistan that a State of emergency was going to be enforced across the country. The rumour was picked up by the electronic media. Government Ministers confirmed that the option of enforcing emergency was being considered due to internal and external threats that the country was facing. Prompted by the news reports, U.S. Secretary of State Condoleezza Rice made a 17-minute telephone call to Musharraf. A senior western diplomat noted that it is likely that Rice persuaded Musharraf to not impose such an emergency. On August 9, 2007, Musharraf confirmed that he would not be imposing emergency in Pakistan. This was followed by a clarification from U.S. President George W. Bush that the imposition of emergency in Pakistan was not a reality. Chaudhry Shujaat Hussain, President of Pakistan Muslim League (PML) admitted that he had suggested the imposition of partial emergency in the country. He also said that the government is still considering the imposition of emergency. However, the Karachi Stock Exchange fell after the rumour spread that the government is imposing emergency in Pakistan. The Karachi Stock Exchange 100 Index fell 382.61, or 2.8 percent, to close at 13,181.94, the largest fluctuation among markets included in global benchmarks.


          


          Relations with Benazir Bhutto


          Also on August 8, Benazir Bhutto spoke about her secret meeting with Musharraf on July 27, in an interview on the Canadian Broadcasting Corporation.


          On September 14, 2007, Deputy Information Minister Tariq Azim stated that Bhutto won't be deported, but must face corruption suits against her. He clarified Sharif's and Bhutto's right to return to Pakistan: "Nawaz Sharif's case was different. He went back to Saudi Arabia because of an undertaking he had with the Saudi government; She (Bhutto) was always allowed to come back." Pakistan People's Party Farhatullah Babar said that Benazir Bhutto will forthwith declare the exact date of her return: "We are announcing the date of the return for Benazir Bhutto to Pakistan at 5:00 p.m. (1200 GMT)" (Makhdoom Amin Fahim will publish it at a news conference in Islamabad." Musharraf faced a rising militant violence, with a suicide bombing killing 15 elite commandos on September 13. Bhutto declared her return from eight years exile on October 18. Makhdoom Amin Faheem, vice chair of Pakistan Peoples Party said that "Benazir Bhutto will be landing in Karachi on October 18."


          On September 17, 2007, Bhutto accused Musharraf 's allies of pushing Pakistan to crisis by refusal to restore democracy and share power. Sheikh Rashid Ahmed stated that officials had agreed to grant Benazir Bhutto amnesty in pending corruption charges.


          Musharraf called for a three day mourning period after Bhutto's assassination on December 27, 2007


          


          Resignation from the Army


          On October 2, 2007, Musharraf named Lt. Gen. Ashfaq Kayani as vice chief of the army starting October 8. When Musharraf resigned from military on 28 November 2007, Kayani became Chief of Army Staff.


          


          Return of Nawaz Sharif


          Sharif returned to Pakistan in September 2007, and was immediately arrested and taken into custody at the airport. Sharif initially refused to hand over his passport to immigration officials on the plane. Finally, the plane carrying Sharif left Pakistan for Saudi Arabia. "He has been sent back," a senior security official told AFP, as local television showed a Pakistan International Airlines airplane carried deported Sharif from Islamabad airport.


          Sharif returned to Jeddah, where he was met by Saudi intelligence chief Prince Miqren bin Abdul Aziz. Pakistan's Religious Affairs Minister Ijaz-ul Haq stated that "He has not only embarrassed Pakistan but also the leadership of Saudi Arabia by violating the agreement." The European Union asked the Pakistani government to respect the court ruling, while the U.S. government said that the deportation was an "internal matter" but said that elections should be "free and fair". Human Rights Watch accused Musharraf of violating international law, and Sharif's Pakistan Muslim League-Nawaz party condemned the deportation by filing a contempt suit in the Supreme Court.


          [bookmark: 2007_elections]


          2007 elections


          In an interview in March 2007, Musharraf said that he intends to stay in the office for another five years.


          A nine-member panel of Supreme Court judges deliberated on six petitions (including Jamaat-e-Islami's, Pakistan's largest Islamic group) for disqualification of Musharraf as presidential candidate. Bhutto stated that her party may join other opposition groups, including Sharif's. Attorney-general Malik Mohammed Qayyum stated that, pendente lite, the Election Commission was "reluctant" to announce the schedule for the presidential vote. Bhutto's party Farhatullah Babar stated that the Constitution could bar Musharraf from being elected again because he holds the army chief's post. "As Gen. Musharraf is disqualified from contesting for President, he has prevailed upon the Election Commission to arbitrarily and illegally tamper with the Constitution of Pakistan."


          On September 24, 2007, the president of the Supreme Court bar association, Munir Malik, announced that former Supreme Court judge Wajihuddin Ahmed would challenge Musharraf in Pakistan's October presidential election. Ahmad had little chance of defeating Musharraf (since the president is elected by parliament and provincial assemblies). Also, 24 persons were detained due to protest outside the court in Islamabad. On September 28, 2007, in a 6-3 vote, the court presided by Judge Rana Bhagwandas ruled: "These petitions are held to be non-maintainable." The judgment removed obstacles to Musharraf's election bid.


          On October 2, 2007, 85 Pakistani opposition lawmakers resigned from the country's parliament to derail Musharraf's reelection bid. National Assembly Speaker Chaudhry Amir Hussain stated that the resignations would not affect the presidential election. Under Pakistani law, the national parliament and provincial assemblies choose the president. The current parliament is expected to elect a president before October 15, with the new five-year term starting on November 15.


          On October 6, 2007, Musharraf won a vote to be re-elected Pakistan's president. However, the Supreme Court ruled that no winner would be proclaimed until it decides on the legality issue.


          


          Emergency declared in Pakistan


          On November 3, 2007 Musharraf declared emergency rule across Pakistan. He suspended the Constitution, imposed State of Emergency, and fired the chief justice of the Supreme Court. While addressing the nation on State Television, Musharraf declared that the state of emergency was imposed in the country to safeguard the national interests and counter growing terrorism and the downward trend of economy. In Islamabad, troops entered the Supreme Court building, arrested the judges and kept them under detention in their homes. Troops have been deployed inside state-run TV and radio stations, while independent channels have gone off air. Land and mobile telephone lines are down in Islamabad. The court was to decide whether Musharraf was eligible to run for election last month while remaining army chief.


          


          Pakistani general election, 2008


          On March 23, 2008, President Musharraf said an "era of democracy" has begun in Pakistan. He has put the country "on the track of development and progress." On March 22, the Pakistan Peoples Party named former parliament speaker Syed Yousaf Raza Gillani as its candidate for the country's next prime minister, to lead a coalition government united against him. A confirmation vote is scheduled for March 24, 2008 in parliament, and the prime minister would be sworn in by Musharraf March 25, 2008. Gilani will likely face an opposition candidate from Musharraf's Pakistan Muslim League (Q). However, that nomination is largely symbolic because Musharraf and his allies lack a majority in parliament. Bhutto's widower, Asif Ali Zardari and former Prime Minister Nawaz Sharif, who came in second in the elections, pledged that their coalition will tackle the massive challenges facing Pakistan, including a wave of Islamic militancy, high inflation and electricity shortages. Zardari and Sharif were ousted in Musharraf's 1999 Pakistani coup d'tat. A confrontation still looms between Musharraf and Sharif, who has been one of the most vocal in calling for the unpopular president's resignation or impeachment.


          


          Foreign policy


          


          Support for the War on Terrorism
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          Following the September 11, 2001 attacks, Musharraf sided with the United States against the Taliban government in Afghanistan after an ultimatum by U.S. President George W. Bush. Musharraf agreed to give the United States the use of three airbases for Operation Enduring Freedom. Secretary of State Colin Powell and other administration officials met with Musharraf. On September 19, 2001, Musharraf addressed the people of Pakistan and stated that, while he opposed military tactics against the Taliban, Pakistan risked being endangered by an alliance of India and the U.S. if it did not cooperate. In 2006, Musharraf testified that this stance was pressured by threats from the U.S., and revealed in his memoirs that he had "war-gamed" the United States as an adversary and decided that it would end in Pakistan losing such a conflict, especially since archrival India would also join in such an attack.


          


          Relations with India


          Musharraf was Chief of Army Staff at the time of Mujahideen incursions into India from Pakistan-administered Kashmir in the summer of 1999. Although Pakistan claimed that these were Kashmiri freedom fighters based in Indian-controlled Kashmir, later developments showed that they were Pakistani paramilitary soldiers backing up the separatists on the mountain top. After fierce fighting, Pakistani soldiers were pulled back due to pressure from the international community.


          However, in Battle Ready, a book co-authored by ex- CENTCOM Commander in Chief Anthony Zinni and novelist Tom Clancy, the former alleges that Musharraf was the one who pushed Sharif to withdraw the Pakistani troops after being caught in a losing scenario. According to an ex-official of the Musharraf government, Hassan Abbas, Musharraf planned the whole operation and sold the idea to Sharif. The view that Musharraf wanted to attempt the Kargil infiltrations much earlier was also revealed by Bhutto in an interview with a leading daily newspaper, where he had supposedly boasted that "he would hoist the flag of Pakistan atop the Srinagar Assembly" if his plan was executed. Pakistan Muslim League (Nawaz) (PML(N)), a leading Pakistan party added that Musharraf had planned the Kargil intrusions but panicked when the conflict broke out with India and decided to alert Sharif. Since the Kargil incident occurred just after the Lahore Peace Summit earlier that year, Musharraf is often regarded with scepticism in India.


          In the middle of 2004, Musharraf began a series of talks with India to solve the Kashmir dispute. Both leaders also discussed the following issues: Wullar Barrage and Kishangaga power project, Baglihar Dam on the Chenab River being built by India in Jammu and Kashmir, disputed Sir Creek estuary at the mouth of the Rann of Kutch, Siachin glacier, issues of Gurdaspur and Ferozepur's status, Hindu-Muslim relations, autonomy for the Sikhs in Indian Punjab, minority rights, Indian contentions that Pakistan is sponsoring "cross-border" terrorism.


          In 2007, Musharraf stated, after a meeting with Indian Prime Minister Manmohan Singh, that the current push to normalize relations between the two states is "irreversible."


          


          Government financing of Al Qaeda


          On July 22, 2004, The Guardian reported that Omar Sheikh, a British-born Islamist, had, on the instructions of General Mahmoud Ahmad, the then head of Pakistan's Inter-Services Intelligence (ISI), wired $100,000 before the 9/11 attacks to Mohammed Atta, the lead hijacker. When Ahmed was exposed by the Wall Street Journal as having sent the money to the hijackers, Musharraf forced him to retire. The 9/11 commission did not investigate this funding out of lack of credibility.


          In September 2007, in the aftermath of the Lal Masjid incident, al Qaeda leader Osama bin Laden urged his followers to fight a holy war against Musharraf and the Pakistani army.


          


          Richard Armitage comments


          During a September 24, 2006 interview with Steve Kroft on 60 Minutes, Musharraf said that then- U.S. Deputy Secretary of State Richard Armitage had called Musharraf's intelligence director shortly following the 9/11 attacks and threatened military action if Pakistan did not support the U.S.-led "war on terror". According to Musharraf, Armitage warned: "Be prepared to be bombed. Be prepared to go back to the Stone Age." Furthermore, during an interview with Jon Stewart of The Daily Show on September 26, 2006, Musharraf stated that then-Secretary of State Colin Powell also contacted him with a similar message: "You are with us or against us." Musharraf refused to elaborate further, citing the then-upcoming release of his book, In the Line of Fire: A Memoir ( ISBN 0-7432-8344-9). Armitage has, however, categorically denied that the U.S. used such harsh words to threaten Pakistan, whereas President Bush has refrained from publicly acknowledging the possibility of the exact wordings being used.


          


          Nuclear proliferation


          One of the most widely-reported controversies during Musharraf's administration arose as a consequence of the disclosure of nuclear proliferation by Dr. Abdul Qadeer Khan, the metallurgist known as the father of Pakistan's bomb. Musharraf has denied knowledge of or participation by Pakistan's government or army in this proliferation and has faced bitter domestic criticism for singularly vilifying Khan, a former national hero. Khan has been pardoned in exchange for cooperation in the investigation, but is still under house arrest.


          


          European visit


          On January 21, 2008, Musharraf started his 8-day visit to Europe, to meet EU leaders regarding democracy and terror. As charm offensive, he will arrive in Brussels, then proceed to UK, France and the World Economic Forum in Davos, Switzerland. He will meet EU foreign policy chief Javier Solana, Nato secretary general Jaap de Hoop Scheffer and will address the foreign affairs committee of the European Parliament. Musharraf is further set to meet Nicolas Sarkozy, Gordon Brown, Condoleezza Rice, Hamid Karzai, and Nuri al-Maliki, in Davos.


          


          Approval ratings


          By August 2007 Musharraf had become increasingly unpopular in Pakistan with his ambitions for another term as president. An International Republican Institute survey showed that 64 percent of the population did not want another term to be granted to Musharraf as the president of Pakistan. The Economist reported that the country was in a mess even by the nation's own standards. Journalist Ayaz Amir stated that Musharraf was the author of his own misfortune. The article stated that unlike "other dictators", Musharraf has an easy exit that should be heeded to.


          Musharraf admitted that his popularity was on a decline. Dawn, a leading newspaper, conducted a survey showed that about 54.5 percent of urban Pakistanis believe that military should have no role in politics while 65.2 percent want Musharraf to step down. The Economist also stated that the General was destabilizing Pakistan by imposing emergency. The paper also suggested that it was time that the general exit government and allow the democratic process to be completed. 


          However, more recent surveys shows that Musharraf's popularity has further decreased. A survey conducted by Terror Free Tomorrow shows that Osama Bin Laden is more popular in Pakistan than Musharraf. According to poll results, Bin Laden has a 46 percent approval rating.


          In an effort to boost his falling popularity ratings in an election year, Musharraf will be a regular guest star on a state-sponsored Q&A show titled From the President's House. The show will be aired weekly on PTV and partly or wholly on some private channels.


          


          State of Emergency 2007


          On November 3, 2007, Musharraf declared a State of emergency in Pakistan to postpone the ongoing case of his re-election, of which impact is most likely to decline his already low popularity even further. By suspending the constitution and sacking many judges including former Chief Justice Iftikhar Chaudhry and welcomed the returns of fomer Pakistani Prime Minsters Benazir Bhutto and Nawaz Sharif on December 15, 2007 Musharraf ended the state of emergency restoring the country's constitution, the move has been welcomed by Pakistan's western allies United States and the UK which have providing Pakistan with money to put into its industry and economy. The move came just in time for the January 8 elections featuring Ms Bhutto's Pakistan Peoples Party and Mr Sharif's PML(N) and Mr Musharraf's party. UK Prime Minister Gordon Brown said the move was a significant step towards the return of full constitutional order and said that January's elections must be free, fair and transparent. However, following the December 27 assassination of Bhutto, this temporary stability has been severely jeopardized.


          


          Legacy


          


          Musharraf characterizes himself as a moderate leader with liberal, progressive ideas, and has expressed admiration for Kemal Ataturk, founder of the Turkish Republic.


          His government maintains that Pakistan is prospering due to his economic and social reforms. Statements issued by the government suggest significant improvement in the economy. Some, however, are cautious about any optimism, since the steep rise in GDP is attributed to rebasing done in 2004. External debt, on the other hand, has for the first time hit $40 billion mark.


          Following the media coverage of the riots in Karachi on May 12, 2007, Musharraf attempted to curb that freedom by decree. The measure backfired with a severe backlash, and was eventually withdrawn. In order to counter rapidly growing anger among the masses against his policies, state owned television PTV has decided to air weekly shows involving him to bolster his approval ratings. The recent closing of independent news and radio channels after imposing a state of emergency on the country by the President, expresses another example on the lack of freedom of the press. However, it was under his rule that media rights were relaxed and prosperity of digitial media came about. His government also allowed a huge influx of television and radio channels to start up.


          On September 29, 2007, state troops baton charged journalists who had gathered on Constitutional Avenue to report a story. 34 journalists were severely injured.


          Musharraf has expressed admiration for the right-wing General Rahimuddin Khan, the authoritarian martial law administrator of Balochistan throughout the 1980s. He was severely criticized by human rights organizations following his comments in response to the rape of Mukhtar Mai. On September 23, 2005, during a tape-recorded interview, Musharraf had suggested that rape was becoming a "moneymaking concern" in Pakistan.


          


          Books


          
            	Pervez Musharraf, In the Line of Fire: A Memoir (2006)
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          Peter and the Wolf is a composition by Sergei Prokofiev written in 1936 after his return to the Soviet Union. It is a children's story (with both music and text by Prokofiev), spoken by a narrator accompanied by the orchestra.


          


          Instrumentation


          Peter and the Wolf is scored for flute, oboe, clarinet in A, bassoon, 3 horns, trumpet, trombone, timpani, triangle, tambourine, cymbals, castanets, snare drum, bass drum and strings.


          Each character in the story has a particular instrument and a musical theme, or leitmotif:


          
            	Bird: flute


            	Duck: oboe


            	Cat: clarinet


            	Grandfather: bassoon


            	Wolf: 3 French horns


            	Hunters (gunshots): timpani and bass drum (The hunters' theme is actually introduced by the woodwinds)


            	Peter: string instruments

          


          


          Notable recordings


          The first English version was recorded in 1939 by RCA Victor, was issued in an album of six 78-RPM discs. It was narrated by Richard Hale, a film actor best known for villainous roles, with music performed by the Boston Symphony Orchestra under the direction of Serge Koussevitzky.


          Many English-language recordings of this famous piece have followed, including these noteworthy examples:


          
            	A bilingual recording featuring narration in Spanish and English by Jos Ferrer, performed by the Vienna State Opera Orchestra conducted by Eugne Aynsley Goossens ( Kapp Records, 1959).

          


          
            	A 1959 EMI recording with Michael Flanders as narrator with the Philharmonia Orchestra under Efrem Kurtz.

          


          
            	A recording by Decca Records recording in Volume 5 of "The World of the Great Classics", featuring Sir Ralph Richardson as narrator with the London Symphony Orchestra, conducted by Sir Malcolm Sargent.

          


          
            	A recording by the New York Philharmonic with Leonard Bernstein as conductor and narrator. The popularity of the group's televised Young People's Concerts made this an auspicious release ( Columbia Records, 1960).

          


          
            	A Decca Phase 4 recording with Sean Connery as narrator, performed by the Royal Philharmonic Orchestra conducted by Antal Dorati ( Decca Records, 1971).

          


          
            	A 1971 EMI recording with Richard Baker as narrator, accompanied by the New Philharmonia Orchestra conducted by Raymond Leppard.

          


          
            	A 1975 Deutsche Grammophon recording featuring Hermione Gingold as narrator, accompanied by the Vienna Philharmonic Orchestra conducted by Karl Bhm.

          


          
            	A version featuring David Bowie as narrator and performed by the Philadelphia Orchestra conducted by Eugene Ormandy ( RCA Victor, 1978).

          


          
            	A recording featuring Itzhak Perlman as narrator and performed by the Israel Philharmonic conducted by Zubin Mehta ( EMI, 1986).

          


          
            	A recording featuring Alec Guinness as narrator and performed by the Boston Pops Orchestra conducted by Arthur Fielder ( BMG, 1988).

          


          
            	A recording with Patrick Stewart as narrator and performed by the Orchestre de L'Opra Lyon (Orchestra of the Opra National de Lyon) conducted by Kent Nagano ( Erato, 1994).

          


          
            	A recording with Dame Edna Everage as narrator and performed by the Melbourne Symphony Orchestra conducted by John Lanchbery ( Naxos Records, 1997).

          


          
            	A recording with Sting was made by Deutsche Grammophon and played by Claudio Abbado and the Chamber Orchestra of Europe

          


          


          The story


          Peter, a young boy, lives with his grandfather in the Russian countryside. One day Peter leaves the garden gate open, and the duck takes the opportunity to go swimming on the nearby pond. She starts arguing with a little bird ("What kind of bird are you if you can't fly?" - "What kind of bird are you if you can't swim?"). Peter's pet cat sneaks up on them, and the bird  warned by Peter - flies into a tall tree.


          Peter's grumpy grandfather takes him back into the garden and locks the gate in case any wolves come near. Shortly afterwards "a big, grey wolf" does indeed come out of the woods. The cat climbs into the tree, but the duck, who has left the pond, is swallowed by the wolf.


          Peter fetches a rope and climbs over the garden wall into the tree. He asks the bird to fly around the wolf's head, while he lowers a noose and catches the wolf by his tail.


          In some versions, the duck is spat out of the wolf as he is hanging from the noose.


          


          Adaptations of the work


          


          Walt Disney produced an animated version of the work in 1946, with Sterling Holloway providing the voice of the narrator. It was released theatrically as a segment in Make Mine Music, then re-issued the following year accompanying a re-issue of Fantasia (as a short subject before the film), then separately on home video in the 1990s on. This version makes several changes to the original story, for example:



          
            	During the character introduction, the pets are given names: "Sasha" the bird, "Sonia" the duck, and "Ivan" the cat.


            	As the cartoon begins, Peter and his friends already know there is a wolf nearby, and are preparing to catch him.


            	The hunters' theme is not mentioned and the hunters also get names at a later point in the story: "Misha", "Yasha" and "Vladimir".


            	Peter day-dreams of hunting and catching the wolf and exits the garden carrying a wooden rifle with the purpose of hunting the wolf down.


            	At the end, in a complete reversal of the original (and to make the story more child-friendly), it turns out that the duck has not been eaten by the wolf. (The wolf is shown chasing the duck that hides in a tree's trunk. The wolf attacks out of view, and returns in view with some of the ducks feathers in his mouth. Peter, the cat, and the bird assume the duck has been eaten. After the wolf has been caught, the bird is shown mourning the duck. The duck comes out of the tree trunk at that point and they are happily reunited).

          


          This version of Peter and the Wolf were featured in House of Mouse and Who Framed Roger Rabbit.


          In 1958, a television special entitled Art Carney Meets Peter and the Wolf, starring, naturally, Art Carney, along with the Bil Baird Marionettes, was presented by the American Broadcasting Company, and was successful enough to have been repeated a year later. The show boasted an original storyline in which Carney interacted with some talking marionette animals, notably the wolf, who was the troublemaker of the group. This first half was presented as a musical, with adapted music from Lieutenant Kije and other Prokofiev works which had special English lyrics fitted into them. The program then segued into a complete performance of Peter and the Wolf, played exactly as written by the composer, and "mimed" by the marionettes.


          Hans Conried recorded the narration with a Dixieland Band in or around 1960. Since there is no oboe in a Dixieland Band, the part of the duck was played by a saxophone.


          The Clyde Valley Stompers recorded a jazz version on Parlophone Records (45-R 4928) in 1962, which registered on the pop charts of the time.


          Allan Sherman parodied the work in a 1964 album called Peter and the Commissar, made with Arthur Fiedler and the Boston Pops Orchestra.


          


          A 1966 version by Hammond Organ player 'The Incredible Jimmy Smith', arranged by Oliver Nelson featured no narration, and was an improvisation around the original themes.


          In 1975, Robin Lumley and Jack Lancaster produced a rock version with their fusion group Brand X as the soundtrack for an animated film. Their music makes use of some of Prokofiev's original themes. Along with Vivian Stanshall as the narrator, the staff is illustrious (among others Gary Moore, Manfred Mann, Phil Collins, Bill Bruford, Stephane Grappelli, Alvin Lee, Cozy Powell, Brian Eno, Jon Hiseman), the music very heterogeneous  from psychedelic rock to jazz (Grappelli's violin solo on the motif of the cat).


          A sequel to the story was written by Justin Locke in 1985 using the original score. "Peter VS. the Wolf" also requires four actors for a stage presentation.


          "Weird Al" Yankovic and Wendy Carlos produced a comedic version in 1988, using a synthesized orchestra and many additions to the story and music. (Peter captures the wolf using his grandfather's dental floss, leading to the moral of the story, "Brush and floss your teeth every day").


          A 1990 episode of Tiny Toon Adventures titled "Buster and the Wolverine" featured Elmyra Duff providing narration for a story where Buster Bunny and his friends, represented with musical instruments, combat an evil "wolverine". In this episode, the characters' instruments are: Buster Bunny, a trumpet; Babs Bunny, a harp; Furrball, a violin; Sweetie Pie, a flute; Hamton J. Pig, a tuba; Plucky Duck, a bike horn (later, bagpipes, then an organ, and finally a synthesizer); and the wolverine, drums.


          Peter Schickele wrote an alternate, comedic text for the score entitled "Sneaky Pete and the Wolf". It was recorded with the Atlanta Symphony Orchestra in 1993.


          In March 1996, a 30 minute film was made with a mix of live action and animation and the characters from the story were designed by Chuck Jones.


          In September 1996, Coldcut (a duo of scratch/mix djs from south London) released a scratch version of the main theme  included on the track "More Beats and Pieces", from their album "Let Us Play" (released by Ninja Tune).


          In 2001, National Public Radio produced Peter and the Wolf: A Special Report, which treats the familiar plot as if it were a developing news story. Robert Siegel, Linda Wertheimer, Ann Taylor, Steve Inskeep of NPR's All Things Considered report on the event against a performance of the score by the Virginia Symphony.


          Sesame Workshop produced a version with Sesame Street characters in 2001 as told by way of a trip to a Boston Pops concert. Dubbed as " Elmo's Musical Adventure," the story unfolds inside Baby Bear's imagination as he attends a performance with Papa Bear, conducted by Keith Lockhart. In the story, Peter is played by Elmo, the cat by Oscar the Grouch, the duck by Telly Monster, the bird by Zoe, the grandfather by Big Bird, and the hunters by the Two-Headed Monster. Each character is followed around by a soloist playing that character's instrument.


          In February 2004, Bill Clinton, Mikhail Gorbachev, and Sophia Loren won a Grammy Award for Best Spoken Word Album for Children for narrating the Russian National Orchestra's album Peter and the Wolf/Wolf Tracks. This recording included Loren narrating Peter and the Wolf and Clinton narrating The Wolf and Peter by Jean-Pascal Beintus, which is also a narrated orchestral piece, but the story is told from the perspective of the wolf and has the theme of leaving animals to live in peace.


          In 2006, Neil Tobin produced a Halloween themed narrative called "Peter and the Werewolf" with the Melbourne Symphony Orchestra, John Lanchbery conducting.


          Also in 2006, Suzie Templeton directed a modernised, stop-motion animated adaptation, Peter and the Wolf. It is unusual in its lack of any dialogue or narration, the story being told purely in images and sound and interrupted by sustained periods of silence. The soundtrack is performed by The Philharmonia Orchestra, and the film received its premiere with a live accompaniment in the Royal Albert Hall. The film won the Annecy Cristal and the Audience Award at the 2007 Annecy International Animated Film Festival, and has been nominated for the 2008 Academy Award for Animated Short Film. This version also makes some changes to the original Prokofiev story; for example:


          
            	Peter bumps into one of the hunters who throws him in a garbage bin and aims at him with his rifle to scare him; the second hunter watches on not interfering (thus, a dislike towards the hunters is immediately created).


            	The bird seems to have trouble flying and Peter ties a balloon to help the bird aloft.


            	After Peter has captured the wolf in a net, the hunter gets him in his rifle's visor coincidentally, but just before shooting, his fellow hunter stumbles, falls on him and makes him miss the shot.


            	The wolf is brought into the village where Peter's grandfather tries to sell him. The hunter comes to the container and sticks his rifle in as to intimidate the animal (like he did with Peter earlier on). At that point Peter throws the net on the hunter who gets all tangled up.


            	Before the grandfather has made a deal, Peter opens the container after exchanging glances with the wolf and they walk side-to-side through the crowd and then the wolf runs off in the direction of the silver moon.

          


          The wolf's French horn theme is used in the movie A Christmas Story as a musical theme for Scut Farkus, the neighbourhood bully.


          
            Retrieved from " http://en.wikipedia.org/wiki/Peter_and_the_Wolf"
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        Peterborough Chronicle


        
          

          The Peterborough Chronicle (also called the Laud Manuscript), one of the Anglo-Saxon Chronicles, contains unique information about the history of England after the Norman Conquest. According to philologist J.A.W. Bennett, it is the only prose history in English between the Conquest and the later 14th century.


          
            [image: The opening page of the Laud Manuscript. The scribal hand is the copyist's work rather than either the First or Second continuation scribes.]

            
              The opening page of the Laud Manuscript. The scribal hand is the copyist's work rather than either the First or Second continuation scribes.
            

          


          The Anglo-Saxon Chronicles were composed and maintained between the various monasteries of Anglo-Saxon England and were an attempt to record the history of Britain throughout the years AD. Typically the chronicles began with the birth of Christ, went through Biblical and Roman history, then continued to the present. Every major religious house in England kept its own, individual chronicle, and the chronicles were not compared with each other or in any way kept uniform. However, whenever a monastery's chronicle was damaged, or when a new monastery began a chronicle, nearby monasteries would lend out their chronicles for copying. Thus, a new chronicle would be identical to the lender's until they reached the date of copying and then would be idiosyncratic. Such was the case with the Peterborough Chronicle: a fire compelled the abbey to copy the chronicles from other churches up to 1120.


          When William the Conqueror took England and Anglo-Norman became the official language, the Anglo-Saxon Chronicles generally ceased. The monks of Peterborough Abbey, however, continued to compile events in theirs. While the Peterborough Chronicle is not professional history, and one still needs Latin histories (e.g. William of Malmesbury's Gesta Regum Anglorum), it is one of the few first-hand accounts from the period 1070 to 1154 in England written in English and from a non-courtly point of view.


          It is also a valuable source of information about the early Middle English language itself. The first continuation, for example, is written in late Old English, but the second continuation begins to show mixed forms, until the conclusion of the second continuation, which switches into an early form of distinctly Middle English. The linguistic novelties recorded in the second continuation are plentiful, including at least one true innovation: the feminine pronoun "she" (as "sc") is first recorded in the Peterborough Chronicle (Bennett).


          


          The fire and the continuations


          Today, the Peterborough Chronicle is recognized as one of the four distinct versions of the Anglo-Saxon Chronicle (along with the Winchester Chronicle or Parker Chronicle, the Abingdon Chronicle and the Worcester Chronicle), but it is not wholly distinct (Bennett, "Early"). There was a fire at Peterborough that destroyed the monastery's library, and so the earliest part of the Anglo-Saxon Chronicle at Peterborough is a copy of Winchester Cathedral's chronicle (Ramsay). For the 11th century, the chronicle at Peterborough diverges from Parker's, and it has been speculated that a proto-"Kentish Chronicle", full of nationalistic and regionalistic interests, was used for these years; however, such a single source is speculative (Cambridge). The Peterborough copyists probably used multiple sources for their missing years, but the dissolution of the monasteries makes it impossible to be sure. Regardless, the entries for the 12th century to 1122 are a jumble of other chronicles' accounts, sharing half-entries with one source and half with another, moving from one source to another and then back to a previous one. This shifting back and forth raises, again, the vexatious possibility of a lost chronicle as a single, common source.


          It is after 1122 that the Peterborough manuscript becomes unique. Therefore, the document usually called The Peterborough Chronicle is divided into the "first continuation" and the "second continuation" from the time of the fire and the copying. The two continuations are sui generis both in terms of the information they impart, the style they employ, and their language. The first continuation covers 11221131. The second continuation runs from 11321154 and includes the reign of King Stephen.


          


          First continuation (11221131)


          
            [image: A coin struck by rebelling forces during the Anarchy showing Matilda as sovereign.]
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          Although the second continuation holds the most importance, the first continuation has unique records of events in the Peterborough area and provides an insight into ordinary people's lives. The first continuation records the Conquest, the incursion of Sweyn of Denmark, and rumors of other turbulence about the throne. However, it has no evidence at all for Saxon opposition and rebellion against William and his sons. An arguably eyewitness account describes the burning of Peterborough Abbey itself, due to the drunkenness of the monks. It also covers ecclesiastical scandals, such as the abbot of Glastonbury bringing in mercenaries to control his religious house. Further, there is a significant change in language from the previous late Old English that begins with the entry for the years 11221131, with mixtures of Old English and Middle English vocabulary (and increasing Gallic formations) and syntax (a simplification of the pronouns and strong verbs, as well as a decrease in the declensions of the nouns).


          Both the first and second continuation authors have sympathy for the common man. As Bennett suggests, Peterborough is the one source for compassion of the laity found in contemporary accounts. The first continuation expresses as much outrage at the hanging of forty-four thieves in 1122, some of whom were innocent, as at the burning of the monastery at Gloucester. The monastic author suggests that taxes were too high, putting the impoverished villagers in a dilemma of stealing or starving. Therefore, the nobles were guilty of a double sin. First, they executed the innocent and used excessive cruelty with the guilty. Second, it was at least as sinful for the nobles to compel theft with their avarice as for the poor to steal for bread. When the Norman king, Henry I of England foisted his kinsman upon Peterborough as abbot (he was already abbot of Saint-Jean d'Angly), the chronicler protests at some length at the illegality and impiety of the appointment. He also mentions that the Wild Hunt was seen at the same time as the appointment, as an ill omen. When Henry was eventually removed by death, the monk again takes the position that this was divine remedy, for Henry had tried to make Peterborough part of the Cluniac Order and had attempted to have his own nephew be the next abbot, "oc Crist it ne uuolde" ("but Christ did not will it").


          


          Second continuation (11321154)
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              The "softe and god" King Stephen, or Stephen of Blois, whom the Peterborough author blames for The Anarchy.
            

          


          The second, or final, continuation is remarkable for being in one authorial voice, and it relates the events of The Anarchy in England. Scholars speculate that the second continuation is dictated (because the language may reflect a version of early Middle English that scholars place later than Stephen and Matilda) or written as the recollections of a single elderly monk. It is a highly moving account of torture, fear, confusion, and starvation.


          Henry I died in 1135, and Stephen and Matilda both had a claim to the throne. The monastic author describes the rebellion of the barons against Stephen, the escape of Matilda, and the tortures that the soldiers of the baronial powers inflicted upon the people. The author blames Stephen for the Anarchy for being "soft and good" when firmness and harshness were needed. When Stephen captured the rebelling barons, he let them go if they swore allegiance. According to the author,


          
            	
              "a the suikes undergton at he milde man was and softe and god, and na iustise ne dide, a diden hi alle wunder" (1137)

              
                	("When these men understood that he (Stephen) was a gentle man, and soft and good, and did not execute justice, then they all wondered (at him).") [Cecily Clarke Ed, Oxford 1958]

              

            

          


          The barons then attempted to raise money as quickly as they could. They needed money and manpower to build castles (which the author regards as novel and rare), and so they robbed everyone they met:


          
            	
              "uric rice man his castles makede and agnes him heolden; and fylden e land ful of castles. Hi suencten suye e uurecce men of e land mid castelweorces; a e castles uuaren maked, a fylden hi mid deoules and yuele men. a namen hi a men e hi wendan at ani god hefden, bathe be nihtes and be dies, carlmen and wimmen, and diden heom in prisun and pined heom efter gold and syluer untellendlice pining; for ne uuaeren naeure nan martyrs swa pined alse hi waeron."

              
                	("Every chieftain made castles and held them against the king; and they filled the land full of castles. They viciously oppressed the poor men of the land with castle-building work; when the castles were made, then they filled the land with devils and evil men. Then they seized those who had any goods, both by night and day, working men and women, and threw them into prison and tortured them for gold and silver with uncountable tortures, for never was there a martyr so tortured as these men were.")

              

            

          


          The monastic author sympathises with the average farmer and artisan and talks about the devastation suffered by the countryside. He is outraged by the accounts of torture he relates and laments,


          
            	
              "Me henged up bi the fet and smoked heom mid ful smoke. Me henged bi the umbes other bi the hefed and hengen bryniges on her fet. Me dide cnotted strenges abuton here hued and uurythen it at it gde to e haernes I ne can ne I ne mai tellen alle e wunder ne all e pines at he diden wrecce men on is land."

              
                	("One they hung by his feet and filled his lungs with smoke. One was hung up by the thumbs and another by the head and had coats of mail hung on his feet. One they put a knotted cord about his head and twisted it so that it went into the brains I neither can nor may recount all the atrocities nor all the tortures that they did on the wretched men of this land.")

              

            

          


          Death and famine followed, as the farms were depleted and farmers murdered. If two or three riders came to a village, the monk said, everyone fled, for fear that they were robbers. Trade therefore came to a standstill, and those in want had no way to get supplies. Those travelling with money to purchase food would be robbed or killed along the way. The barons said that there was no God. The chronicler records that people said openly that Christ slept, along with His saints; he states that "this  and more than we can say  we suffered 19 winters for our sins."


          After the account of The Anarchy, the chronicler goes on to church matters. He speaks of the abbot Martin, who replaced the illegitimate Henry, as a good abbot. Martin had a new roof put on the monastery and moved the monks into a new building. He also, according to the author, recovered certain monastic lands that had been previously held "by force" by noblemen. Which lands these are is unclear, but they had probably been claimed by the nobles through the practice of placing younger sons in monasteries, making and revoking gifts of land, and by some early form of chantry. The Chronicle ends with a new abbot entering upon the death of Martin, an abbot named William. This abbot presumably halted the writing of the Chronicle.


          


          Unique authorial voice
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              The Bodleian Library, Oxford, where the Peterborough Chronicle has been preserved since the time of Archbishop Laud.
            

          


          The two Peterborough continuations sympathize with the poor, and this makes them almost unique in Latin or English history. They also focus more on life outside of the abbey than other Chronicles. The general Chronicle is somewhat insular. While most versions note the national events, such as a progress of the king or a change in sovereign, discussion of the countryside around the monastery is limited. Portents and omens receive coverage, but rarely do the chroniclers discuss political alliances (as the author of the second continuation does with his denunciation of the bishops who were allied with Matilda) or the legalities of monastic rule (as the author of the first continuation does in his lament over Abbot Henry). The monks who compiled the continuation at Peterborough were either consciously striking out in a new direction (perhaps under the direction of Abbot Martin) or continuing a type of chronicle that was confined to their own monastery (that was lost with the fire). It does not seem likely that Peterborough was in any sense a lax or secular monastery, as the description of drunkenness causing the fire would not have made the abbey singular in the age.


          The continuations are also unique in their linguistic shifts. When copying from Winchester, they preserve the orthography and syntax of late Old English, and when they get to events for which they have no copy text the language abruptly changes to a newer form. Given that the loan would have taken place just before the continuation, the change in language reflects either a dramatic attempt at greater vernacular by the continuation authors or a significant and quick change in the language itself as Norman influences spread. Because the chronicle is in prose, the artificiality of verse form does not entail the preservation of linguistic archaisms, and historians of English can trace the beginnings of Middle English in these pages.


          


          History of the manuscript


          The manuscript of the Chronicle is now held by the Bodleian Library. It was donated to the library by William Laud, who was then Chancellor of Oxford University as well as Archbishop of Canterbury, on June 28, 1639. Laud included the manuscript together with a number of other documents, part of the third of a series of donations he made to the library in the years leading up to the English Civil War. It is currently identified in the library catalogue as Laud Misc. 636; previously it was designated as O. C. 1003 based on the "Old Catalogue" by Edward Bernard.
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              	Operas by Benjamin Britten
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                Paul Bunyan (1941)

                Peter Grimes (1945)

                The Rape of Lucretia (1946)

                Albert Herring (1947)

                Billy Budd (1951)

                Gloriana (1953)

                The Turn of the Screw (1954)

                Noye's Fludde (1958)

                A Midsummer Night's Dream (1960)

                Curlew River (1964)

                The Burning Fiery Furnace (1966)

                The Prodigal Son (1968)

                Owen Wingrave (1971)

                Death in Venice (1973)


              
            


            
              	
            

          


          Peter Grimes is an opera by Benjamin Britten, with a libretto adapted by Montagu Slater from the Peter Grimes section of George Crabbe's poem The Borough.


          It was first performed at Sadler's Wells in London on June 7, 1945, conducted by Reginald Goodall. It was the first of Britten's operas to be a critical and popular success. It is still widely performed, both in the UK and internationally and is considered part of the standard repertoire. In addition, the "Four Sea Interludes" were published separately and are frequently performed as an orchestral suite.


          


          Roles


          
            
              	Character

              	Voice part

              	Original cast
            


            
              	Peter Grimes, a fisherman

              	tenor

              	Peter Pears
            


            
              	Ellen Orford, a widow, Borough schoolmistress

              	soprano

              	Joan Cross
            


            
              	Auntie, landlady of The Boar

              	contralto

              	Edith Coates
            


            
              	Niece 1

              	soprano

              	Blanche Turner
            


            
              	Niece 2

              	soprano

              	Minnia Bower
            


            
              	Balstrode, retired merchant skipper

              	baritone

              	Roderick Jones
            


            
              	Mrs. (Nabob) Sedley, a rentier widow

              	mezzo-soprano

              	Valetta Iacopi
            


            
              	Swallow, a lawyer

              	bass

              	Owen Brannigan
            


            
              	Ned Keene, apothecary and quack

              	baritone

              	Edmund Donlevy
            


            
              	Bob Boles, fisherman and Methodist

              	tenor

              	Morgan Jones
            


            
              	Rev. Horace Adams, the rector

              	tenor

              	Tom Culbert
            


            
              	Hobson, the carrier

              	bass

              	Frank Vaughan
            


            
              	John, Grimes' apprentice

              	silent role

              	Leonard Thompson
            

          


          


          History


          Britten and his partner Peter Pears read the poem by Crabbe and were struck by it. They both had a strong hand in drafting the story, and in this process the character of Grimes became far more complex. Rather than being the clear-cut villain he is in Crabbe's version, he became a victim of both cruel fate and society, while retaining darker aspects in his character. It is left to the audience to decide which version is more true, and to see how clear-cut or ambiguous the various characters are.


          Pears was certainly the intended Peter Grimes, and it is likely that Britten wrote the role of Ellen Orford for Joan Cross. The work has been called "a powerful allegory of homosexual oppression," but the composer's own summation of the work was simpler: "a subject very close to my heartthe struggle of the individual against the masses. The more vicious the society, the more vicious the individual" (from a 1948 interview to Time magazine).


          Though in the original version of the libretto Grimes' relations with the boys were clearly pederastic, Pears persuaded Slater to cut out most of the pederasty from the final version. The opera was commissioned by the Koussevitzky Music Foundation and is "dedicated to the memory of Natalie Koussevitzky", wife of the Russian-born American conductor Serge Koussevitzky.


          


          Setting


          The "Borough," a fictional village, which shares some similarities with Crabbe's, and later Britten's, own home Aldeburgh, on England's east coast, around 1830.


          


          Synopsis


          


          Prologue


          Peter Grimes is questioned at an inquest over the death of his apprentice. The townsfolk, all present, make it clear they think Grimes guilty and deserving of punishment. Although the coroner, Mr. Swallow, determines the boy's death to be accidental and clears Grimes without a proper trial, he advises Grimes not to get another apprentice. As the court is cleared, Ellen Orford, the schoolmistress, attempts to comfort Grimes as he rages against what he sees as the Borough community's unwillingness to give him a true second chance.


          


          Act I


          The chorus, who constitute "the Borough," sing of their weary daily round and their relationship with the sea and the seasons. Grimes claims to be in desperate need of help to fish, and his friend, the apothecary Ned Keene, finds him a new apprentice from the workhouse. Nobody will volunteer to fetch the boy, until Ellen (whom Grimes wishes to marry) offers.


          When Ellen brings the apprentice to Grimes at the pub that evening, he immediately sets off to his hut, despite the fact that the Borough is weathering an ominous storm.


          


          Act II


          On Sunday morning while most of the Borough is at church, Ellen talks with John, the apprentice. She is horrified when she finds a bruise on his neck. When she confronts Grimes about it, he brusquely claims that it was an accident. Growing agitated at her mounting concern and interference, he strikes her and runs off with the boy. This did not go unseen: first Keene, Auntie, and Bob Boles, then the chorus generally evolve into a mob to investigate Grimes's hut. As the men march off, Ellen, Auntie, and the nieces sing sadly of the relationship of women with men.


          At the hut, Grimes accuses the, as always, silent John of "telling stories" then becomes lost in his memories of the dead apprentice, reliving the boy's death of thirst. When he hears the mob of villagers approaching he quickly comes back to reality and gets ready to set out to sea: he tells John to be careful climbing down to his boat, but to no avail: the boy falls to his death. When the mob reaches the hut Grimes is gone, and they find nothing out of order, so disperse.


          


          Act III


          Nighttime in the Borough. While a dance is going on, Mrs. Sedley tries to convince the authorities that Grimes is a murderer, but to no avail. Ellen and Captain Balstrode confide in each other: Grimes has returned after many days at sea, and Balstrode has discovered a jersey washed ashore: a jersey that Ellen recognizes as one she had knitted for John. Mrs. Sedley overhears this, and with the knowledge that Grimes has returned, she is able to instigate another mob. Singing "Him who despises us we'll destroy," the villagers go off in search of Grimes.


          While the chorus can be heard searching for him, Grimes appears onstage, singing a long monologue: John's death has seemingly pushed Grimes, already dangerously unstable, over the edge. Ellen and Balstrode find him, and the old captain encourages Grimes to take his boat out to sea and sink it. Grimes leaves. The next morning, the Borough begins its day anew. There is a report from the coast guard of a ship sinking off the coast. This is dismissed by Auntie as "one of these rumours."


          


          Discography and videography


          In 1958, Britten led the first complete commercial recording of Peter Grimes for Decca, featuring Peter Pears (Peter Grimes), Claire Watson (Ellen Orford), James Pease (Balstrode), Jean Watson (Auntie), Geraint Evans (Ned Keene), Lauris Elms (Mrs Sedley), Owen Brannigan (Swallow), Raymond Nilsson (Bob Boles), Marion Studholme (First Niece), Iris Kells (Second Niece), Marcus Norman (John, the apprentice), John Lanigan (Rev Horace Adams), and David Kelly (Hobson). The composer himself conducted the Orchestra and Chorus of the Royal Opera House, Covent Garden.


          Other commercial recordings include these, with conductors and selected cast members:


          
            	Philips: Sir Colin Davis, conductor; Jon Vickers (Peter Grimes), Heather Harper (Ellen Orford), Jonathan Summers (Balstrode), Elizabeth Bainbridge (Auntie), Thomas Allen (Ned Keene), Patricia Payne (Mrs Sedley), John Dobson (Bob Boles), Forbes Robinson (Swallow), Teresa Cahill (First Niece), Anne Pashley (Second Niece), John Lanigan (Rev Horace Adams), Richard van Allan (Hobson); Orchestra and Chorus of the Royal Opera House, Covent Garden.


            	EMI Classics: Bernard Haitink, conductor; Anthony Rolfe Johnson (Peter Grimes), Felicity Lott (Ellen Orford), Thomas Allen (Balstrode), Sarah Walker (Mrs Sedley), Patricia Payne (Auntie), Maria Bovino and Gillian Webster (Nieces), Simon Keenlyside (Ned Keene), Stafford Dean (Swallow), Stuart Kale (Bob Boles), Neil Jenkins (Rev Horace Adams), David Wilson-Johnson (Hobson); Orchestra and Chorus of the Royal Opera House, Covent Garden.


            	Chandos: Richard Hickox, conductor; Philip Langridge (Peter Grimes), Janice Watson (Ellen Orford), Alan Opie (Balstrode), Roderick Williams (Ned Keene); City of London Sinfonia, London Symphony Chorus, and Opera London


            	LSO Live: Sir Colin Davis, conductor; Glenn Winslade (Peter Grimes), Janice Watson (Ellen Orford), Anthony Michaels-Moore (Balstrode), Jill Grove (Auntie), Nathan Gunn (Ned Keene), Catherine Wyn-Rogers (Mrs Sedley), James Rutherford (Swallow), Christopher Gillett (Bob Boles), Sally Matthews (First Niece), Alison Buchanan (Second Niece), Ryland Davies (Rev Horace Adams), Jonathan Lemalu (Hobson); London Symphony Orchestra and London Symphony Chorus

          


          A historical recording of Reginald Goodall conducting Peter Pears and Joan Cross in excerpts has also been issued.


          Two video recordings of Peter Grimes have been produced:


          
            	Kultur (1981): Sir Colin Davis, conductor; Jon Vickers (Peter Grimes), Heather Harper (Ellen Orford), Norman Bailey (Balstrode); Orchestra and Chorus of the Royal Opera House, Covent Garden


            	Kulture (1994): David Atherton, conductor; Philip Langridge (Peter Grimes), Janice Cairns (Ellen Orford), Alan Opie (Balstrode), Ann Howard (Auntie); Orchestra and Chorus of English National Opera
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        Peter I of Russia


        
          

          
            
              	Peter I

              Peter the Great

              Пётр I
            


            
              	Emperor and Autocrat of All the Russias
            


            
              	[image: ]
            


            
              	Reign

              	7 May 1682 8 February 1725
            


            
              	Coronation

              	25 June 1682 (as Tsar)
            


            
              	Full name

              	Pyotr Alexeyevich Romanov
            


            
              	Titles

              	Tsar of Russia

              Duke of Estonia and Livonia
            


            
              	Born

              	9 June 1672(1672-06-09)
            


            
              	Birthplace

              	Moscow
            


            
              	Died

              	8 February 1725 (aged52)
            


            
              	Predecessor

              	Feodor III
            


            
              	Successor

              	Catherine I
            


            
              	Consort

              	i) Eudoxia Lopukhina

              ii) Catherine I
            


            
              	Offspring

              	Alexis Petrovich

              Alexander Petrovich

              Pavel Petrovich

              Pavel Petrovich

              Pyotr Petrovich

              Anna Petrovna

              Elizabeth Petrovna

              Natalia Petrovna

              Margarita Petrovna

              Pyotr Petrovich

              Pavel Petrovich

              Natalia Petrovna

              Pyotr Petrovich
            


            
              	Dynasty

              	Romanov
            


            
              	Father

              	Alexis I of Russia
            


            
              	Mother

              	Nataliya Naryshkina
            

          


          Peter I the Great or Pyotr Alexeyevich Romanov (Russian: Пётр Алексе́евич Рома́нов, Пётр I, Pyotr I, or Пётр Вели́кий, Pyotr Velikiy) ( 9 June [ O.S. 30 May] 1672 8 February [ O.S. 28 January] 1725) ruled Russia and later the Russian Empire from 7 May [ O.S. 27 April] 1682 until his death, jointly ruling before 1696 with his weak and sickly half-brother, Ivan V. Peter carried out a policy of Westernization and expansion that transformed the Tsardom of Russia into the Russian Empire, a major European power.


          


          Biography


          Peter was born in 1672 in Moscow to Alexis I of Russia and his second wife Nataliya Kyrillovna Naryshkina, within the walls of the Kremlin.


          
            [image: Young Peter with imperial regalia.]

            
              Young Peter with imperial regalia.
            

          


          Alexis I, the then-current Tsar died on January 29, 1676 and Peter's half-brother, Feodor III became Tsar. He died six years later in 1682. As Feodor did not leave any children, a dispute arose between the Naryshkin and Miloslavsky families over who should inherit the throne. Peter's other half-brother, Ivan V, was the next for the throne, but he was chronically ill and of infirm mind. Consequently, the Boyar Duma (a council of Russian nobles) chose the ten-year old Peter to become Tzar, his mother becoming regent. But one of Alexei's daughters from his first marriage, Sophia Alekseyevna, led a rebellion of the Streltsy (Russia's elite military corps). In the subsequent conflict, some of Peter's relatives and friends were murdered, and Peter witnessed some of these acts of political violence.


          The Streltsy uprising of April-May 1682 made it possible for Sophia, the Miloslavskys (the clan of Ivan), and their allies, to insist that Peter and Ivan be proclaimed joint Tsars, with Ivan being acclaimed as the senior of the two. Sophia acted as regent during the minority of the two sovereigns and exercised all power. Peculiarly, a large hole was cut in the back of the dual-seated throne used by Ivan and Peter. Sophia would sit behind the throne and listen as Peter conversed with nobles, also feeding him information and giving him responses to questions and problems. This throne can be seen in the Kremlin museum in Moscow. For seven years, she ruled as an autocrat.


          Peter was not particularly concerned that others ruled in his own name. He engaged in such pastimes as shipbuilding and sailing, as well as mock battles with his toy army. Peter's mother sought to force him to adopt a more conventional approach and arranged his marriage to Eudoxia Lopukhina in 1689. The marriage was a failure, and ten years later Peter forced her to become a nun and thus freed himself from the union.


          By the summer of 1689, Peter planned to take power from his half-sister Sophia, whose position had been weakened by two unsuccessful Crimean campaigns. When she learned of his designs, Sophia began to conspire with the leaders of the streltsy, who continually aroused disorder and dissent of the tsar's rule. Unfortunately for Sophia, Peter, warned by the Streltsy, escaped in the middle of the night to the impenetrable monastery of Troitsky; there he slowly gathered his adherents and others, who perceived he would win the power struggle. She was therefore overthrown, with Peter I and Ivan V continuing to act as co-tsars. Peter forced Sophia to enter a convent, where she gave up her name and position as a member of the royal family.


          Still, Peter could not acquire actual control over Russian affairs. Power was instead exercised by his mother, Nataliya Naryshkina. It was only when Nataliya died in 1694 that Peter became an independent sovereign. Formally, Ivan V remained a co-ruler with Peter, although he was still ineffective. Peter became the sole ruler when Ivan died in 1696.


          


          Peter grew to be quite tall as an adult, especially for the time period. Standing at nearly seven feet in height, the Russian tsar was literally head and shoulders above his contemporaries both in Russia and throughout Europe. Peter, however, lacked the overall proportional heft and bulk generally found in a man that size. Both Peter's hands and feet were small, and his shoulders narrow for his height; likewise, his head was also small for his tall body. Added to this were Peter's noticeable facial tics, and, judging by descriptions handed down, he may have suffered from petit mal, a form of epilepsy.


          Filippo Baltari, a young Italian visitor to Peter's court, wrote:


          
            "Tsar Peter was tall and thin, rather than stout. His hair was thick, short, and dark brown; he had large eyes, black with long lashes, a well-shaped mouth, but the lower lip was slightly disfigured...For his great height, his feet seemed very narrow. His head was sometimes tugged to the right by convulsions."

          


          Otherwise, judging by documentsor lack thereofthat have managed to survive to the present day, few contemporaries, either in or outside of Russia, commented on Peter's great height or appearance.


          


          Early reign


          Peter implemented sweeping reforms aimed at modernizing Russia. Heavily influenced by his western advisors, Peter reorganized the Russian army along European lines and dreamed of making Russia a maritime power. He faced much opposition to these policies at home, but brutally suppressed any and all rebellions against his authority, the rebelling of streltsy, Bashkirs, Astrakhan and including the greatest civil uprising of his reign, the Bulavin Rebellion. Further, Peter implemented social westernization in an absolute manner by requiring courtiers, state officials, and the military to shave their beards and adopt Western clothing styles.


          To improve his nation's position on the seas, Peter sought to gain more maritime outlets. His only outlet at the time was the White Sea at Arkhangelsk. The Baltic Sea was at the time controlled by Sweden in the north, while the Black Sea was controlled by the Ottoman Empire in the south. Peter attempted to acquire control of the Black Sea, but to do so he would have to expel the Tatars from the surrounding areas. He was forced, as part of an agreement with Poland, which ceded Kiev to Russia, to wage war against the Crimean Khan and against the Khan's overlord, the Ottoman Sultan. Peter's primary objective became the capture of the Ottoman fortress of Azov, near the Don River. In the summer of 1695 Peter organized the Azov campaigns in order to take the fortress, but his attempts ended in failure. Peter returned to Moscow in November of that year, and promptly began building a large navy. He launched about thirty ships against the Ottomans in 1696, capturing Azov in July of that year. On September 12, 1698, Peter The Great officially founded the first Russian Navy base, Taganrog.


          
            [image: The Peter the Great statue in Taganrog by Mark Antokolski]

            
              The Peter the Great statue in Taganrog by Mark Antokolski
            

          


          Peter knew that Russia could not face the Ottoman Empire alone. In 1697, he traveled incognito to Europe on an 18-month journey with a large Russian delegationthe so-called "Grand Embassy"to seek the aid of the European monarchs. Peter's hopes were dashed; France was a traditional ally of the Ottoman Sultan, and Austria was eager to maintain peace in the east whilst conducting its own wars in the west. Peter, furthermore, had chosen the most inopportune moment; the Europeans at the time were more concerned about who would succeed the childless Spanish King Charles II than about fighting the Ottoman Sultan.


          The "Great Embassy", although failing to complete the mission of creating an anti-Ottoman alliance, still continued to travel across Europe. In visiting Holland, Peter learned much about Western culture. He studied shipbuilding in Zaandam and Amsterdam. Thanks to the mediation of Nicolaas Witsen, mayor of Amsterdam and expert on Russia par excellence, the Tsar was given the opportunity to gain practical experience in the largest shipyard in the world, belonging to the Dutch East India Company, for a period of four months. The Tsar helped with the construction of an East Indiaman especially laid down for him: Peter and Paul. During his stay the tsar engaged many skilled workers such as builders of locks, fortresses, shipwrights and seamen. Cornelis Cruys, a vice-admiral who became under Franz Lefort the Tsar's advisor in maritime affairs. Besides Peter paid a visit to Frederik Ruysch, who taught him how to draw teeth and catch butterflies. Also Ludolf Bakhuysen, a painter of seascapes and Jan van der Heyden the inventor of the fire hose, received Peter, who was keen on learning and bringing home what he had seen. On January 16, 1698 Peter organized his farewell party and invited Johan Huydecoper van Maarsseveen, who had to sit between Lefort and the tsar and drink.
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          In England he met with King William III, visited Greenwich, Oxford, was painted by sir Godfrey Kneller and saw a Fleet Review, Royal Navy in Deptford. He also travelled to the fledgling city of Manchester to learn the techniques of city building he would later use to great effect at Saint Petersburg. Then the Embassy went to Leipzig, Dresden and Vienna. He spoke with August the Strong and Leopold I, Holy Roman Emperor. The Embassy did not make it to Venice. The visit of Peter was cut short in 1698, when he was forced to rush home by a rebellion of the streltsy. The rebellion was, however, easily crushed before Peter returned home from England; of the Tsar's troops, only one was killed. Peter nevertheless acted ruthlessly towards the mutineers. Over 1200 of the rebels were tortured and executed, and Peter ordered that their bodies be publicly exhibited as a warning to future conspirators. The streltsy were disbanded, and the individual they sought to put on the ThronePeter's half-sister Sophiawas forced to become a nun.


          Also, upon his return from his European tour, Peter sought to end his unhappy marriage. He divorced the Tsaritsa, Eudoxia Lopukhina. The Tsaritsa had borne Peter three children, although only onethe Tsarevich Alexeihad survived past his childhood.


          In 1698, Peter sent a delegation to Malta under boyar Boris Petrovich Sheremetyev, to observe the training and abilities of the Knights of Malta and their fleet. Sheremetyev also investigated the possibility of future joint ventures with the Knights, including action against the Turks and the possibility of a future Russian naval base.


          Peter's visits to the West impressed upon him the notion that European customs were in several respects superior to Russian traditions. He commanded all of his courtiers and officials to cut off their long beardscausing his Boyars, who were very fond of their beards, great upsetand wear European clothing. Boyars who sought to retain their beards were required to pay an annual beard tax of one hundred rubles. He also sought to end arranged marriages, which were the norm among the Russian nobility, because he thought such a practice was not only barbaric but also led to domestic violence since the partners usually resented each other in this forced union.


          In 1699, Peter also changed the celebration of new year from 1st September to 1 January. Traditionally, the years were reckoned from the purported creation of the World, but after Peter's reforms, they were to be counted from the birth of Christ.


          


          Great Northern War


          Peter made a temporary peace with the Ottoman Empire that allowed him to keep the captured fort of Azov, and turned his attention to Russian maritime supremacy. He sought to acquire control of the Baltic Sea, which had been taken by Sweden a half-century earlier. Peter declared war on Sweden, which was at the time led by King Charles XII. Sweden was also opposed by Denmark-Norway, Saxony, and the Polish-Lithuanian Commonwealth.
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          Russia turned out to be ill-prepared to fight the Swedes, and their first attempt at seizing the Baltic coast ended in disaster at the Battle of Narva in 1700. In the conflict, the forces of Charles XII used a blinding snowstorm to their advantage. After the battle, Charles XII decided to concentrate his forces against the Polish-Lithuanian Commonwealth, giving Peter I time to reorganize the Russian army.


          As the Poles and Lithuanians on one side and Swedes on the other fought each other, Peter founded the city of Saint Petersburg ( Germanically named after Saint Peter the Apostle) in Izhora (which he had re-captured from Sweden) in 1703. He forbade the building of stone edifices outside Saint Petersburg  which he intended to become Russia's capital  so that all the stonemasons could participate in the construction of the new city. He also took Martha Skavronskaya as a mistress. Martha converted to the Russian Orthodox Church and took the name Catherine, allegedly marrying Peter in secret in 1707. In any case Peter valued Catherine and proceeded to marry her again (this time officially) at Saint Isaac's Cathedral in Saint Petersburg on 9 February 1712.


          Following several defeats, the Polish King August II abdicated in 1706. Charles XII turned his attention to Russia, invading it in 1708. After crossing into Russia, Charles defeated Peter at Golovchin in July. In the Battle of Lesnaya, however, Charles suffered his first loss after Peter crushed a group of Swedish reinforcements marching from Riga. Deprived of this aid, Charles was forced to abandon his proposed march on Moscow.
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          Charles XII refused to retreat to Poland or back to Sweden, instead invading Ukraine. Peter withdrew his army southward, destroying any property that could assist the Swedes along the way. Deprived of local supplies, the Swedish army was forced to halt its advance in the winter of 17081709. In the summer of 1709, they nevertheless resumed their efforts to capture Ukraine, culminating in the Battle of Poltava on 27 June. The battle was a decisive defeat for Swedish forces, ending Charles' campaign in Ukraine and forcing him into exile in the Ottoman Empire. In Poland, August II was restored as King.


          Peter, overestimating the support he would receive from Balkan allies, attacked the Ottoman Empire in 1711. Normally, the Boyar Duma would have exercised power during his absence. Peter, however, mistrusted the boyars; he instead abolished the Duma and created a Senate of ten members. Peter's campaign in the Ottoman Empire was disastrous, and in the ensuing peace treaty, Peter was forced to return the Black Sea ports he had seized in 1697. In return, the Sultan expelled Charles XII, but Russia was forced to guarantee safe passage to the Swedish king.


          Peter's northern armies took the Swedish province of Livonia (the northern half of modern Latvia, and the southern half of modern Estonia), driving the Swedes back into Finland. In 1714 the Russian fleet won the Battle of Gangut. Most of Finland was occupied by the Russians. In 1716 and 1717, the Tsar revisited the Netherlands, and went to see Herman Boerhaave. He continued his travel to the Austrian Netherlands and France. The Tsar's navy was so powerful that the Russians could penetrate Sweden. Peter also obtained the assistance of the Electorate of Hanover and the Kingdom of Prussia. Still, Charles XII refused to yield, and not until his death in battle in 1718 did peace become feasible. After the battle near land Sweden made peace with all powers but Russia by 1720. In 1721, the Treaty of Nystad ended what became known as the Great Northern War. Russia acquired Ingria, Estonia, Livonia and a substantial portion of Karelia. In turn, Russia paid two million Riksdaler and surrendered most of Finland. The Tsar was, however, permitted to retain some Finnish lands close to Saint Petersburg, which he had made his capital in 1712. He gained access to a warm-water-port during his reign for easier trading with the Western world.
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          Later years


          


          Peter I's last years were marked by further reform in Russia. On 22 October 1721, soon after peace was made with Sweden, he was acclaimed Emperor of All Russia. Some proposed that he take the title Emperor of the East, but he refused. Gavrila Golovkin, the State Chancellor, was the first to add "the Great, Father of His Country, Emperor of All the Russias" to Peter's traditional title Tsar following a speech by the archbishop of Pskov in 1721.


          Peter's imperial title was recognized by Augustus II of Poland, Frederick William I of Prussia and Frederick I of Sweden, but not by the other European monarchs. In the minds of many, the word emperor connoted superiority or pre-eminence over "mere" kings. Several rulers feared that Peter would claim authority over them, just as the Holy Roman Emperor had once claimed suzerainty over all Christian nations.


          Peter also reformed the government of the Russian Orthodox Church. The traditional leader of the Church was the Patriarch of Moscow. In 1700, when the office fell vacant, Peter had refused to name a replacement, allowing the Patriarch's Coadjutor (or deputy) to discharge the duties of the office. Twenty-one years later, in 1721, Peter followed the advice of Feofan Prokopovich and erected the Holy Synod, a council of ten clergymen, to take the place of the Patriarch and Coadjutor. Peter also implemented a law which stipulated that no Russian man could join a monastery before the age of 50. He felt that too many able Russian men were being wasted away by clerical work when they could be joining his new and improved army. And in 18th century Russia, few people (men and women) lived to over a half century, therefore very few men became monks during Peter's reign, much to the dismay of the Russian Church.


          In 1722, Peter created a new order of precedence, known as the Table of Ranks. Formerly, precedence had been determined by birth. In order to deprive the Boyars of their high positions, Peter directed that precedence should be determined by merit and service to the Emperor. The Table of Ranks continued to remain in effect until the Russian monarchy was overthrown in 1917. In addition, Peter decided that all of the children of the nobility should have some early education, especially in the areas of sciences. Therefore, on February 28, 1714, he introduced the decree on compulsory education which dictated that all Russian children of the nobility, of government clerks and even lesser ranked officials between the ages of 10 and 15 must learn basic mathematics and geometry and that they should be tested on it at the end of their studies.


          Peter also introduced new taxes to fund improvements in Saint Petersburg. He abolished the land tax and household tax, and replaced them with a capitation. The taxes on land on households were payable only by individuals who owned property or maintained families; the new head taxes, however, were payable by serfs and paupers.


          In 1724, Peter had his second wife, Catherine, crowned as Empress, although he remained Russia's actual ruler. All of Peter's male children had diedthe eldest son, Alexei, had been tortured and killed on Peter's orders in 1718 because he had disobeyed his father and opposed official policies. At the same time, Alexei's mother Eudoxia had also been punished; she was dragged from her home and tried on false charges of adultery. A similar fate befell Peter's beautiful mistress, Anna Mons, in 1704.


          In 1725, construction of Peterhof, a palace near Saint Petersburg, was completed. Peterhof (Dutch for "Peter's Court") was a grand residence, becoming known as the "Russian Versailles".


          


          Death


          In the winter of 1723, Peter, whose overall health was never robust, began having problems with his urinary tract and bladder. In the summer of 1724 a team of doctors performed the necessary surgery releasing upwards of four pounds of blocked urine. Peter remained bedridden till late autumn. Then in the first week of October, restless and certain he was cured, Peter began a lengthy inspection tour of various projects. According to legend, it was in November, while at Lakhta along the Finnish Gulf to inspect some ironworks, that Peter saw a group of soldiers drowning not far from shore and, wading out into near-waist deep water, came to their rescue.
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          This icy water rescue is said to have exacerbated Peter's bladder problems and caused his death on February 8, 1725. The story, however, has been viewed with skepticism by some historians, pointing out that the German chronicler Jacob von Sthlin is the only source for the story, and it seems unlikely that no one else would have documented such an act of heroism. This, plus the interval of time between these actions and Peter's death seems to preclude any direct link. However, the story may still, in part, contain some grain of truth.


          In early January 1725, Peter was struck once again with uremia. Legend has it that before lapsing into unconsciousness Peter asked for a paper and pen and scrawled an unfinished note that read: "Leave all to...." and then, exhausted by the effort, asked for his daughter Anna to be summoned.


          Peter died between four and five in the morning February 8, 1725. An autopsy revealed his bladder to be infected with gangrene. He was fifty-two years, seven months old when he died, having reigned forty-two years.
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          Peter inherited an uneducated, untrained, uncivilized and superstitious country that excluded itself from European society, economy, and politics. In large measure, Peter exchanged tradition in favour of modernization. Peter the Great prodded a relatively backwards Muscovy state into a modernized Russia that competed with other European powers.


          


          Legitimate issue


          
            
              	Name

              	Birth

              	Death

              	Notes
            


            
              	By Eudoxia Lopukhina
            


            
              	HIH Alexei Petrovich, Tsarevich of Russia

              	18 February 1690

              	26 June 1718

              	Married 1711, Princess Charlotte of Brunswick-Wolfenbttel; had issue
            


            
              	HIH Alexander Petrovich, Grand Duke of Russia

              	13 October 1691

              	14 May 1692

              	
            


            
              	HIH Pavel Petrovich, Grand Duke of Russia

              	1693

              	1693

              	
            


            
              	By Catherine I
            


            
              	HIH Anna Petrovna, Tsesarevna of Russia

              	7 February 1708

              	15 May 1728

              	Married 1725, Karl Friedrich, Duke of Holstein-Gottorp; had issue
            


            
              	HIM Empress Elizabeth

              	29 December 1709

              	5 January 1762

              	Reputedly married 1742, Alexei Grigorievich, Count Razumovsky; no issue
            


            
              	HIH Natalia Petrovna, Grand Duchess of Russia

              	20 March 1713

              	27 May 1715

              	
            


            
              	HIH Margarita Petrovna, Grand Duchess of Russia

              	19 September 1714

              	7 June 1715

              	
            


            
              	HIH Peter Petrovich, Grand Duke of Russia

              	15 November 1715

              	19 April 1719

              	
            


            
              	HIH Pavel Petrovich, Grand Duke of Russia

              	13 January 1717

              	14 January 1717

              	
            


            
              	HIH Natalia Petrovna, Grand Duchess of Russia

              	31 August 1718

              	15 March 1725
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          Peter Paul Rubens ( June 28, 1577  May 30, 1640) was a diplomat best remembered as the most popular and prolific Flemish and European painter of the 17th century. He was the proponent of an exuberant Baroque style which emphasized movement, colour, and sensuality.


          


          Biography


          
            [image: ]
          


          Rubens was born in Siegen, Westphalia, to a successful Protestant lawyer who had fled Antwerp to escape religious persecution. In 1589, two years after his father's death, Rubens and his mother returned to Antwerp, where he was baptized a Catholic. Religion figured prominently in much of his later work. In Antwerp, his mother apprenticed Rubens to leading painters of the time like Adam Van Noort and Otto Venius.


          In 1600 he went to Italy, settling in Mantua where he worked as a court painter to the duke Vincenzo I of Gonzaga. He studied ancient Roman art and learned by copying the works of the Italian masters. His mature style was profoundly influenced by Titian.


          In 1603 and 1604, he worked as a diplomat in Spain, combining art and diplomacy as he would throughout his career.


          Upon the death of his mother in 1608, Rubens returned to Antwerp. A year later he married Isabella Brant, daughter of Jan Brant, a leading Antwerp humanist. He was appointed court painter by Albert and Isabella, the governors of the Low Countries.
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          In 1610 he moved into a new house and studio that he designed, which is now the Rubenshuis museum. It contained his workshop where he and his apprentices made most of the paintings, his art collection, and his library, which was one of the most extensive in Antwerp. Rubens was a good friend and occasional collaborator of the Moretus family, owners of the large Plantin-Moretus publishing house.


          His altarpieces The Raising of the Cross ( 1610) and The Descent from the Cross ( 1611 1614) for the Cathedral of Our Lady established Rubens as Flanders' leading painter.


          He received numerous commissions from the French court, including a series of allegorical paintings on the life of Marie de' Medici (now in the Louvre). He and his workshop executed many monumental religious paintings, such as the Assumption of the Virgin Mary in the Cathedral of Antwerp. The young Anthony van Dyck was one of the assistants in Rubens' studio.
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          In the period between 1621 and 1630, the Spanish Habsburg rulers entrusted Rubens with a number of diplomatic missions. Charles I of England knighted him for his diplomatic efforts to bring about a peace treaty between England and Spain. He was also commissioned to paint the ceiling of the Banqueting House at the Palace of Whitehall.


          In 1630, four years after the death of his first wife, the 53-year-old painter married 16-year-old Hlne Fourment. Rubens had three children with Isabella and five with Hlne; his youngest child was born eight months after his death. Hlne's charms recur in later works such as The Garden of Love, The Three Graces and The Judgment of Paris, painted for the Spanish court and now in the Prado.
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          Rubens died of gout at age 63 and was interred in Saint Jacob's church, Antwerp.


          


          Art
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          As many of his paintings feature full-figured, voluptuous women, the word " Rubenesque" (meaning plump or fleshy, yet not "fat," and used exclusively to describe women) is derived from his last name.


          Still, his art was much more diverse than this. He painted numerous portraits and self-portraits, religious paintings, as well as landscapes and historical pieces. He designed tapestries and houses.


          


          Workshop


          Rubens' paintings can be divided into three categories: those he painted himself, those which he painted in part (mainly hands and faces), and those he only supervised. He had, as was usual at the time, a large workshop with many apprentices, some of whom became famous in their own right. The best known of these was Anthony Van Dyck. He also collaborated on some pieces with other, more specialized painters, like Jan Brueghel or Frans Snyders.


          


          Painting for peace


          The allegory of Peace and War ( 1629), in the National Gallery, London, illustrates his strong concern for peace. It was given to Charles I and helped to create a peace treaty between London and Madrid. He visited the Netherlands, which was "enemy territory," partly to meet Dutch artists and partly to seek political reconciliation. There he encountered the attitude that courtiers should not use their hands in any art or trade. But because he was such a fine artist, Philip IV and Charles I both enjoyed his company as well as his art.
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          Value


          At a Sotheby's auction on July 10, 2002, Rubens' newly discovered painting Massacre of the Innocents sold for 49.5million ($76.2 million) to Lord Thomson. It is a current record for an Old Master painting.


          Recently in 2006, however, another lost masterpiece by Rubens, The Calydonian Boar Hunt, dating to 1611 or 1612, was sold to the Getty Collection in Paris for an unknown amount. It had been mistakenly attributed to a follower of Rubens for centuries until art experts authenticated it.
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          Peter Rabbit is the main character in a series of children's books by Beatrix Potter. He first appeared in The Tale of Peter Rabbit in 1902. Although he and the other rabbits are drawn from life, they wear human clothes; Peter wears a bright blue coat and clogs. Peter Rabbit series has sold more than 151 million copies in 35 languages. The rights to the characters are owned by Frederick Warne & Co.


          


          Peter's Appearances


          


          The Tale of Peter Rabbit


          One day, Mrs. Rabbit goes to the bakery, leaving Peter and his sisters, Flopsy, Mopsy, and Cottontail to play in the forest. Disobeying his mother's orders, Peter sneaks into Mr. McGregor's garden and eats as many vegetables as he can before Mr. McGregor spots him and chases him around. Eventually, Peter manages to escape, but not before losing his jacket and his shoes, which Mr. McGregor uses for his new scarecrow.


          


          The Tale of Benjamin Bunny


          His cousin Benjamin finds out that Mr. and Mrs. McGregor have left their home unattended, and drags Peter to the garden to feed him some great carrots, where Peter's clothes still are (and as a result of rain the previous night, have shrunk). After getting Peter's clothes back, Peter and Benjamin steal some onions to give to Peter's mother, but are then captured by Mr. McGregor's cat. Fortunately, Benjamin's father, Mr. Benjamin Bunny (later renamed Mr. Bouncer), having noticed their disappearance, shows up and rescues them, but later reprimands Peter and Benjamin for going into Mr. McGregor's garden by whipping them with a switch that he was carrying with him. In 1987, a VHS of these two characters were released in one story.


          


          The Tale of Mrs. Tiggy-Winkle


          Peter, along with Benjamin, makes a cameo in this story where Mrs. Tiggy-Winkle mends, among other clothing articles, Peter's jacket.


          


          The Tale of Ginger and Pickles


          In this story of the titular swindlers, Peter and his family, along with characters from several of Potter's other previous stories, make cameo appearances in the artwork.


          


          The Tale of the Flopsy Bunnies


          According to this story, Peter, now an adult, usually lends cabbages to Benjamin, Flopsy, and their children. Sometimes he had no cabbages to spare.


          


          The Tale of Mr. Tod


          Benjamin and Flopsy's children are kidnapped by notorious badger Tommy Brock. While Flopsy takes out her anger on Mr. Bouncer for letting Brock in, Benjamin and Peter chase after Brock, who hides out in the house of Mr. Tod (a fox modeled after a similar-looking character from The Tale of Jemima Puddle-Duck). When Mr. Tod finds Brock sleeping in his bed, he sets a trap so that a bucket of water will fall on Brock. But Brock wakes up before Mr. Tod springs his trap, and the two get into a big scuffle, during which Peter and Benjamin (who have been watching these events) rescue the children.


          


          Trivia


          Convicted Bonnano crime family mobster Peter Calabrese is nickname "Peter Rabbit" after the children's story books. It is unknown how he adopted the peculiar nickname.
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              Pete Sampras
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              	Country

              	United States
            


            
              	Residence

              	Los Angeles, California, USA
            


            
              	Date of birth

              	August 12, 1971
            


            
              	Place of birth

              	Washington, D.C., USA
            


            
              	Height

              	6 ft 1 in (185 cm)
            


            
              	Weight

              	170 lb (77 kg)
            


            
              	Turned pro

              	1988
            


            
              	Retired

              	2002
            


            
              	Plays

              	Right; One-handed backhand
            


            
              	Career prize money

              	$43,280,489
            


            
              	Singles
            


            
              	Career record:

              	762 - 222
            


            
              	Career titles:

              	64
            


            
              	Highest ranking:

              	No. 1 ( 12 April 1993)
            


            
              	Grand Slam results
            


            
              	Australian Open

              	W (1994, 1997)
            


            
              	French Open

              	SF (1996)
            


            
              	Wimbledon

              	W (1993, 1994, 1995, 1997, 1998, 1999, 2000)
            


            
              	US Open

              	W (1990, 1993, 1995, 1996, 2002)
            


            
              	Doubles
            


            
              	Career record:

              	64 - 70
            


            
              	Career titles:

              	2
            


            
              	Highest ranking:

              	No. 27 ( 12 February 1990)
            


            
              	
                Infobox last updated on: N/A.

              
            

          


          Peter "Pete" Sampras (b. August 12, 1971, in Washington, D.C.) is a former World No. 1 tennis player from the United States. During his 15 year career, he won a record 14 Grand Slam men's singles titles in 52 appearances and finished the year as No. 1 on the ATP rankings for six consecutive years, a record for the open era and tying him for third all-time. Sampras won the singles title at Wimbledon seven times, an all-time record shared with William Renshaw. He also won five singles titles at the U.S. Open, an open era record shared with Jimmy Connors. Bud Collins has named Sampras as one of the top five men's tennis players of all-time, and TENNIS Magazine has named him the greatest player from 1965 through 2005. On January 17, 2007, Sampras was inducted into the 2007 class of the International Tennis Hall of Fame.


          


          Tennis career


          Pete Sampras was born in Washington, D.C., and is the third son of Sam and Georgia Sampras, Greek immigrants from Sparta. From an early age, Sampras showed signs of outstanding athletic ability. The young Sampras discovered a tennis racquet in the basement of his home and spent hours hitting balls against the wall. In 1978, the Sampras family moved to Palos Verdes, California, and the warmer climate there allowed seven-year-old Pete to play more tennis. The Sampras family joined the Peninsula Racquet Club. It was here that Pete's ability became apparent. By the age of 11, he had already learned the solid serve and volley tactic that would become the hallmark of his game. He was spotted by Dr. Peter Fisher, a pediatrician and a tennis enthusiast, who became his mentor for a long part of his career. He oversaw his training and arranged coaches. Fisher was instrumental in converting Sampras's two handed backhand to a one handed shot so that Sampras would have a better chance of winning Wimbledon. Fisher was later convicted of child molestation, but Sampras maintained that Fisher's behaviour towards him was normal and straightforward. Sampras later gave due credit to Fisher for orchestrating his early development as a player.


          Sampras turned professional in 1988 at the age of 17. He won his first top-level singles title in February 1990 at Philadelphia. In August that year, he captured his first Grand Slam title at the U.S. Open. He defeated Ivan Lendl in the quarterfinals and John McEnroe in the semifinals, to set up a final with another up-and-coming American player, Andre Agassi. Sampras beat Agassi in straight sets to become the U.S. Open's youngest-ever male singles champion at the age of 19 years and 28 days. The rivalry between Agassi and Sampras became the dominant rivalry in tennis in the 1990s, with Sampras winning 20 of the 34 matches they played.
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          1991 saw Sampras capture the first of five career titles at the year-end Tennis Masters Cup. In 1992, he finished runner-up at the U.S. Open and played on the U.S. team that won the Davis Cup. (He helped the United States win the cup again in 1995.)


          In April 1993, Sampras reached the World No. 1 ranking for the first time. His rise to the No. 1 spot was controversial because he had not recently won any Grand Slam titles. But he justified the ranking three months later by claiming his first Wimbledon title, beating former World No. 1 Jim Courier in the final. This was swiftly followed by his second U.S. Open title. He finished the year as the clear No. 1 and set a new ATP Tour record that year by becoming the first player to serve over 1,000 aces in a season.


          Sampras dominated Wimbledon for the rest of the decade following his breakthrough title in 1993. He won three consecutive titles from 1993 through 1995. He lost a 1996 quarterfinal match to Richard Krajicek, who won the title that year. Sampras, however, then won four consecutive titles from 1997 through 2000 to become the most successful male player in Wimbledon history. His win in 2000 also allowed him to break Roy Emerson's record of 12 Grand Slam men's singles titles.


          Sampras won two Australian Open titles. In 1994, he defeated American Todd Martin in the final, and in 1997, he defeated Carlos Moya of Spain in the final. One of Sampras's most memorable matches there came in 1995 when he played Courier in the semifinals. Sampras's long time coach and close friend, Tim Gullickson, had mysteriously collapsed during the tournament and was forced to return to the United States. Gullickson was later diagnosed with brain cancer from which he succumbed the following year. Saddened by Gullickson's illness, Sampras began visibly weeping during the match, but somehow managed to win. Sampras then lost the final to Agassi. Paul Annacone took over as Sampras's full time coach after Gullickson's illness made it impossible for him to continue coaching.


          Sampras's best surface was undoubtedly the fast-playing grass courts. He was also known, however, for his all-round game and strong competitive instinct. He won back-to-back U.S. Open titles in 1995 and 1996. Sampras's only real weakness was on clay courts, where the slow surface tempered his natural attacking serve-and-volley game. His best performance at the French Open came in 1996, when he lost a semifinal match to the eventual winner, Yevgeny Kafelnikov. Despite his limited success at Roland Garros, Sampras did win some significant matches on clay. He won the 1994 Italian Open, defeating Boris Becker in the final, and two singles matches in the 1995 Davis Cup final against Russians Andrei Chesnokov and Kafelnikov in Moscow. Sampras also won a 1998 clay court tournament in Atlanta, defeating Jason Stoltenberg in the final.


          In 1998, Sampras's number-one ranking was challenged by Chilean player Marcelo Rios. (In 1993, 1994, 1996, and 1997, Sampras had dominated the ATP tour.) Sampras failed to defend his Australian Open title, losing in the quarterfinals, and won Wimbledon only after a hard fought five-set victory over Goran Ivaniević. Sampras lost a five-set U.S. Open semifinal to the eventual winner Patrick Rafter after suffering a leg injury in the third set while leading the match. He lost another semifinal at the Tennis Masters Cup. Nevertheless, Sampras finished the year as the top ranked player for the sixth year in a row.


          1999 also started out disappointingly, as he withdrew from the Australian Open and failed to win a title during the early part of the season. However, he then had a 24-match winning streak, including the Stella Artois Championships, Wimbledon (equaling Roy Emerson's record of 12 Grand Slam singles titles), Los Angeles, and Cincinnati. He was forced to retire from the RCA Championships and the U.S. Open because of a herniated disc in his back. Although he won the season-ending Tennis Masters Cup, he failed to finish the year as World No. 1 for the first time in seven years.


          After winning Wimbledon in 2000, Sampras did not win another title for two years. He lost in the final of the 2000 and 2001 U.S. Open to Marat Safin and Lleyton Hewitt, respectively, leading many to speculate that Sampras would never capture another major title. At Wimbledon in 2001, Sampras lost to Roger Federer 7-6(7), 5-7, 6-4, 6-7(2), 7-5 in the fourth round. The upset ended Sampras's 31-match winning streak at Wimbledon. In 2002, Sampras suffered another early exit from Wimbledon, losing in the second round to 145th ranked George Bastl of Switzerland, whose best surface was red clay.


          Sampras had a relatively poor summer leading up to the 2002 U.S. Open. Greg Rusedski, who Sampras had defeated in a long five-set third round match at the U.S. Open, said that Sampras was "a step and a half slower" and predicted that Sampras would lose his next match. Sampras, however, then defeated two young and upcoming stars of the game, Tommy Haas in the fourth round and Andy Roddick in the quarterfinals. He then defeated Sjeng Schalken in the semifinals to reach his third straight U.S. Open final. This time, he faced Agassi, who he had met in his very first Grand Slam final 12 years earlier. After a four-set battle between the two veterans, Sampras claimed a record 14th Grand Slam singles title and matched Jimmy Connors's record of five U.S. Open singles championships. The tournament turned out to be the last of Sampras's career.


          Although he played no tour events in the following 12 months, Sampras did not officially announce his retirement until August 2003, just prior to the U.S. Open. Sampras chose not to defend his title, but his retirement announcement was timed so that he could say farewell at a special ceremony organized for him at the open.


          Sampras played the first exhibition match since his retirement on April 6, 2006, in Houston, Texas against Robby Ginepri. Ginepri won the match 6-3, 7-6.


          During his career, Sampras won 64 top-level singles titles (including 14 Grand Slams and 11 ATP Masters Series titles) and two doubles titles. He was ranked the World No. 1 for a record 286 weeks and was year-end No. 1 for a record six consecutive years from 1993 through 1998.


          In 2006, Sampras announced he would be playing in World Team Tennis events.


          


          Playing style


          


          Sampras was a serve and volleyer known for several facets in his game, in particular:


          
            	an accurate and powerful first serve, one of the best of all time, leading to the nickname 'Pistol Pete';


            	a second serve nearly as powerful as his first, possibly his most dangerous weapon;


            	great disguise on both his first and second serves;


            	his athleticism, footspeed, and court coverage;


            	classic, almost throwback form on most of his strokes, including a classic eastern grip forehand and similar grip on the backhand;


            	his forehand, and in particular his "running forehand" (a forehand hit on the run), was considered the best in the world;


            	a reliable one-handed backhand, which he could hit with topspin or slice deep;


            	his net game - Sampras's volleys were excellent, and he arguably possessed the best overhead smash in the history of the men's game;


            	his mental focus, allowing him to play his best at decisive moments, such as hitting second serve aces at break point down.

          


          Sampras's classically smooth service motion gave him many easy points on aces or service winners. Overall, his serve had great disguise, very quick racquet-head speed, great back-arch, powerful leg-drive, and incredible forearm/wrist pronation. The speed of his serves was frequently 120-140 mph on 1st and 110-120 mph on second serves. Sampras is considered by many to have had the best second serve in history. He was known for producing aces on critical points, even with his second serves.


          Opponents frequently played to his backhand, which was considered to be his weaker side. To counter this, Sampras often camped on the backhand side while rallying from the baseline and often baited opponents for his great running forehand. Later on in his career, as his foot speed slightly declined, Sampras was forced to play closer to the centre of the court.


          His style changed dramatically between the early 1990s and the time he retired. Sampras excelled on hard courts. He served and volleyed on his first serve and frequently stayed back on his second serve. Towards the latter part of his career on hard courts, Sampras played a serve and volley game on both his first and second serves. On grass courts, Sampras served and volleyed on both serves throughout his career. When not serving in the early years of his career, his strategy was to be aggressive from the baseline, put opponents in a defensive position, and finish points at the net.


          In his later years, he became even more aggressive and would either employ a chip-and-charge strategyjust chip back the return and run up to the net, waiting for a volley or try to hit an offensive shot on the return and follow his return to the net. Sampras's aggressive strategies worked best on fast surfaceslike hardcourts and, in particular, grass but were weaker on slow surfaces like clay. As a result, he dominated Wimbledon (played on grass) but never won the French Open (played on clay).


          


          Personal and family life


          Sampras's older sister Stella is head coach at UCLA, and his younger sister, Marion, is a teacher in Los Angeles. His older brother, Gus, is tournament director at Scottsdale ATP event.


          On September 30, 2000, Sampras married American actress and former Miss Teen USA, Bridgette Wilson. On November 21, 2002, their son Christian Charles was born. On July 29, 2005, the couple welcomed their second son, Ryan Nikolaos.


          Sampras has thalassemia minor, an inherited disease that causes anaemia. Thalassemia minor limits physical and athletic endurance and causes those who have it to feel fatigued when forced to perform athletic feats. Sampras was generally able to control this condition, although he was not known for his endurance in extremely long matches. Sampras vomited on the court during his epic 7-6, 5-7, 5-7, 6-4, 7-6 win in the 1996 US Open quarterfinals against Alex Corretja - a match that lasted 4 hours and 9 minutes. During this match, Pete's close friend and radio presenter Patrick McCafferty turned up during the second set.


          Sampras's businesslike attitude to tennis and cautious handling of the press led critics to bemoan his lack of charisma, but his natural talent and work ethic, combined with his introverted nature, led him to let his accomplishments speak for themselves.


          


          Grand Slam singles finals


          


          Wins (14)


          
            
              	Year

              	Championship

              	Opponent in Final

              	Score in Final
            


            
              	1990

              	U.S. Open

              	[image: Flag of the United States] Andre Agassi

              	6-4, 6-3, 6-2
            


            
              	1993

              	Wimbledon

              	[image: Flag of the United States] Jim Courier

              	7-6, 7-6, 3-6, 6-3
            


            
              	1993

              	U.S. Open (2)

              	[image: Flag of France] Cdric Pioline

              	6-4, 6-4, 6-3
            


            
              	1994

              	Australian Open

              	[image: Flag of the United States] Todd Martin

              	7-6, 6-4, 6-4
            


            
              	1994

              	Wimbledon (2)

              	[image: Flag of Croatia] Goran Ivaniević

              	7-6, 7-6, 6-0
            


            
              	1995

              	Wimbledon (3)

              	[image: Flag of Germany] Boris Becker

              	6-7, 6-2, 6-4, 6-2
            


            
              	1995

              	U.S. Open (3)

              	[image: Flag of the United States] Andre Agassi

              	6-4, 6-3, 4-6, 7-5
            


            
              	1996

              	U.S. Open (4)

              	[image: Flag of the United States] Michael Chang

              	6-1, 6-4, 7-6
            


            
              	1997

              	Australian Open (2)

              	[image: Flag of Spain] Carlos Moy

              	6-2, 6-3, 6-3
            


            
              	1997

              	Wimbledon (4)

              	[image: Flag of France] Cdric Pioline

              	6-4, 6-2, 6-4
            


            
              	1998

              	Wimbledon (5)

              	[image: Flag of Croatia] Goran Ivaniević

              	6-7, 7-6, 6-4, 3-6, 6-2
            


            
              	1999

              	Wimbledon (6)

              	[image: Flag of the United States] Andre Agassi

              	6-3, 6-4, 7-5
            


            
              	2000

              	Wimbledon (7)

              	[image: Flag of Australia] Patrick Rafter

              	6-7, 7-6, 6-4, 6-2
            


            
              	2002

              	U.S. Open (5)

              	[image: Flag of the United States] Andre Agassi

              	6-3, 6-4, 5-7, 6-4
            

          


          


          Runner-ups (4)


          
            
              	Year

              	Championship

              	Opponent in Final

              	Score in Final
            


            
              	1992

              	U.S. Open

              	[image: Flag of Sweden] Stefan Edberg

              	3-6, 6-4, 7-6, 6-2
            


            
              	1995

              	Australian Open

              	[image: Flag of the United States] Andre Agassi

              	4-6, 6-1, 7-6, 6-4
            


            
              	2000

              	U.S. Open

              	[image: Flag of Russia] Marat Safin

              	6-4, 6-3, 6-3
            


            
              	2001

              	U.S. Open

              	[image: Flag of Australia] Lleyton Hewitt

              	7-6, 6-1, 6-1
            

          


          


          Masters Series singles finals


          


          Wins (11)


          
            
              	Year

              	Championship

              	Opponent in Final

              	Score in Final
            


            
              	1992

              	Cincinnati

              	[image: Flag of the United States] Ivan Lendl

              	6-3, 3-6, 6-3
            


            
              	1993

              	Miami

              	[image: Flag of the United States] MaliVai Washington

              	6-3, 6-2
            


            
              	1994

              	Indian Wells

              	[image: Flag of the Czech Republic] Petr Korda

              	4-6, 6-3, 3-6, 6-3, 6-2
            


            
              	1994

              	Miami (2)

              	[image: Flag of the United States] Andre Agassi

              	5-7, 6-3, 6-3
            


            
              	1994

              	Rome

              	[image: Flag of Germany] Boris Becker

              	6-1, 6-2, 6-2
            


            
              	1995

              	Indian Wells (2)

              	[image: Flag of the United States] Andre Agassi

              	7-5, 6-3, 7-5
            


            
              	1995

              	Paris

              	[image: Flag of Germany] Boris Becker

              	7-6, 6-4, 6-4
            


            
              	1997

              	Cincinnati (2)

              	[image: Flag of Austria] Thomas Muster

              	6-3, 6-4
            


            
              	1997

              	Paris (2)

              	[image: Flag of Sweden] Jonas Bjrkman

              	6-3, 4-6, 6-3, 6-1
            


            
              	1999

              	Cincinnati (3)

              	[image: Flag of Australia] Patrick Rafter

              	7-6, 6-3
            


            
              	2000

              	Miami (3)

              	[image: Flag of Brazil] Gustavo Kuerten

              	6-1, 6-7, 7-6, 7-6
            

          


          


          Runner-ups (8)


          
            
              	Year

              	Championship

              	Opponent in Final

              	Score in Final
            


            
              	1991

              	Cincinnati

              	[image: Flag of France] Guy Forget

              	2-6, 7-6, 6-4
            


            
              	1991

              	Paris

              	[image: Flag of France] Guy Forget

              	7-6, 4-6, 5-7, 6-4, 6-4
            


            
              	1995

              	Miami

              	[image: Flag of the United States] Andre Agassi

              	3-6, 6-2, 7-6
            


            
              	1995

              	Canada

              	[image: Flag of the United States] Andre Agassi

              	3-6, 6-2, 7-6
            


            
              	1996

              	Stuttgart

              	[image: Flag of Germany] Boris Becker

              	3-6, 6-3, 3-6, 6-3, 6-4
            


            
              	1998

              	Cincinnati

              	[image: Flag of Australia] Patrick Rafter

              	1-6, 7-6, 6-4
            


            
              	1998

              	Paris

              	[image: Flag of the United Kingdom] Greg Rusedski

              	6-4, 7-6, 6-3
            


            
              	2001

              	Indian Wells

              	[image: Flag of the United States] Andre Agassi

              	7-6, 7-5, 6-1
            

          


          


          Performance timeline


          
            
              	Tournament

              	1988

              	1989

              	1990

              	1991

              	1992

              	1993

              	1994

              	1995

              	1996

              	1997

              	1998

              	1999

              	2000

              	2001

              	2002

              	Career SR

              	Career Win-Loss
            


            
              	Australian Open

              	A

              	1R

              	4R

              	A

              	A

              	SF

              	W

              	F

              	3R

              	W

              	QF

              	A

              	SF

              	4R

              	4R

              	2 / 11

              	45-9
            


            
              	French Open

              	A

              	2R

              	A

              	2R

              	QF

              	QF

              	QF

              	1R

              	SF

              	3R

              	2R

              	2R

              	1R

              	2R

              	1R

              	0 / 13

              	24-13
            


            
              	Wimbledon

              	A

              	1R

              	1R

              	2R

              	SF

              	W

              	W

              	W

              	QF

              	W

              	W

              	W

              	W

              	4R

              	2R

              	7 / 14

              	63-7
            


            
              	U.S. Open

              	1R

              	4R

              	W

              	QF

              	F

              	W

              	4R

              	W

              	W

              	4R

              	SF

              	A

              	F

              	F

              	W

              	5 / 14

              	71-9
            


            
              	Grand Slam SR

              	0 / 1

              	0 / 4

              	1 / 3

              	0 / 3

              	0 / 3

              	2 / 4

              	2 / 4

              	2 / 4

              	1 / 4

              	2 / 4

              	1 / 4

              	1 / 2

              	1 / 4

              	0 / 4

              	1 / 4

              	14 / 52

              	N/A
            


            
              	Grand Slam Win-Loss

              	0-1

              	4-4

              	10-2

              	6-3

              	15-3

              	23-2

              	21-2

              	20-2

              	18-3

              	19-2

              	17-3

              	8-1

              	18-3

              	13-4

              	11-3

              	N/A

              	203-38
            


            
              	Tennis Masters Cup

              	A

              	A

              	RR

              	W

              	SF

              	F

              	W

              	SF

              	W

              	W

              	SF

              	W

              	SF

              	A

              	A

              	5 / 11

              	35-14
            


            
              	Indian Wells Masters

              	3R

              	3R

              	2R

              	A

              	3R

              	3R

              	W

              	W

              	QF

              	2R

              	3R

              	2R

              	QF

              	F

              	SF

              	2 / 14

              	31-12
            


            
              	Miami Masters

              	A

              	1R

              	QF

              	2R

              	QF

              	W

              	W

              	F

              	SF

              	SF

              	3R

              	QF

              	W

              	3R

              	3R

              	3 / 14

              	42-10
            


            
              	Monte Carlo Masters

              	A

              	A

              	A

              	A

              	2R

              	A

              	A

              	2R

              	A

              	2R

              	3R

              	A

              	A

              	A

              	A

              	0 / 4

              	1-4
            


            
              	Rome Masters

              	A

              	2R

              	A

              	2R

              	QF

              	SF

              	W

              	1R

              	A

              	1R

              	3R

              	2R

              	A

              	1R

              	1R

              	1 / 11

              	18-10
            


            
              	Hamburg Masters

              	A

              	A

              	A

              	3R

              	A

              	A

              	A

              	SF

              	A

              	A

              	A

              	A

              	2R

              	1R

              	1R

              	0 / 5

              	5-5
            


            
              	Canada Masters

              	A

              	A

              	SF

              	2R

              	A

              	3R

              	A

              	F

              	A

              	A

              	QF

              	A

              	QF

              	A

              	3R

              	0 / 7

              	15-7
            


            
              	Cincinnati Masters

              	1R

              	3R

              	3R

              	F

              	W

              	SF

              	A

              	QF

              	QF

              	W

              	F

              	W

              	3R

              	2R

              	2R

              	3 / 14

              	38-11
            


            
              	Stuttgart Masters (Essen, Stockholm)

              	A

              	1R

              	SF

              	QF

              	SF

              	2R

              	SF

              	SF

              	F

              	3R

              	SF

              	A

              	A

              	QF

              	A

              	0 / 11

              	23-11
            


            
              	Paris Masters

              	A

              	A

              	3R

              	F

              	2R

              	QF

              	QF

              	W

              	2R

              	W

              	F

              	3R

              	A

              	A

              	A

              	2 / 10

              	24-7
            


            
              	Total Titles

              	0

              	0

              	4

              	4

              	5

              	8

              	10

              	5

              	8

              	8

              	4

              	5

              	2

              	0

              	1

              	N/A

              	64
            


            
              	Hardcourt Win-Loss

              	8-7

              	13-10

              	27-8

              	25-7

              	25-5

              	43-6

              	37-3

              	37-6

              	46-4

              	35-5

              	30-10

              	23-5

              	28-7

              	26-10

              	20-8

              	N/A

              	423-101
            


            
              	Grass Win-Loss

              	0-0

              	2-2

              	6-2

              	5-3

              	7-2

              	7-1

              	11-1

              	12-0

              	4-1

              	8-1

              	8-1

              	12-0

              	11-1

              	6-2

              	2-3

              	N/A

              	101-20
            


            
              	Carpet Win-Loss

              	2-2

              	1-4

              	18-6

              	19-6

              	18-4

              	21-5

              	17-6

              	16-5

              	10-3

              	10-2

              	14-3

              	1-0

              	1-1

              	0-0

              	0-0

              	N/A

              	148-47
            


            
              	Clay Win-Loss

              	0-1

              	2-3

              	0-1

              	3-3

              	22-8

              	14-4

              	12-2

              	7-5

              	5-3

              	2-4

              	9-3

              	4-3

              	2-4

              	3-4

              	5-6

              	N/A

              	90-54
            


            
              	Overall Win-Loss

              	10-10

              	18-19

              	51-17

              	52-19

              	72-19

              	85-16

              	77-12

              	72-16

              	65-11

              	55-12

              	61-17

              	40-8

              	42-13

              	35-16

              	27-17

              	N/A

              	762-222
            


            
              	Year End Ranking

              	97

              	81

              	5

              	6

              	3

              	1

              	1

              	1

              	1

              	1

              	1

              	3

              	3

              	10

              	13

              	N/A

              	N/A
            

          


          Note: Tournaments were designated as the 'Masters Series' only after the ATP took over the running of the men's tour in 1990.


          A = did not participate in the tournament


          SR = the ratio of the number of singles tournaments won to the number of those tournaments played


          


          Titles (66)


          


          Singles (64)


          
            
              	
                
                  
                    	Legend
                  


                  
                    	Grand Slam (14)
                  


                  
                    	Tennis Masters Cup (5)
                  


                  
                    	ATP Masters Series (11)
                  


                  
                    	ATP Tour (34)
                  

                

              

              	
                
                  
                    	Titles by Surface
                  


                  
                    	Hard (37)
                  


                  
                    	Clay (3)
                  


                  
                    	Grass (10)
                  


                  
                    	Carpet (14)
                  

                

              
            

          


          
            
              	No.

              	Date

              	Tournament

              	Surface

              	Opponent in the final

              	Score
            


            
              	1.

              	19 February 1990

              	Philadelphia, Pennsylvania

              	Carpet (I)

              	[image: Flag of Ecuador] Andrs Gmez

              	7-6, 7-5, 6-2
            


            
              	2.

              	18 June 1990

              	Manchester, Great Britain

              	Grass

              	[image: Flag of Israel] Gilad Bloom

              	7-6, 7-6
            


            
              	3.

              	27 August 1990

              	U.S. Open

              	Hard

              	[image: Flag of the United States] Andre Agassi

              	6-4, 6-3, 6-2
            


            
              	4.

              	10 December 1990

              	Grand Slam Cup, Munich, Germany

              	Hard (I)

              	[image: Flag of the United States] Brad Gilbert

              	7-5, 7-6, 7-5
            


            
              	5.

              	29 July 1991

              	Los Angeles, California

              	Hard

              	[image: Flag of the United States] Brad Gilbert

              	6-2, 6-7, 6-3
            


            
              	6.

              	12 August 1991

              	Indianapolis, Indiana

              	Hard

              	[image: Flag of Germany] Boris Becker

              	7-6, 3-6, 6-3
            


            
              	7.

              	14 October 1991

              	Lyon, France

              	Carpet (I)

              	[image: Flag of France] Olivier Delaitre

              	6-1, 6-1
            


            
              	8.

              	11 November 1991

              	Frankfurt, Germany

              	Carpet (I)

              	[image: Flag of the United States] Jim Courier

              	3-6, 7-6, 6-3, 6-4
            


            
              	9.

              	17 February 1992

              	Philadelphia, Pennsylvania

              	Carpet (I)

              	[image: Flag of Israel] Amos Mansdorf

              	6-1, 7-6, 2-6, 7-6
            


            
              	10.

              	20 July 1992

              	Kitzbhel, Austria

              	Clay

              	[image: Flag of Argentina] Alberto Mancini

              	6-3, 7-5, 6-3
            


            
              	11.

              	10 August 1992

              	Cincinnati Masters, USA

              	Hard

              	[image: Flag of the Czech Republic] Ivan Lendl

              	6-3, 3-6, 6-3
            


            
              	12.

              	17 August 1992

              	Indianapolis, Indiana

              	Hard

              	[image: Flag of the United States] Jim Courier

              	6-4, 6-4
            


            
              	13.

              	19 October 1992

              	Lyon, France

              	Carpet (I)

              	[image: Flag of France] Cdric Pioline

              	6-4, 6-2
            


            
              	14.

              	11 January 1993

              	Sydney, Australia

              	Hard

              	[image: Flag of Austria] Thomas Muster

              	7-6, 6-1
            


            
              	15.

              	27 March 1993

              	Miami Masters, USA

              	Hard

              	[image: Flag of the United States] MaliVai Washington

              	6-3, 6-2
            


            
              	16.

              	5 April 1993

              	Tokyo, Japan

              	Hard

              	[image: Flag of the United States] Brad Gilbert

              	6-2, 6-2, 6-2
            


            
              	17.

              	12 April 1993

              	Hong Kong, China

              	Hard

              	[image: Flag of the United States] Jim Courier

              	6-3, 6-7, 7-6
            


            
              	18.

              	21 June 1993

              	Wimbledon

              	Grass

              	[image: Flag of the United States] Jim Courier

              	7-6, 7-6, 3-6, 6-3
            


            
              	19.

              	30 August 1993

              	U.S. Open

              	Hard

              	[image: Flag of France] Cdric Pioline

              	6-4, 6-4, 6-3
            


            
              	20.

              	18 October 1993

              	Lyon, France

              	Carpet (I)

              	[image: Flag of France] Cdric Pioline

              	7-6, 1-6, 7-5
            


            
              	21.

              	8 November 1993

              	Antwerp, Belgium

              	Carpet (I)

              	[image: Flag of Sweden] Magnus Gustafsson

              	6-1, 6-4
            


            
              	22.

              	10 January 1994

              	Sydney, Australia

              	Hard

              	[image: Flag of the Czech Republic] Ivan Lendl

              	7-6, 6-4
            


            
              	23.

              	17 January 1994

              	Australian Open

              	Hard

              	[image: Flag of the United States] Todd Martin

              	7-6, 6-4, 6-4
            


            
              	24.

              	28 February 1994

              	Indian Wells Masters, USA

              	Hard

              	[image: Flag of the Czech Republic] Petr Korda

              	4-6, 6-3, 3-6, 6-3, 6-2
            


            
              	25.

              	7 March 1994

              	Miami Masters, USA

              	Hard

              	[image: Flag of the United States] Andre Agassi

              	5-7, 6-3, 6-3
            


            
              	26.

              	28 March 1994

              	Osaka, Japan

              	Hard

              	[image: Flag of France] Lionel Roux

              	6-2, 6-2
            


            
              	27.

              	4 April 1994

              	Tokyo, Japan

              	Hard

              	[image: Flag of the United States] Michael Chang

              	6-4, 6-2
            


            
              	28.

              	9 May 1994

              	Rome Masters, Italy

              	Clay

              	[image: Flag of Germany] Boris Becker

              	6-1, 6-2, 6-2
            


            
              	29.

              	20 June 1994

              	Wimbledon

              	Grass

              	[image: Flag of Croatia] Goran Ivaniević

              	7-6, 7-6, 6-0
            


            
              	30.

              	7 November 1994

              	Antwerp, Belgium

              	Carpet (I)

              	[image: Flag of Sweden] Magnus Larsson

              	7-6, 6-4
            


            
              	31.

              	14 November 1994

              	Frankfurt, Germany

              	Carpet (I)

              	[image: Flag of Germany] Boris Becker

              	4-6, 6-3, 7-5, 6-4
            


            
              	32.

              	6 March 1995

              	Indian Wells Masters, USA

              	Hard

              	[image: Flag of the United States] Andre Agassi

              	7-6, 7-5, 6-2
            


            
              	33.

              	12 June 1995

              	Queen's Club, Great Britain

              	Grass

              	[image: Flag of France] Guy Forget

              	7-6, 7-6
            


            
              	34.

              	26 June 1995

              	Wimbledon

              	Grass

              	[image: Flag of Germany] Boris Becker

              	6-7, 6-2, 6-4, 6-2
            


            
              	35.

              	28 August 1995

              	U.S. Open

              	Hard

              	[image: Flag of the United States] Andre Agassi

              	6-4, 6-3, 4-6, 7-5
            


            
              	36.

              	30 October 1995

              	Paris Masters, France

              	Carpet (I)

              	[image: Flag of Germany] Boris Becker

              	7-6, 6-4, 6-4
            


            
              	37.

              	12 February 1996

              	San Jose, California

              	Hard (I)

              	[image: Flag of the United States] Andre Agassi

              	6-2, 6-3
            


            
              	38.

              	19 February 1996

              	Memphis, Tennessee

              	Hard (I)

              	[image: Flag of the United States] Todd Martin

              	6-4, 7-6
            


            
              	39.

              	8 April 1996

              	Hong Kong, China

              	Hard

              	[image: Flag of the United States] Michael Chang

              	6-4, 3-6, 6-4
            


            
              	40.

              	15 April 1996

              	Tokyo, Japan

              	Hard

              	[image: Flag of the United States] Richey Reneberg

              	6-4, 7-5
            


            
              	41.

              	12 August 1996

              	Indianapolis, Indiana

              	Hard

              	[image: Flag of Croatia] Goran Ivaniević

              	7-6, 7-5
            


            
              	42.

              	26 August 1996

              	U.S. Open

              	Hard

              	[image: Flag of the United States] Michael Chang

              	6-1, 6-4, 7-6
            


            
              	43.

              	23 September 1996

              	Basel, Switzerland

              	Hard (I)

              	[image: Flag of Germany] Hendrik Dreekmann

              	7-5, 6-2, 6-0
            


            
              	44.

              	18 November 1996

              	ATP Tour World Championship, Hanover, Germany

              	Carpet (I)

              	[image: Flag of Germany] Boris Becker

              	3-6, 7-6, 7-6, 6-7, 6-4
            


            
              	45.

              	13 January 1997

              	Australian Open

              	Hard

              	[image: Flag of Spain] Carlos Moy

              	6-2, 6-3, 6-3
            


            
              	46.

              	20 February 1997

              	San Jose, California

              	Hard (I)

              	[image: Flag of the United Kingdom] Greg Rusedski

              	3-6, 5-0 ret.
            


            
              	47.

              	24 February 1997

              	Philadelphia, Pennsylvania

              	Hard (I)

              	[image: Flag of Australia] Patrick Rafter

              	5-7, 7-6, 6-3
            


            
              	48.

              	23 June 1997

              	Wimbledon

              	Grass

              	[image: Flag of France] Cdric Pioline

              	6-4, 6-2, 6-4
            


            
              	49.

              	4 August 1997

              	Cincinnati Masters, USA

              	Hard

              	[image: Flag of Austria] Thomas Muster

              	6-4, 6-4, 6-3
            


            
              	50.

              	22 September 1997

              	Grand Slam Cup, Munich, Germany

              	Carpet (I)

              	[image: Flag of Australia] Patrick Rafter

              	6-2, 6-4, 7-5
            


            
              	51.

              	27 October 1997

              	Paris Masters, France

              	Carpet (I)

              	[image: Flag of Sweden] Jonas Bjrkman

              	6-3, 4-6, 6-3, 6-1
            


            
              	52.

              	10 November 1997

              	Hanover, Germany

              	Hard (I)

              	[image: Flag of Russia] Yevgeny Kafelnikov

              	6-3, 6-2, 6-2
            


            
              	53

              	23 February 1998

              	Philadelphia, Pennsylvania

              	Hard (I)

              	[image: Flag of Sweden] Thomas Enqvist

              	7-5, 7-6
            


            
              	54.

              	27 April 1998

              	Atlanta, Georgia

              	Clay

              	[image: Flag of Australia] Jason Stoltenberg

              	6-7, 6-3, 7-6
            


            
              	55.

              	22 June 1998

              	Wimbledon

              	Grass

              	[image: Flag of Croatia] Goran Ivaniević

              	6-7, 7-6, 6-4, 3-6, 6-2
            


            
              	56.

              	12 October 1998

              	Vienna, Austria

              	Carpet (I)

              	[image: Flag of Slovakia] Karol Kučera

              	6-3, 7-6, 6-1
            


            
              	57.

              	7 June 1999

              	Queen's Club, Great Britain

              	Grass

              	[image: Flag of the United Kingdom] Tim Henman

              	6-7 6-4 7-6
            


            
              	58.

              	21 June 1999

              	Wimbledon

              	Grass

              	[image: Flag of the United States] Andre Agassi

              	6-3, 6-4, 7-5
            


            
              	59.

              	26 July 1999

              	Los Angeles, California

              	Hard

              	[image: Flag of the United States] Andre Agassi

              	7-6, 7-6
            


            
              	60.

              	9 August 1999

              	Cincinnati Masters, USA

              	Hard

              	[image: Flag of Australia] Patrick Rafter

              	7-6 6-3
            


            
              	61.

              	22 November 1999

              	Hanover, Germany

              	Hard (I)

              	[image: Flag of the United States] Andre Agassi

              	6-1, 7-5, 6-4
            


            
              	62.

              	20 March 2000

              	Miami Masters, USA

              	Hard

              	[image: Flag of Brazil] Gustavo Kuerten

              	6-1, 6-7, 7-6, 7-6
            


            
              	63.

              	26 June 2000

              	Wimbledon

              	Grass

              	[image: Flag of Australia] Patrick Rafter

              	6-7, 7-6, 6-4, 6-2
            


            
              	64.

              	26 August 2002

              	U.S. Open

              	Hard

              	[image: Flag of the United States] Andre Agassi

              	6-3, 6-4, 5-7, 6-4
            

          


          


          Doubles (2)


          
            
              	No.

              	Date

              	Tournament

              	Surface

              	Partner

              	Opponents in the final

              	Score
            


            
              	1.

              	15 May 1989

              	Rome, Italy

              	Clay

              	[image: Flag of the United States] Jim Courier

              	[image: Flag of Brazil] Mauro Menezes

              	6-4, 6-3
            


            
              	2.

              	12 June 1995

              	Queen's Club, Great Britain

              	Grass

              	[image: Flag of the United States] Todd Martin

              	[image: Flag of Sweden] Jonas Bjrkman

              	7-6, 6-4
            

          


          


          Singles runner-ups (24)


          
            
              	
                
                  	1991: Philadelphia (lost to Ivan Lendl)


                  	1991: Manchester (lost to Goran Ivaniević)


                  	1991: Cincinnati Masters (lost to Guy Forget)


                  	1991: Paris Masters (lost to Guy Forget)


                  	1992: Atlanta (lost to Andre Agassi)


                  	1992: U.S. Open (lost to Stefan Edberg)


                  	1993: ATP Tour World Championships (lost to Michael Stich)


                  	1994: Queen's Club (lost to Todd Martin)


                  	1994: Grand Slam Cup (lost to Magnus Larsson)


                  	1995: Australian Open (lost to Andre Agassi)


                  	1995: Miami Masters (lost to Andre Agassi)


                  	1995: Canada Masters (lost to Andre Agassi)

                

              

              	
                
                  	1995: Lyon (lost to Wayne Ferreira)


                  	1996: Stuttgart Masters (lost to Boris Becker)


                  	1998: San Jose (lost to Andre Agassi)


                  	1998: Cincinnati Masters (lost to Patrick Rafter)


                  	1998: Paris Masters (lost to Greg Rusedski)


                  	2000: Queen's Club (lost to Lleyton Hewitt)


                  	2000: U.S. Open (lost to Marat Safin)


                  	2001: Indian Wells Masters (lost to Andre Agassi)


                  	2001: Los Angeles (lost to Andre Agassi)


                  	2001: Long Island (lost to Tommy Haas)


                  	2001: U.S. Open (lost to Lleyton Hewitt)


                  	2002: Houston (lost to Andy Roddick)

                

              
            

          


          


          ATP Tour career earnings


          
            
              	Year

              	Majors

              	ATP wins

              	Total wins

              	Earnings ($)

              	Money list rank
            


            
              	1997

              	2

              	6

              	8

              	6,498,311

              	1
            


            
              	1998

              	1

              	3

              	4

              	3,931,497

              	1
            


            
              	1999

              	1

              	4

              	5

              	2,816,406

              	2
            


            
              	2000

              	1

              	1

              	2

              	2,254,598

              	5
            


            
              	2001

              	0

              	0

              	0

              	994,331

              	11
            


            
              	2002

              	1

              	0

              	1

              	1,222,999

              	12
            


            
              	Career

              	14

              	50

              	64

              	43,280,489

              	1
            

          


          


          Records and achievements


          
            	Sampras won a record 14 Grand Slam singles titles during his career.


            	Sampras finished the year as No. 1 on the ATP rankings for a record six years. He is the only player to have finished as ATP No. 1 for six consecutive years (1993-98).


            	Sampras was the ATP No. 1 ranked player in the world for a record 286 weeks.


            	Sampras and Jimmy Connors share the record for most U.S. Open men's singles titles won during the open era, with five titles each.


            	William Renshaw and Sampras share the record for most Wimbledon men's singles titles won, with seven titles each.


            	Sampras was included in the year-end ATP top ten rankings for 12 years. Only Connors, Ivan Lendl, and Andre Agassi have stayed in the ATP top ten longer.


            	Sampras finished his career with a record U.S. $43 million in career prize money.


            	Sampras captured 64 ATP titles during his career, which makes him fourth on the all time list.


            	Sampras won 11 ATP Masters Series titles and stands third on the list for most Master Series titles won, behind Andre Agassi (17) and Roger Federer (12).


            	Sampras appeared in at least one Grand Slam final for 11 consecutive years (1992-2002), winning at least one of those finals in eight straight years (1993-2000).


            	Ken Rosewall and Sampras are the only men to have won Grand Slam singles titles as a teenager, in their 20s, and in their 30s.


            	Sampras won at least one title for 11 straight years (1990-2000) and 12 of 13 (except 2001).


            	Sampras captured the ATP World Championship (now renamed the Tennis Masters Cup) a record five times in Germany (1991, 1994, 1996-97, and 1999). He shares this open era record with Lendl.


            	Sampras compiled a 19-9 career Davis Cup record (15-8 in singles) and was a member of winning teams in 1992 and 1995.


            	Sampras served a career-high 1,011 aces in 1993 and 974 aces in 1995 to lead the ATP circuit.


            	Sampras won a career-high 10 titles and compiled a personal-best 29-match winning streak in 1994.


            	Sampras won a career-best 85 matches in 1993 and on April 12 of that year became the 11th player in the history of ATP rankings to reach the No. 1 spot.


            	Sampras was the youngest U.S. Open men's singles champion at 19 years, 28 days in 1990.


            	Sampras compiled a 40-2 match record on Centre Court at Wimbledon and 63-7 overall at the All England Club.


            	Sampras compiled a 762-222 record during his years on the circuit, winning more than 77% of all the matches he played in 15 years.


            	Sampras won singles titles in 11 different countries: Austria, Australia, Belgium, People's Republic of China, France, Germany, Italy, Japan, Switzerland, United Kingdom, United States.

          


          


          Awards


          
            	Association of Tennis Professionals (ATP) Player of the Year for six consecutive years from 1993 through 1998.


            	International Tennis Federation World Champion for six consecutive years from 1993 through 1998.


            	U.S. Olympic Committee "Sportsman of the Year" in 1997. He was the first tennis player to receive this award.


            	GQ Magazine's Individual Athlete Award for Man of the Year in 2000.


            	Selected the No. 1 player (of 25 players) in the past 25 years by a panel of 100 current and past players, journalists, and tournament directors to commemorate the 25th anniversary of the ATP in 1997.


            	Voted 48th athlete of Top 50 Greatest North American Athletes of ESPN's SportsCentury (also youngest on list).


            	In 2005, TENNIS Magazine named Sampras the greatest tennis player for the period 1965 through 2005, from its list, TENNIS Magazine's 40 Greatest Players of the TENNIS Era.

          


          


          Rivalry with Agassi


          Andre Agassi was perhaps Sampras's greatest rival, and the rivalry often brought out the best in both players' games. The Sampras-Agassi rivalry reached its height in 1995 when each man agreed to play in the Davis Cup only if the other also played. They were concerned that if one played while the other rested during the weeks leading up to the French Open, the one who rested would have a competitive advantage heading into the year's second Grand Slam event. Both ended up playing, and the U.S. won the Davis Cup that year.


          Notable Sampras-Agassi matches of 1995 included the finals of the Australian Open, Indian Wells, Rogers Cup, and U.S. Open, with Sampras winning at Indian Wells and the U.S. Open. The two players traded the number one ranking several times that year. The 1995 U.S. Open men's singles final between Sampras and Agassi was the highest-rated match among U.S. television audiences.


          The second highest-rated match of their rivalry was the final of the 2002 U.S. Open. It was the first Sampras-Agassi meeting in a U.S. Open final since 1995. It was also notable because both had defeated several up-and-coming players enroute to the final.


          However maybe the most memorable Sampras-Agassi match came in a 2001 U.S. Open quarterfinal. Sampras battled to a 6-7, 7-6, 7-6, 7-6 victory. There were no breaks of serve during the entire match. Reruns of the match are frequently featured on television, especially during U.S. Open rain delays.


          The Sampras versus Agassi rivalry goes all the way back to their childhoods when they played against each other in a 1979 junior tournament in Northridge, California at ages eight and nine respectively.


          


          Trivia


          
            	He modeled his game after his childhood idol, Rod Laver.


            	He used a very demanding racket, a small 85-square-inch Wilson racket that was strung at a tight 75 pounds. The high tension would presumably make his groundstrokes less powerful; yet, his strokes were among the most powerful in the game.


            	As a junior player, he was a defensive baseliner playing with a two-handed backhand. His coach, Pete Fisher, changed him to be a serve and volleyer with a one-handed backhand with Wimbledon in mind.


            	He was not a particularly notable junior player. He was still adjusting his game and playing at higher age groups to train himself.


            	Because watching Sampras play in person made them too nervous, his parents attended only his loss to Stefan Edberg in a 1992 Wimbledon semifinal and his victory over Patrick Rafter in the 2000 Wimbledon final. After winning Wimbledon that year -- his record-breaking 13th Grand Slam singles title -- Sampras ran into the stands to hug his parents.


            	Sampras admitted to not speaking about his condition with thalassemia minor because that would have lessened his aura of invincibility against fellow players.


            	Sampras had a rabbit named after him in the famous comedy series Father Ted.


            	During the height of his career, he claimed to sleep twelve hours every night.


            	Sampras was featured on more than one episode of The Prince of Tennis.


            	Sampras was featured on an episode of The Simpsons.


            	Sampras was referenced in an email episode of the popular cartoon website Homestarrunner.com

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Pete_Sampras"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Petroleum


        
          

          
            [image: Pumpjack pumping an oil well near Lubbock, Texas]

            
              Pumpjack pumping an oil well near Lubbock, Texas
            

          


          Petroleum (L. petroleum < Gr. έ lit. "rock oil" was first used in the treatise De re metallica published in 1556 by the German mineralogist Georg Bauer, known as Georgius Agricola.) is a naturally occurring, flammable liquid found in rock formations in the Earth consisting of a complex mixture of hydrocarbons of various molecular weights, plus other organic compounds.


          


          Composition


          The proportion of hydrocarbons in the mixture is highly variable and ranges from as much as 97% by weight in the lighter oils to as little as 50% in the heavier oils and bitumens.


          The hydrocarbons in crude oil are mostly alkanes, cycloalkanes and various aromatic hydrocarbons while the other organic compounds contain nitrogen, oxygen and sulfur, and trace amounts of metals such as iron, nickel, copper and vanadium. The exact molecular composition varies widely from formation to formation but the proportion of chemical elements vary over fairly narrow limits as follows:


          
            
              	Carbon

              	83-87%
            


            
              	Hydrogen

              	10-14%
            


            
              	Nitrogen

              	0.1-2%
            


            
              	Oxygen

              	0.1-1.5%
            


            
              	Sulfur

              	0.5-6%
            


            
              	Metals

              	<1000 ppm
            

          


          Crude oil varies greatly in appearance depending on its composition. It is usually black or dark brown (although it may be yellowish or even greenish). In the reservoir it is usually found in association with natural gas, which being lighter forms a gas cap over the petroleum, and saline water, which being heavier generally floats underneath it. Crude oil may also be found in semi-solid form mixed with sand, as in the Athabasca oil sands in Canada, where it may be referred to as crude bitumen.


          Petroleum is used mostly, by volume, for producing fuel oil and gasoline (petrol), both important " primary energy" sources. 84% by volume of the hydrocarbons present in petroleum is converted into energy-rich fuels (petroleum-based fuels), including gasoline, diesel, jet, heating, and other fuel oils, and liquefied petroleum gas.


          Due to its high energy density, easy transportability and relative abundance, it has become the world's most important source of energy since the mid-1950s. Petroleum is also the raw material for many chemical products, including pharmaceuticals, solvents, fertilizers, pesticides, and plastics; the 16% not used for energy production is converted into these other materials.


          Petroleum is found in porous rock formations in the upper strata of some areas of the Earth's crust. There is also petroleum in oil sands (tar sands). Known reserves of petroleum are typically estimated at around 190 km3 (1.2 trillion (short scale) barrels) without oil sands, or 595 km3 (3.74 trillion barrels) with oil sands. Consumption is currently around 84million barrels (13.4106m3) per day, or 4.9 km3 per year. Because the energy return over energy invested (EROEI) ratio of oil is constantly falling as petroleum recovery gets more difficult, recoverable oil reserves are significantly less than total oil-in-place. At current consumption levels, and assuming that oil will be consumed only from reservoirs, known recoverable reserves would be gone around 2039, potentially leading to a global energy crisis. However, there are factors which may extend or reduce this estimate, including the rapidly increasing demand for petroleum in China, India, and other developing nations; new discoveries; energy conservation and use of alternative energy sources; and new economically viable exploitation of non-conventional oil sources.


          


          Chemistry


          
            [image: Octane, a hydrocarbon found in petroleum, lines are single bonds, black spheres are carbon, white spheres are hydrogen]

            
              Octane, a hydrocarbon found in petroleum, lines are single bonds, black spheres are carbon, white spheres are hydrogen
            

          


          Petroleum is a mixture of a very large number of different hydrocarbons; the most commonly found molecules are alkanes (linear or branched), cycloalkanes, aromatic hydrocarbons, or more complicated chemicals like asphaltenes. Each petroleum variety has a unique mix of molecules, which define its physical and chemical properties, like colour and viscosity.


          The alkanes, also known as paraffins, are saturated hydrocarbons with straight or branched chains which contain only carbon and hydrogen and have the general formula CnH2n+2 They generally have from 5 to 40 carbon atoms per molecule, although trace amounts of shorter or longer molecules may be present in the mixture.


          The alkanes from pentane (C5H12) to octane (C8H18) are refined into gasoline (petrol), the ones from nonane (C9H20) to hexadecane (C16H34) into diesel fuel and kerosene (primary component of many types of jet fuel), and the ones from hexadecane upwards into fuel oil and lubricating oil. At the heavier end of the range, paraffin wax is an alkane with approximately 25 carbon atoms, while asphalt has 35 and up, although these are usually cracked by modern refineries into more valuable products. Any shorter hydrocarbons are considered natural gas or natural gas liquids.


          The cycloalkanes, also known as napthenes, are saturated hydrocarbons which have one or more carbon rings to which hydrogen atoms are attached according to the formula CnH2n. Cycloalkanes have similar properties to alkanes but have higher boiling points.


          The aromatic hydrocarbons are unsaturated hydrocarbons which have one or more planar six-carbon rings called benzene rings, to which hydrogen atoms are attached with the formula CnHn. They tend to burn with a sooty flame, and many have a sweet aroma. Some are carcinogenic.


          These different molecules are separated by fractional distillation at an oil refinery to produce gasoline, jet fuel, kerosene, and other hydrocarbons. For example 2,2,4-trimethylpentane (isooctane), widely used in gasoline, has a chemical formula of C8H18 and it reacts with oxygen exothermically:


          
            	[image: 2\mathrm{C}_8 \mathrm{H}_{18(l)} + 25\mathrm{O}_{2(g)} \rightarrow \; 16\mathrm{CO}_{2(g)} + 18\mathrm{H}_2 \mathrm{O}_{(l)} + 10.86 \ \mathrm{MJ}]

          


          The amount of various molecules in an oil sample can be determined in laboratory. The molecules are typically extracted in a solvent, then separated in a gas chromatograph, and finally determined with a suitable detector, such as a flame ionization detector or a mass spectrometer.


          Incomplete combustion of petroleum or gasoline results in production of toxic byproducts. Too little oxygen results in carbon monoxide. Due to high temperatures and high pressures involved exhaust gases from gasoline combustion in car engines usually include nitrogen oxides which are responsible for creation of photochemical smog.


          


          Formation


          Formation of petroleum occurs from kerogen pyrolysis, in a variety of mostly endothermic reactions at high temperature and/or pressure.


          


          Biogenic theory


          Most geologists view crude oil and natural gas as the product of compression and heating of ancient organic materials over geological time. Oil is formed from the preserved remains of prehistoric zooplankton and algae which have been settled to the sea (or lake) bottom in large quantities under anoxic conditions. Terrestrial plants, on the other hand, tend to form coal. Over geological time this organic matter, mixed with mud, is buried under heavy layers of sediment. The resulting high levels of heat and pressure cause the organic matter to chemically change during diagenesis, first into a waxy material known as kerogen which is found in various oil shales around the world, and then with more heat into liquid and gaseous hydrocarbons in a process known as catagenesis.


          Geologists often refer to an "oil window" which is the temperature range that oil forms inbelow the minimum temperature oil remains trapped in the form of kerogen, and above the maximum temperature the oil is converted to natural gas through the process of thermal cracking. Though this happens at different depths in different locations around the world, a typical depth for the oil window might be 46km. Note that even if oil is formed at extreme depths, it may be trapped at much shallower depths where it was not formed (the Athabasca Oil Sands is one example).


          
            [image: Hydrocarbon trap.]

            
              Hydrocarbon trap.
            

          


          Because most hydrocarbons are lighter than rock or water, these often migrate upward through adjacent rock layers until they either reach the surface or become trapped beneath impermeable rocks, within porous rocks called reservoirs. However, the process is not straightforward since it is influenced by underground water flows, and oil may migrate hundreds of kilometres horizontally or even short distances downward before becoming trapped in a reservoir. Concentration of hydrocarbons in a trap forms an oil field from which the liquid can be extracted by drilling and pumping.


          Three conditions must be present for oil reservoirs to form: a source rock rich in organic material buried deep enough for subterranean heat to cook it into oil; a porous and permeable reservoir rock for it to accumulate in; and a cap rock (seal) or other mechanism that prevents it from escaping to the surface. Within these reservoirs, fluids will typically organize themselves like a three-layer cake with a layer of water below the oil layer and a layer of gas above it, although the different layers vary in size between reservoirs.


          The vast majority of oil that has been produced by the earth has long ago escaped to the surface and been biodegraded by oil-eating bacteria. Oil companies are looking for the small fraction that has been trapped by this rare combination of circumstances. Oil sands are reservoirs of partially biodegraded oil still in the process of escaping, but contain so much migrating oil that, although most of it has escaped, vast amounts are still presentmore than can be found in conventional oil reservoirs.


          On the other hand, oil shales are source rocks that have not been exposed to heat or pressure long enough to convert their trapped kerogen into oil.


          The reactions that produce oil and natural gas are often modeled as first order breakdown reactions, where kerogen is broken down to oil and natural gas by a set of parallel reactions, and oil eventually breaks down to natural gas by another set of reactions. The first set was originally patented in 1694 under British Crown Patent No. 330 covering, "a way to extract and make great quantityes of pitch, tarr, and oyle out of a sort of stone."


          The latter set is regularly used in petrochemical plants and oil refineries.


          The biogenic origin of petroleum (liquid hydrocarbon oils) has recently been reviewed in detail by Kenney, Krayushkin, and Plotnikova who raise a number of objections.


          


          Abiogenic theory


          The idea of abiogenic petroleum origin was championed in the Western world by astronomer Thomas Gold based on thoughts from Russia, mainly on studies of Nikolai Kudryavtsev in the 1950s. Gold's hypothesis was that hydrocarbons of purely inorganic origin exist in the planet Earth. Since most petroleum hydrocarbons are less dense than aqueous pore fluids, Gold proposed that they migrate upward into oil reservoirs through deep fracture networks. Although biomarkers are found in petroleum that most petroleum geologists interpret as indicating biological origin, Gold proposed that Thermophilic, rock-dwelling microbial life-forms are responsible for their presence.


          This hypothesis is accepted by only a small minority of geologists and petroleum engineers. "The success of the abiogenic theory can be seen by the fact that more than 80 oil and gas fields in the Caspian Sea district have been explored and developed in crystalline basement rock on the basis of this theory." Methods of making hydrocarbons from inorganic material have been known for some time, but no substantial proof exists that this is happening on any significant scale in the earth's crust for any hydrocarbon other than methane (natural gas). Abundant liquid methane (though not any form of petroleum) has been inferred to be present on Titan, a moon of Saturn, by research data from NASA's Cassini probe. However, Titan has completely different geology from Earth, and is 1,200gigametres (750,000,000mi) or 8.0 AU away.


          


          Classification
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              A sample of medium heavy crude oil
            

          


          The petroleum industry generally classifies crude oil by the geographic location it is produced in (e.g. West Texas, Brent, or Oman), its API gravity (an oil industry measure of density), and by its sulfur content. Crude oil may be considered light if it has low density or heavy if it has high density; and it may be referred to as sweet if it contains relatively little sulfur or sour if it contains substantial amounts of sulfur.


          The geographic location is important because it affects transportation costs to the refinery. Light crude oil is more desirable than heavy oil since it produces a higher yield of gasoline, while sweet oil commands a higher price than sour oil because it has fewer environmental problems and requires less refining to meet sulfur standards imposed on fuels in consuming countries. Each crude oil has unique molecular characteristics which are understood by the use of crude oil assay analysis in petroleum laboratories.


          Barrels from an area in which the crude oil's molecular characteristics have been determined and the oil has been classified are used as pricing references throughout the world. Some of the common reference crudes are:


          
            	West Texas Intermediate (WTI), a very high-quality, sweet, light oil delivered at Cushing, Oklahoma for North American oil


            	Brent Blend, comprising 15 oils from fields in the Brent and Ninian systems in the East Shetland Basin of the North Sea. The oil is landed at Sullom Voe terminal in the Shetlands. Oil production from Europe, Africa and Middle Eastern oil flowing West tends to be priced off the price of this oil, which forms a benchmark


            	Dubai-Oman, used as benchmark for Middle East sour crude oil flowing to the Asia-Pacific region


            	Tapis (from Malaysia, used as a reference for light Far East oil)


            	Minas (from Indonesia, used as a reference for heavy Far East oil)


            	The OPEC Reference Basket, a weighted average of oil blends from various OPEC (The Organization of the Petroleum Exporting Countries) countries

          


          There are declining amounts of these benchmark oils being produced each year, so other oils are more commonly what is actually delivered. While the reference price may be for West Texas Intermediate delivered at Cushing, the actual oil being traded may be a discounted Canadian heavy oil delivered at Hardisty, Alberta, and for a Brent Blend delivered at the Shetlands, it may be a Russian Export Blend delivered at the port of Primorsk.


          


          Petroleum industry


          
            [image: ]

            

          


          The petroleum industry is involved in the global processes of exploration, extraction, refining, transporting (often with oil tankers and pipelines), and marketing petroleum products. The largest volume products of the industry are fuel oil and gasoline (petrol). Petroleum is also the raw material for many chemical products, including pharmaceuticals, solvents, fertilizers, pesticides, and plastics. The industry is usually divided into three major components: upstream, midstream and downstream. Midstream operations are usually included in the downstream category.


          Petroleum is vital to many industries, and is of importance to the maintenance of industrialized civilization itself, and thus is critical concern to many nations. Oil accounts for a large percentage of the worlds energy consumption, ranging from a low of 32% for Europe and Asia, up to a high of 53% for the Middle East. Other geographic regions consumption patterns are as follows: South and Central America (44%), Africa (41%), and North America (40%). The world at large consumes 30 billion barrels (4.8 km) of oil per year, and the top oil consumers largely consist of developed nations. In fact, 24% of the oil consumed in 2004 went to the United States alone. The production, distribution, refining, and retailing of petroleum taken as a whole represent the single largest industry in terms of dollar value on earth.


          


          Petroleum exploration


          


          Extraction


          The most common method of obtaining petroleum is extracting it from oil wells found in oil fields. With improved technologies and higher demand for hydrocarbons various methods are applied in petroleum exploration and development to optimize the recovery of oil and gas ( Enhanced Oil Recovery, EOR). Primary recovery methods are used to extract oil that is brought to the surface by underground pressure, and can generally recover about 20% of the oil present. The natural pressure can come from several different sources; where it is provided by an underlying water layer it is called a water drive reservoir and where it is from the gas cap above it is called gas drive. After the reservoir pressure has depleted to the point that the oil is no longer brought to the surface, secondary recovery methods draw another 5 to 10% of the oil in the well to the surface. In a water drive oil field, water can be injected into the water layer below the oil, and in a gas drive field it can be injected into the gas cap above to repressurize the reservoir. Finally, when secondary oil recovery methods are no longer viable, tertiary recovery methods reduce the viscosity of the oil in order to bring more to the surface. These may involve the injection of heat, vapor, surfactants, solvents, or miscible gases as in carbon dioxide flooding.


          


          Alternative methods


          During the oil price increases since 2003, alternatives methods of producing oil gained importance. The most widely known alternatives involve extracting oil from sources such as oil shale or tar sands. These resources exist in large quantities; however, extracting the oil at low cost without excessively harming the environment remains a challenge.


          It is also possible to chemically transform methane or coal into the various hydrocarbons found in oil. The best-known such method is the Fischer-Tropsch process. It was a concept pioneered during the 1920s in Germany to extract oil from coal and became central to Nazi Germany's war efforts when imports of petroleum were restricted due to war. It was known as Ersatz (English:"substitute") oil, and accounted for nearly half the total oil used in WWII by Germany. However, the process was used only as a last resort as naturally occurring oil was much cheaper. As crude oil prices increase, the cost of coal to oil conversion becomes comparatively cheaper. The method involves converting high ash coal into synthetic oil in a multi-stage process.


          Currently, two companies have commercialised their Fischer-Tropsch technology. Shell Oil in Bintulu, Malaysia, uses natural gas as a feedstock, and produces primarily low-sulfur diesel fuels. Sasol in South Africa uses coal as a feedstock, and produces a variety of synthetic petroleum products.


          The process is today used in South Africa to produce most of the country's diesel fuel from coal by the company Sasol. The process was used in South Africa to meet its energy needs during its isolation under Apartheid. This process produces low sulfur diesel fuel but also produces large amounts of greenhouse gases.


          An alternative method of converting coal into petroleum is the Karrick process, which was pioneered in the 1930s in the United States. It uses low temperatures in the absence of ambient air, to distill the short-chain hydrocarbons out of coal instead of petroleum.


          Oil shale can also be used to produce oil, either through mining and processing, or in more modern methods, with in-situ thermal conversion.


          Conventional crude can be extracted from unconventional reservoirs, such as the Bakken Formation. The formation is about two miles underground but only a few meters thick, stretching across hundreds of thousands of square miles. It further has very poor extraction characteristics. Recovery at Elm Coulee has involved extensive use of horizontal drilling, solvents, and proppants.


          More recently explored is thermal depolymerization (TDP), a process for the reduction of complex organic materials into light crude oil. Using pressure and heat, long chain polymers of hydrogen, oxygen, and carbon decompose into short-chain hydrocarbons. This mimics the natural geological processes thought to be involved in the production of fossil fuels. In theory, thermal depolymerization can convert any organic waste into petroleum substitutes.


          


          History
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          Petroleum, in some form or other, is not a substance new in the world's history. More than four thousand years ago, according to Herodotus and confirmed by Diodorus Siculus, asphalt was employed in the construction of the walls and towers of Babylon; there were oil pits near Ardericca (near Babylon), and a pitch spring on Zacynthus. Great quantities of it were found on the banks of the river Issus, one of the tributaries of the Euphrates. Ancient Persian tablets indicate the medicinal and lighting uses of petroleum in the upper levels of their society.


          The earliest known oil wells were drilled in China in 347 CE or earlier. They had depths of up to about 800feet (240m) and were drilled using bits attached to bamboo poles. The oil was burned to evaporate brine and produce salt. By the 10th century, extensive bamboo pipelines connected oil wells with salt springs. The ancient records of China and Japan are said to contain many allusions to the use of natural gas for lighting and heating. Petroleum was known as burning water in Japan in the 7th century.


          The Middle East's petroleum industry was established by the 8th century, when the streets of the newly constructed Baghdad were paved with tar, derived from petroleum that became accessible from natural fields in the region. In the 9th century, oil fields were exploited in the area around modern Baku, Azerbaijan, to produce naphtha. These fields were described by the geographer Masudi in the 10th century, and by Marco Polo in the 13th century, who described the output of those wells as hundreds of shiploads. Petroleum was distilled by Persian chemist al-Razi in the 9th century, producing chemicals such as kerosene in the al-ambiq (alembic). (See also: Alchemy (Islam), Islamic science, and Timeline of science and technology in the Islamic world.)


          The earliest mention of American petroleum occurs in Sir Walter Raleigh's account of the Trinidad Pitch Lake in 1595; whilst thirty-seven years later, the account of a visit of a Franciscan, Joseph de la Roche d'Allion, to the oil springs of New York was published in Sagard's Histoire du Canada. A Russian traveller, Peter Kalm, in his work on America published in 1748 showed on a map the oil springs of Pennsylvania.


          In 1710 or 1711 (sources vary) the Russian-born Swiss physician and Greek teacher Eyrini dEyrinis (also spelled as Eirini d'Eirinis) discovered asphaltum at Val-de-Travers, ( Neuchtel). He established a bitumen mine de la Presta there in 1719 that operated until 1986.


          Oil sands were mined from 1745 in Merkwiller-Pechelbronn, Alsace under the direction of Louis Pierre Ancillon de la Sablonnire, by special appointment of Louis XV. The Pechelbronn oil field was active until 1970, and was the birth place of companies like Antar and Schlumberger. The first modern refinery was built there in 1857.


          The modern history of petroleum began in 1846 with the discovery of the process of refining kerosene from coal by Nova Scotian Abraham Pineo Gesner. Ignacy Łukasiewicz improved Gesner's method to develop a means of refining kerosene from the more readily available "rock oil" ("petr-oleum") seeps in 1852 and the first rock oil mine was built in Bbrka, near Krosno in Galicia in the following year. In 1854, Benjamin Silliman, a science professor at Yale University in New Haven, was the first to fractionate petroleum by distillation. These discoveries rapidly spread around the world, and Meerzoeff built the first Russian refinery in the mature oil fields at Baku in 1861. At that time Baku produced about 90% of the world's oil.
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              Oil field in California, 1938.
            

          


          The first commercial oil well drilled in North America was in Oil Springs, Ontario, Canada in 1858, dug by James Miller Williams. The US petroleum industry began with Edwin Drake's drilling of a 69-foot (21m) oil well in 1859, on Oil Creek near Titusville, Pennsylvania, for the Seneca Oil Company (originally yielding 25barrels per day (4.0m/d), by the end of the year output was at the rate of 15barrels per day (2.4m/d)). The industry grew through the 1800s, driven by the demand for kerosene and oil lamps. It became a major national concern in the early part of the 20th century; the introduction of the internal combustion engine provided a demand that has largely sustained the industry to this day. Early "local" finds like those in Pennsylvania and Ontario were quickly outpaced by demand, leading to "oil booms" in Texas, Oklahoma, and California.


          Early production of crude petroleum in the United States:


          
            	1859: 2,000 barrels (~270t)


            	1869: 4,215,000 barrels (~5.750105t)


            	1879: 19,914,146 barrels (~2.717106t)


            	1889: 35,163,513 barrels (~4.797106t)


            	1899: 57,084,428 barrels (~7.788106t)


            	1906: 126,493,936 barrels (~1.726107t)

          


          By 1910, significant oil fields had been discovered in Canada (specifically, in the province of Ontario), the Dutch East Indies (1885, in Sumatra), Iran (1908, in Masjed Soleiman), Peru, Venezuela, and Mexico, and were being developed at an industrial level.


          Even until the mid-1950s, coal was still the world's foremost fuel, but oil quickly took over. Following the 1973 energy crisis and the 1979 energy crisis, there was significant media coverage of oil supply levels. This brought to light the concern that oil is a limited resource that will eventually run out, at least as an economically viable energy source. At the time, the most common and popular predictions were quite dire. However, a period of increase production and reduced demand caused an oil glut in the 1980s.


          Today, about 90% of vehicular fuel needs are met by oil. Petroleum also makes up 40% of total energy consumption in the United States, but is responsible for only 2% of electricity generation. Petroleum's worth as a portable, dense energy source powering the vast majority of vehicles and as the base of many industrial chemicals makes it one of the world's most important commodities. Access to it was a major factor in several military conflicts of the late twentieth and early twenty-first centuries, including World War II and the Persion Gulf Wars ( Iran-Iraq War, Operation Desert Storm, and the Iraq War). The top three oil producing countries are Saudi Arabia, Russia, and the United States. About 80% of the world's readily accessible reserves are located in the Middle East, with 62.5% coming from the Arab 5: Saudi Arabia (12.5%), UAE, Iraq, Qatar and Kuwait. However, with today's oil prices, Venezuela has larger reserves than Saudi Arabia due to crude reserves derived from bitumen.


          


          Uses


          The chemical structure of petroleum is composed of hydrocarbon chains of different lengths. Because of this, petroleum may be taken to oil refineries and the hydrocarbon chemicals separated by distillation and treated by other chemical processes, to be used for a variety of purposes. See Petroleum products.


          


          Fuels


          
            	Ethane and other short-chain alkanes which are used as fuel


            	Diesel fuel (petrodiesel)


            	Fuel oils


            	Gasoline


            	Jet fuel


            	Kerosene


            	Liquid petroleum gas (LPG)


            	Natural gas

          


          Generally used in transportation, power plants and heating.


          Petroleum vehicles are internal combustion engine vehicles.


          


          Other derivatives


          Certain types of resultant hydrocarbons may be mixed with other non-hydrocarbons, to create other end products:


          
            	Alkenes (olefins) which can be manufactured into plastics or other compounds


            	Lubricants (produces light machine oils, motor oils, and greases, adding viscosity stabilizers as required).


            	Wax, used in the packaging of frozen foods, among others.


            	Sulfur or Sulfuric acid. These are a useful industrial materials. Sulfuric acid is usually prepared as the acid precursor oleum, a byproduct of sulfur removal from fuels.


            	Bulk tar.


            	Asphalt


            	Petroleum coke, used in speciality carbon products or as solid fuel.


            	Paraffin wax


            	Aromatic petrochemicals to be used as precursors in other chemical production.

          


          


          Consumption statistics
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          Environmental effects


          
            [image: Diesel fuel spill on a road]
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          The presence of oil has significant social and environmental impacts, from accidents and routine activities such as seismic exploration, drilling, and generation of polluting wastes not produced by other alternative energies.


          


          Extraction


          Oil extraction is costly and sometimes environmentally damaging, although Dr. John Hunt of the Woods Hole Oceanographic Institution pointed out in a 1981 paper that over 70% of the reserves in the world are associated with visible macroseepages, and many oil fields are found due to natural seeps. Offshore exploration and extraction of oil disturbs the surrounding marine environment. Extraction may involve dredging, which stirs up the seabed, killing the sea plants that marine creatures need to survive. But at the same time, offshore oil platforms also form micro-habitats for marine creatures.


          


          Oil spills
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          Crude oil and refined fuel spills from tanker ship accidents have damaged natural ecosystems in Alaska, the Galapagos Islands, France and many other places.


          The quantity of oil spilled during accidents has ranged from a few hundred tons to several hundred thousand tons ( Atlantic Empress, Amoco Cadiz...). Smaller spills have already proven to have a great impact on ecosystems, such as the Exxon Valdez oil spill


          Oil spills at sea are generally much more damaging than those on land, since they can spread for hundreds of nautical miles in a thin oil slick which can cover beaches with a thin coating of oil. This can kill sea birds, mammals, shellfish and other organisms it coats. Oil spills on land are more readily containable if a makeshift earth dam can be rapidly bulldozed around the spill site before most of the oil escapes, and land animals can avoid the oil more easily.


          Control of oil spills is difficult, requires ad hoc methods, and often a large amount of manpower (picture). The dropping of bombs and incendiary devices from aircraft on the Torrey Canyon wreck got poor results; modern techniques would include pumping the oil from the wreck, like in the Prestige oil spill or the Erika oil spill.


          


          Global warming


          Burning oil releases carbon dioxide (CO2) into the atmosphere, which is credited with contributing to global warming. Per joule, oil produces 15% less CO2 than coal, but 30% more than natural gas. However, the unique role of oil as the main source of transportation fuel makes reducing its CO2 emissions a difficult problem. While large power plants can, in theory, eliminate their CO2 emissions by techniques such as carbon sequestering or even use them to increase oil production through enhanced oil recovery techniques, these amelioration strategies do not generally work for individual vehicles


          


          Whales


          It has been argued that the advent of petroleum-refined kerosene saved the great cetaceans from extinction by providing a cheap substitute for whale oil, thus eliminating the economic imperative for whaling.


          


          Alternatives to petroleum


          


          Alternatives to petroleum-based vehicle fuels


          The term alternative propulsion or "alternative methods of propulsion" includes both:


          
            	alternative fuels used in standard or modified internal combustion engines (i.e. combustion hydrogen or biofuels).


            	propulsion systems not based on internal combustion, such as those based on electricity (for example, all-electric or hybrid vehicles), compressed air, or fuel cells (i.e. hydrogen fuel cells).

          


          Nowadays, cars can be classified between the next main groups:


          
            	Petro-cars, this is, only use petroleum and biofuels (biodiesel and biobutanol).


            	Hybrid vehicles and plug-in hybrids, that use petroleum and other source, generally, electricity.


            	Petrofree cars, that do not use petroleum, like electric cars, hydrogen vehicles...

          


          


          Future of petroleum production


          The future of petroleum as a fuel remains somewhat controversial. USA Today news reported in 2004 that there were 40 years of petroleum left in the ground. Some argue that because the total amount of petroleum is finite, the dire predictions of the 1970s have merely been postponed. Others claim that technology will continue to allow for the production of cheap hydrocarbons and that the earth has vast sources of unconventional petroleum reserves in the form of tar sands, bitumen fields and oil shale that will allow for petroleum use to continue in the future, with both the Canadian tar sands and United States shale oil deposits representing potential reserves matching existing liquid petroleum deposits worldwide.


          


          Hubbert peak theory


          The Hubbert peak theory (also known as peak oil) posits that future petroleum production (whether for individual oil wells, entire oil fields, whole countries, or worldwide production) will eventually peak and then decline at a similar rate to the rate of increase before the peak as these reserves are exhausted. It also suggests a method to calculate the timing of this peak, based on past production rates, the observed peak of past discovery rates, and proven oil reserves. The peak of oil discoveries was in 1965, and oil production per year has surpassed oil discoveries every year since 1980.


          In 1956, M. King Hubbert correctly predicted US oil production would peak around 1971. When this occurred and the US began losing its excess production capacity, OPEC gained the ability to manipulate oil prices, leading to the 1973 and 1979 oil crises. Since then, most other countries have also peaked. China has confirmed that two of its largest producing regions are in decline, and Mexico's national oil company, Pemex, has announced that Cantarell Field, one of the world's largest offshore fields, was expected to peak in 2006, and then decline 14% per annum.


          Controversy surrounds predictions of the timing of the global peak, as these predictions are dependent on the past production and discovery data used in the calculation as well as how unconventional reserves are considered. Supergiant fields have been discovered in the past decade, such as Azadegan, Carioca/Sugar Loaf, Tupi, Jupiter, Ferdows/Mounds/Zagheh, Tahe, Jidong Nanpu/Bohai Bay, West Kamchatka, and Kashagan, as well as tremendous reservoir growth from places like the Bakken and massive syncrude operations in Venezuela and Canada. However, while past understanding of total oil reserves changed with newer scientific understanding of petroleum geology, current estimates of total oil reserves have been in general agreement since the 1960s. Further, predictions regarding the timing of the peak are highly dependent on the past production and discovery data used in the calculation.


          It is difficult to predict the oil peak in any given region, due to the lack of transparency in accounting of global oil reserves. Based on available production data, proponents have previously predicted the peak for the world to be in years 1989, 1995, or 1995-2000. Some of these predictions date from before the recession of the early 1980s, and the consequent reduction in global consumption, the effect of which was to delay the date of any peak by several years. Just as the 1971 U.S. peak in oil production was only clearly recognized after the fact, a peak in world production will be difficult to discern until production clearly drops off.


          


          Petroleum by country
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          Consumption rates


          There are two main ways to measure the oil consumption rates of countries: by population or by gross domestic product (GDP). This metric is important in the global debate over oil consumption/energy consumption/climate change because it takes social and economic considerations into account when scoring countries on their oil consumption/energy consumption/climate change goals. Nations such as China and India with large populations tend to promote the use of population based metrics, while nations with large economies such as the United States would tend to promote the GDP based metric.


          
            
              	
                
                  
                    	Selected Nations

                    	GDP-to-consumption ratio

                    (US$1000/(barrel/year))
                  


                  
                    	Switzerland

                    	3.75
                  


                  
                    	United Kingdom

                    	3.34
                  


                  
                    	Norway

                    	3.31
                  


                  
                    	Austria

                    	2.96
                  


                  
                    	France

                    	2.65
                  


                  
                    	Germany

                    	2.89
                  


                  
                    	Sweden

                    	2.71
                  


                  
                    	Italy

                    	2.57
                  


                  
                    	European Union

                    	2.52
                  


                  
                    	DRC

                    	2.4
                  


                  
                    	Japan

                    	2.34
                  


                  
                    	Australia

                    	2.21
                  


                  
                    	Spain

                    	1.96
                  


                  
                    	Bangladesh

                    	1.93
                  


                  
                    	Poland

                    	1.87
                  


                  
                    	United States

                    	1.65
                  


                  
                    	Belgium

                    	1.59
                  


                  
                    	World

                    	1.47
                  


                  
                    	Turkey

                    	1.39
                  


                  
                    	Canada

                    	1.35
                  


                  
                    	Mexico

                    	1.07
                  


                  
                    	Ethiopia

                    	1.04
                  


                  
                    	South Korea

                    	1.00
                  


                  
                    	Philippines

                    	1.00
                  


                  
                    	Brazil

                    	0.99
                  


                  
                    	Taiwan

                    	0.98
                  


                  
                    	China

                    	0.94
                  


                  
                    	Nigeria

                    	0.94
                  


                  
                    	Pakistan

                    	0.93
                  


                  
                    	Myanmar

                    	0.89
                  


                  
                    	India

                    	0.86
                  


                  
                    	Russia

                    	0.84
                  


                  
                    	Indonesia

                    	0.71
                  


                  
                    	Vietnam

                    	0.61
                  


                  
                    	Thailand

                    	0.53
                  


                  
                    	Saudi Arabia

                    	0.46
                  


                  
                    	Egypt

                    	0.41
                  


                  
                    	Singapore

                    	0.40
                  


                  
                    	Iran

                    	0.35
                  

                

              

              	
                
                  
                    	Selected Nations

                    	Per capita energy consumption, oil equivalent

                    (barrel/person/year)
                  


                  
                    	DRC

                    	0.13
                  


                  
                    	Ethiopia

                    	0.37
                  


                  
                    	Bangladesh

                    	0.57
                  


                  
                    	Myanmar

                    	0.73
                  


                  
                    	Pakistan

                    	1.95
                  


                  
                    	Nigeria

                    	2.17
                  


                  
                    	India

                    	2.18
                  


                  
                    	Vietnam

                    	2.70
                  


                  
                    	Philippines

                    	3.77
                  


                  
                    	Indonesia

                    	4.63
                  


                  
                    	China

                    	4.96
                  


                  
                    	Egypt

                    	7.48
                  


                  
                    	Turkey

                    	9.85
                  


                  
                    	Brazil

                    	11.67
                  


                  
                    	Poland

                    	11.67
                  


                  
                    	World

                    	12.55
                  


                  
                    	Thailand

                    	13.86
                  


                  
                    	Russia

                    	17.66
                  


                  
                    	Mexico

                    	18.07
                  


                  
                    	Iran

                    	21.56
                  


                  
                    	European Union

                    	29.70
                  


                  
                    	United Kingdom

                    	30.18
                  


                  
                    	Germany

                    	32.31
                  


                  
                    	France

                    	32.43
                  


                  
                    	Italy

                    	32.43
                  


                  
                    	Austria

                    	34.01
                  


                  
                    	Spain

                    	35.18
                  


                  
                    	Switzerland

                    	34.64
                  


                  
                    	Sweden

                    	34.68
                  


                  
                    	Taiwan

                    	41.68
                  


                  
                    	Japan

                    	42.01
                  


                  
                    	Australia

                    	42.22
                  


                  
                    	South Korea

                    	43.84
                  


                  
                    	Norway

                    	52.06
                  


                  
                    	Belgium

                    	61.52
                  


                  
                    	United States

                    	68.81
                  


                  
                    	Canada

                    	69.85
                  


                  
                    	Saudi Arabia

                    	75.08
                  


                  
                    	Singapore

                    	178.45
                  

                


                (Note: The figure for Singapore is skewed because of its small

                population compared with its large oil refining capacity.

                Most of this oil is sent to other countries.)

              
            

          


          


          Production
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          In petroleum industry parlance, production refers to the quantity of crude extracted from reserves, not the literal creation of the product.


          
            
              	#

              	Producing Nation

              	103bbl/d (2006)

              	103bbl/d (2007)
            


            
              	1

              	Saudi Arabia ( OPEC)

              	10,665

              	10,234
            


            
              	2

              	Russia 1

              	9,677

              	9,876
            


            
              	3

              	United States 1

              	8,331

              	8,481
            


            
              	4

              	Iran (OPEC)

              	4,148

              	4,043
            


            
              	5

              	China

              	3,845

              	3,901
            


            
              	6

              	Mexico 1

              	3,707

              	3,501
            


            
              	7

              	Canada 2

              	3,288

              	3,358
            


            
              	8

              	United Arab Emirates (OPEC)

              	2,945

              	2,948
            


            
              	9

              	Venezuela (OPEC) 1

              	2,803

              	2,667
            


            
              	10

              	Kuwait (OPEC)

              	2,675

              	2,613
            


            
              	11

              	Norway 1

              	2,786

              	2,565
            


            
              	12

              	Nigeria (OPEC)

              	2,443

              	2,352
            


            
              	13

              	Brazil

              	2,166

              	2,279
            


            
              	14

              	Algeria (OPEC)

              	2,122

              	2,173
            


            
              	15

              	Iraq (OPEC) 3

              	2,008

              	2,094
            


            
              	16

              	Libya (OPEC)

              	1,809

              	1,845
            


            
              	17

              	Angola (OPEC)

              	1,435

              	1,769
            


            
              	18

              	United Kingdom

              	1,689

              	1,690
            


            
              	19

              	Kazakhstan

              	1,388

              	1,445
            


            
              	20

              	Qatar (OPEC)

              	1,141

              	1,136
            


            
              	21

              	Indonesia (OPEC)

              	1,102

              	1,044
            


            
              	22

              	India

              	854

              	881
            


            
              	23

              	Azerbaijan

              	648

              	850
            


            
              	24

              	Argentina

              	802

              	791
            


            
              	25

              	Oman

              	743

              	714
            


            
              	26

              	Malaysia

              	729

              	703
            


            
              	27

              	Egypt

              	667

              	664
            


            
              	28

              	Australia

              	552

              	595
            


            
              	29

              	Colombia

              	544

              	543
            


            
              	30

              	Ecuador (OPEC)

              	536

              	512
            


            
              	31

              	Sudan

              	380

              	466
            


            
              	32

              	Syria

              	449

              	446
            


            
              	33

              	Equatorial Guinea

              	386

              	400
            


            
              	34

              	Yemen

              	377

              	361
            


            
              	35

              	Vietnam

              	362

              	352
            


            
              	36

              	Thailand

              	334

              	349
            


            
              	37

              	Denmark

              	344

              	314
            


            
              	38

              	Congo

              	247

              	250
            


            
              	39

              	Gabon

              	237

              	244
            


            
              	40

              	South Africa

              	204

              	199
            

          


          Source: U.S. Energy Information Administration


          1 peak production of conventional oil already passed in this state


          2 Although Canadian conventional oil production is declining, total oil production is increasing as oil sands production grows. If oil sands are included, it has the world's second largest oil reserves after Saudi Arabia.


          3 Though still a member, Iraq has not been included in production figures since 1998


          


          Export


          
            [image: Oil exports by country]

            
              Oil exports by country
            

          


          In order of net exports in 2006 in thousand bbl/d and thousand m/d:


          
            
              	#

              	Exporting Nation (2006)

              	(103bbl/d)

              	(103m3/d)
            


            
              	1

              	Saudi Arabia ( OPEC)

              	8,651

              	1,376
            


            
              	2

              	Russia 1

              	6,565

              	1,044
            


            
              	3

              	Norway 1

              	2,542

              	404
            


            
              	4

              	Iran (OPEC)

              	2,519

              	401
            


            
              	5

              	United Arab Emirates (OPEC)

              	2,515

              	400
            


            
              	6

              	Venezuela (OPEC) 1

              	2,203

              	350
            


            
              	7

              	Kuwait (OPEC)

              	2,150

              	342
            


            
              	8

              	Nigeria (OPEC)

              	2,146

              	341
            


            
              	9

              	Algeria (OPEC) 1

              	1,847

              	297
            


            
              	10

              	Mexico 1

              	1,676

              	266
            


            
              	11

              	Libya (OPEC) 1

              	1,525

              	242
            


            
              	12

              	Iraq (OPEC)

              	1,438

              	229
            


            
              	13

              	Angola (OPEC)

              	1,363

              	217
            


            
              	14

              	Kazakhstan

              	1,114

              	177
            


            
              	15

              	Canada 2

              	1,071

              	170
            

          


          Source: US Energy Information Administration


          1 peak production already passed in this state


          2 Canadian statistics are complicated by the fact it is both an importer and exporter of crude oil, and refines large amounts of oil for the U.S. market. It is the leading source of U.S. imports of oil and products, averaging 2.5 MMbbl/d in August 2007. .


          Total world production/consumption (as of 2005) is approximately 84million barrels per day (13,400,000m/d).


          See also: Organization of Petroleum Exporting Countries.


          


          Consumption


          In order of amount consumed in 2006 in thousand bbl/d and thousand m/d:


          
            
              	#

              	Consuming Nation 2006

              	(103bbl/day)

              	(103m3/day)
            


            
              	1

              	United States 1

              	20,588

              	3,273
            


            
              	2

              	China

              	7,274

              	1,157
            


            
              	3

              	Japan 2

              	5,222

              	830
            


            
              	4

              	Russia 1

              	3,103

              	493
            


            
              	5

              	Germany 2

              	2,630

              	418
            


            
              	6

              	India 2

              	2,534

              	403
            


            
              	7

              	Canada

              	2,218

              	353
            


            
              	8

              	Brazil

              	2,183

              	347
            


            
              	9

              	South Korea 2

              	2,157

              	343
            


            
              	10

              	Saudi Arabia ( OPEC)

              	2,068

              	329
            


            
              	11

              	Mexico 1

              	2,030

              	323
            


            
              	12

              	France 2

              	1,972

              	314
            


            
              	13

              	United Kingdom 1

              	1,816

              	289
            


            
              	14

              	Italy 2

              	1,709

              	272
            


            
              	15

              	Iran ( OPEC)

              	1,627

              	259
            

          


          Source: US Energy Information Administration


          1 peak production of oil already passed in this state


          2 This country is not a major oil producer


          


          Import
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              Oil imports by country
            

          


          In order of net imports in 2006 in thousand bbl/d and thousand m/d:


          
            
              	#

              	Importing Nation (2006)

              	(103bbl/day)

              	(103m3/day)
            


            
              	1

              	United States 1

              	12,220

              	1,943
            


            
              	2

              	Japan

              	5,097

              	810
            


            
              	3

              	China 2

              	3,438

              	547
            


            
              	4

              	Germany

              	2,483

              	395
            


            
              	5

              	South Korea

              	2,150

              	342
            


            
              	6

              	France

              	1,893

              	301
            


            
              	7

              	India

              	1,687

              	268
            


            
              	8

              	Italy

              	1,558

              	248
            


            
              	9

              	Spain

              	1,555

              	247
            


            
              	10

              	Taiwan

              	942

              	150
            


            
              	11

              	Netherlands

              	936

              	149
            


            
              	12

              	Singapore

              	787

              	125
            


            
              	13

              	Thailand

              	606

              	96
            


            
              	14

              	Turkey

              	576

              	92
            


            
              	15

              	Belgium

              	546

              	87
            

          


          Source: US Energy Information Administration


          1 peak production of oil already passed in this state


          2 Major oil producer whose production is still increasing


          


          Non-producing consumers


          Countries whose oil production is 10% or less of their consumption.


          
            
              	#

              	Consuming Nation

              	(bbl/day)

              	(m/day)
            


            
              	1

              	Japan

              	5,578,000

              	886,831
            


            
              	2

              	Germany

              	2,677,000

              	425,609
            


            
              	3

              	South Korea

              	2,061,000

              	327,673
            


            
              	4

              	France

              	2,060,000

              	327,514
            


            
              	5

              	Italy

              	1,874,000

              	297,942
            


            
              	6

              	Spain

              	1,537,000

              	244,363
            


            
              	7

              	Netherlands

              	946,700

              	150,513
            

          


          Source: CIA World Factbook


          


          Writers covering the petroleum industry


          
            
              	Brian Black


              	Colin J. Campbell


              	Kenneth S. Deffeyes


              	Thomas Gold


              	David Goodstein


              	Daniel Yergin


              	Derrick Jensen

            

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Petroleum"
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        Petroleum reservoir


        
          

          A petroleum reservoir or an oil and gas reservoir (or system), is a subsurface pool of hydrocarbons contained in porous rock formations. The naturally occurring hydrocarbons are trapped by overlying rock formations with lower permeability.


          


          Formation


          The crude oil found in oil reservoirs forms in the Earth's crust from the remains of living things. Crude oil is properly known as petroleum, and is a kind of fossil fuel. Scientific evidence indicates that millions of years of heat and pressure changed the remains of microscopic plant and animal remains into crude oil and natural gas.


          Roy Nurmi, an interpretation adviser for Schlumberger described the process as follows: "Plankton and algae, proteins and the life that's floating in the sea, as it dies, falls to the bottom, and these organisms are going to be the source of our oil and gas. When they're buried with the accumulating sediment and reach an adequate temperature, something above 50 to 70 C they start to cook. This transformation changes them into the liquid hydrocarbons that move and migrate, becoming an oil and gas reservoir."


          In addition to the water environment mentioned, which is usually a sea but might also be a river, lake, coral reef or algal mat, the formation of an oil or gas reservoir also requires a sedimentary basin that passes through four steps: burial under miles of sand and mud, pressure cooking, hydrocarbon migration from the source to porous rock, and trapping by impermeable rock. Timing is also an important consideration; it is suggested that the Ohio River Valley could have had as much oil as the Middle East at one time, but that it escaped due to a lack of traps. The North Sea, on the other hand, endured millions of years of sea level changes that successfully resulted in the formation of more than 150 oilfields.


          Although the process is generally the same, various environmental factors lead to the creation of a wide variety of reservoirs. Reservoirs exist anywhere from 1,000 to 30,000ft (9,000m) below the surface and are a variety of shapes, sizes and ages.


          


          Traps


          
            [image: Fold trap]

            
              Fold trap
            

          


          
            [image: Fault trap]

            
              Fault trap
            

          


          The traps required in the last step of the reservoir formation process have been classified by petroleum geologists into two types: structural and stratigraphic. A reservoir can be formed by one kind of trap or a combination of both.


          


          Structural traps


          Structural traps are formed by a deformation in the rock layer that contains the hydrocarbons. Domes, anticlines, and folds are common structures. Fault-related features also may be classified as structural traps if closure is present. Structural traps are the easiest to locate by surface and subsurface geological and geophysical studies. They are the most numerous among traps and have received a greater amount of attention in the search for oil than all other types of traps.


          


          Stratigraphic traps


          Stratigraphic traps are formed when other beds seal a reservoir bed or when the permeability changes ( facies change) within the reservoir bed itself.


          An example of this kind of trap starts when salt is deposited by shallow seas. Later, a sinking seafloor deposits organic-rich shale over the salt, which is in turn covered with sandstone. As the Earth's pressure pushes the salt up, the shale is "cooked", producing oil that seeps up into the sandstone above. In some places, the salt breaks through the shale and sandstone layers into a salt dome that effectively traps the hydrocarbons beneath it.


          


          Estimating reserves


          After the discovery of a reservoir, a programme of appraisal will seek to build a better picture of the accumulation. In the simple text book example of a uniform reservoir, the first stage is to use seismic to determine the possible scope of the trap. Appraisal wells can be used to determine the location of oil-water contact and with it, the height of the oil bearing sands. Coupled with the seismic data, it is possible to estimate the volume of oil bearing reservoir.


          The next step is to use information from appraisal wells to estimate the porosity of the rock. This is usually between 20-35% (the percentage of the total volume that contains fluids rather than solid rock). This can give a picture of the actual capacity. Through core samples, the characteristics of the reservoir fluids can be determined, particularly the shrinkage factor of the oil (how much the oil will shrink as a result of being brought from the high pressure, high temperature environment of the reservoir to stock tank conditions at the surface.


          With this knowledge, it is then possible to estimate how many stock tank barrels of oil are located in the reservoir. This is called the Stock Tank Oil Initially In Place (STOIIP). As a result of studying things such as the permeability of the rock (how easily fluids can flow through the rock) and possible drive mechanisms, it is possible to then estimate the recovery factor (what proportion of the oil in place can be reasonably be expected to be produced). This is normally between 30-35%. This finally gives a value for the recoverable reserves.


          The difficulty in practice is that reservoirs are not uniform masses. They will have a variable porosities and permeabilities throughout and may be compartmentalised, with fractures and faults breaking it up and complicating fluid flow. As such require a lot of effort and instinct to produce even an approximate picture of the reservoir properties for estimating reserves.


          


          Production


          To obtain the contents of the oil reservoir, it is usually necessary to drill into the Earth's crust, although surface oil seeps exist in some parts of the world, such as the La Brea tar pits in California and Trinidad.


          


          Drive mechanisms


          A good virgin reservoir will be under sufficient pressure to initially push hydrocarbons to surface. However, as the fluids are produced, in a static situation, the pressure will fall off and production will quickly falter with it. However, the picture is not static and often the reservoir will respond to depletion in a way that will help to maintain the pressure for a short time. Failing this, artificial drive methods may be necessary.


          


          Solution gas drive


          This mechanism (also known as depletion drive) depends on the associated gas of the oil. The virgin reservoir may be entirely liquid, but will be expected to have gaseous hydrocarbons in solution due to the pressure. As the reservoir depletes, the pressure falls below the bubble point and the gas comes out of solution to form a gas cap at the top. This gas cap pushes down on the liquid helping to maintain pressure.


          


          Gas cap drive


          In reservoirs already having a gas cap (the virgin pressure is already below bubble point), the gas cap expands with the depletion of the reservoir, pushing down on the liquid sections applying extra pressure.


          


          Aquifer (water) drive


          Below the hydrocarbons may be a ground water aquifer. Water, as with all liquids, is compressible to a small degree. As the hydrocarbons are depleted, the reduction in pressure in the reservoir causes the water to expand slightly. Although this expansion is minute, if the aquifer is large enough, this will translate into a large increase in volume, which will push up on the hydrocarbons, maintaining pressure.


          


          Water and gas injection


          If the natural drives are insufficient, as they very often are, then the pressure can be artificially maintained by injecting water into the aquifer or gas into the gas cap.


          


          Location


          
            	Active areas of onshore US oil reservoirs

          


          
            	California


            	Colorado


            	Kansas


            	Mississippi


            	Montana


            	Nevada


            	North Dakota


            	New Mexico


            	Oklahoma


            	Texas


            	Wyoming


            	Utah

          


          
            	Active areas of existing sub-sea (offshore) oil reservoirs

          


          
            	North Sea


            	Niger delta


            	West Africa


            	South America


            	Gulf of Mexico

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Petroleum_reservoir"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Petronas Twin Towers


        
          

          
            
              	Petronas Twin Towers
            


            
              	
                [image: ]

                
                  Petronas Twin Towers was the world's tallest building from 1998 to 2004.*
                

              
            


            
              	Precededby

              	Sears Tower
            


            
              	Surpassedby

              	Taipei 101
            


            
              	Information
            


            
              	Location

              	Kuala Lumpur, Malaysia
            


            
              	Status

              	Complete
            


            
              	Constructed

              	1992-1998
            


            
              	Height
            


            
              	Antenna/Spire

              	452.0 m (1,482.9 ft)
            


            
              	Roof

              	410.0 m (1,345.1 ft)
            


            
              	Top floor

              	375.0 m (1,230.3 ft)
            


            
              	Technical details
            


            
              	Floorcount

              	88
            


            
              	Floorarea

              	395,000 m

              4.25 million sq. ft
            


            
              	Elevator count

              	78
            


            
              	Companies
            


            
              	Architect

              	Csar Pelli
            


            
              	
                

                *Fully habitable, self-supported, from main entrance to highest structural or architectural top; see the list of tallest buildings in the world for other listings.
              
            

          


          The Petronas Twin Towers (also known as the Petronas Towers or Twin Towers), in Kuala Lumpur, Malaysia are the world's tallest twin buildings. They were the world's tallest buildings from 1998 to 2004 if measured from the level of the main entrance to the structural top, the original height reference used by the US-based Council on Tall Buildings and Urban Habitat from 1969 (three additional height categories were introduced as the tower neared completion in 1996).


          


          Comparison with other towers
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              Height comparison with the Sears Tower, Taipei 101, Empire State Building and the Petronas Twin Towers
            

          


          The Petronas Twin Towers were the tallest buildings in the world until Taipei 101, as measured to the top of their structural components (spires, but not antennas), took over the record. Spires are considered integral parts of the architectural design of buildings, to which changes would substantially change the appearance and design of the building, whereas antennas may be added or removed without such consequences. The Petronas Twin Towers remain the tallest twin buildings in the world.


          The Sears Tower and the World Trade Centre towers were each constructed with 110 occupied floors  22 more than the Petronas Twin Towers 88 floors. The Sears Tower and the World Trade Centres roofs and highest occupied floors substantially exceed the height of the roof and highest floors of the Petronas Twin Towers. The Sears Towers tallest antenna is about 250 feet (76 meter) taller than the Petronas Twin Towers spires. However, in accordance to CTBUH regulations and guidelines, the antennas of the Sears Tower were not counted as part of its architectural features. Hence, surpassing the roof of the Sears Tower by 10m.


          


          History


          These towers, which were designed by Cesar Pelli, an Argentine-American architect, were completed in 1998 and became the tallest buildings in the world on the date of completion. The 88-floor towers are constructed largely of reinforced concrete, with a steel and glass facade designed to resemble motifs found in Islamic art, a reflection of Malaysia's Muslim religion. They were built on the site of Kuala Lumpur's race track. Because of the depth of the bedrock, the buildings were built on the world's deepest foundations. The 120-meter foundations were built by Bachy Soletanche, and required massive amounts of concrete.


          In an unusual move, a different construction company was hired for each of the towers, and they were made to compete against each other. Eventually the builders of Tower 2, Samsung Constructions (the Construction Division of Samsung Corporation), Kukdong Engineering & Construction (both of South Korea), won the race, despite starting a month behind Tower 1, built by Hazama Corporation, and Tower 1 ( Hazama Corporation) ran into problems when they discovered the structure was 25 millimeters off from vertical. The shopping mall beneath both towers was constructed by Birmingham, Alabama based Bill Harbert International.


          Due to a lack of steel and carbon fibre bombshells the huge cost of importing steel, the towers were constructed on a cheaper radical design of super high strength reinforced concrete. High-strength concrete is a material familiar to Asian contractors and twice as effective as steel in sway reduction; however, it makes the building twice as heavy on its foundation than a comparable steel building. Supported by 23-by-23 meter concrete cores and an outer ring of widely-spaced super columns, the towers use a sophisticated structural system that accommodates its slender profile and provides from 1300 to 2000 square metres of column-free office space per floor.


          Below the twin towers is Suria KLCC, a popular shopping mall, and Dewan Filharmonik Petronas, the home of the Malaysian Philharmonic Orchestra.


          Petronas, Malaysia's national oil company, set out to build the world's tallest building. Although other buildings such as the Sears Tower have higher occupied floors, a higher antenna, and a higher roof, the Petronas Twin Towers' spires are classified as architectural details and rise to 452m (1483feet), giving it the greatest structural height until Taipei 101. Taking advantage of the rules governing building measurements (counting spires but not antennas) has generated controversy over the towers' claim to the title. However, the tradition of including the spire on top of a building and not including the antenna dates back to the rivalry between the Chrysler Building and the Empire State Building.


          Other buildings have used spires to increase their height but have always been taller overall to the pinnacle when trying to claim the title. In the aftermath of the controversy, the rules governing official titles were partially overhauled, and a number of buildings re-classified structural antenna as architectural details to boost their height rating (even though nothing was actually done to the building). Since the rules had allowed a building that "looked" shorter to say they were taller, newer buildings have had a focus on getting more than one of the height categories and tried to cater to popular perception rather than technicalities.


          


          Tenants of the Petronas Twin Towers


          
            [image: A skybridge connects the two towers in the middle.]

            
              A skybridge connects the two towers in the middle.
            

          


          
            [image: An inside view of the skybridge]

            
              An inside view of the skybridge
            

          


          Tower One is fully occupied by the Petronas Company and a number of its subsidiaries and associate companies. The office spaces in Tower Two are mostly available for lease to other companies. A number of companies have offices in Tower Two, including Accenture, Al Jazeera English, Bloomberg, Boeing, IBM, Khazanah Nasional Berhad, McKinsey & Co, Krawler Networks, Microsoft, Newfield Exploration and Reuters.


          


          KLCC Park


          Outside the building is a park with jogging and walking paths, a fountain with incorporated light show, wading pools, and a children's playground.


          Suria KLCC is one of the biggest shopping malls in Malaysia.


          


          Skybridge


          The towers feature a skybridge (constructed by Kukdong Engineering & Construction) between the two towers on 41st and 42nd floors, which is the highest 2-story bridge in the world. The bridge is 170m above the ground and 58m long. The same floor is also known as the podium, since visitors desiring to go to higher levels have to change elevators here. The skybridge is open to all visitors, but free passes (limited to 1700 people per day) must be obtained on a first-come, first-served basis. The Skyway is closed on Mondays. Visitors are allowed to go only on the 41st floor as the 42nd floor is used only by the tenants of the building.


          The skybridge also acts as a safety device, so that in the event of a fire or other emergency in one tower, tenants can evacuate by crossing the skyway to the other tower. However, the total evacuation triggered by a bomb hoax on September 12, 2001 (the day after the September 11 attacks destroyed the Twin Towers of the World Trade Centre in New York City) showed that the bridge would not be useful if both towers need to be emptied simultaneously, and the capacity of the staircases was insufficient for such an event. Plans thus call for the elevators to be used if both towers need to be evacuated, and a successful drill following the revised plan was conducted in 2005.


          


          Elevator system


          The main bank of elevators is located in the centre of each tower. All main elevators are double-decker with the lower deck of the elevator taking passengers to odd numbered floors and upper deck to even numbered floors. In order to access an even numbered floor from ground level, passengers are required to use an escalator to access the upper deck of the elevator.


          From the ground floor there are three groupings of elevator. The "short haul" group of 6 elevators take passengers to floors between level 2/3 and level 16/17. The "mid haul" group of 6 elevators take passengers to floors between level 18/19 and level 37/38. There is also a set of shuttle elevators that take passengers directly to levels 41/42. In order to get to levels above 41/42, passengers are required to take the shuttle elevators and then change elevators to the upper floors. These connecting elevators are placed directly above the elevators serving levels 2 to 38. The pattern now repeats with the upper levels, one set serving levels 43/44 to 57/58 and one set serving levels 59/60 to levels 73/74.


          Apart from this main bank of elevators, there are a series of "connecting" elevators to take people between the elevator groupings. Unlike the main elevators, these are not of the double-decker type. Two elevators are provided to take people from levels 37/38 to levels 41/42 (levels 39 and 40 are not accessible as office space). This avoids the need for someone situated at the lower half of the building to go down to the ground floor in order to gain access to the upper half of the building.


          The elevators contain a number of safety features. It is possible to evacuate people from an elevator stuck between floors by manually driving one of the adjacent elevators next to it and opening a panel in the wall. It is then possible for people in the stuck elevator to walk between elevator cars.


          During an evacuation of the buildings the shuttle elevator is allowed to be used. This is because there are only doors at levels G/1 and levels 41/42 therefore should there be a fire in the lower half of the building, this enclosed shaft would remain unaffected.


          


          Service building


          The service building is to the east of the Petronas Towers and contains the services required to keep the building operational, such as dissipating the heat from the air-conditioning system for all 88 levels in both towers.


          


          Notable events


          On March 20th, 1997, French urban climber, Alain "Spiderman" Robert, using only his bare hands and feet and with no safety devices, scaled the building's exterior glass and steel wall. Police arrested him at the 60th floor, 28 floors away from the "summit". He made a second attempt on March 20th 2007, exactly 10 years later, and was stopped once again on the same floor (though on the other tower).


          On the evening of Friday, November 4, 2005, a fire broke out in a movie theatre complex in the Suria KLCC shopping centre below the Petronas Twin Towers, triggering panic among patrons who fled screaming and coughing in the thick, acrid smoke. There were no reports of injuries. The buildings were largely empty (except for Suria KLCC) because of the late hour; the only people affected were moviegoers and some diners in restaurants.


          


          In fiction and popular culture


          
            	The 1999 movie Entrapment starring Catherine Zeta-Jones and Sean Connery, features the Tower's complex security systems being infiltrated in order to steal from a high-security bank in the tower at midnight on New Year's Day. A prime stunt sequence takes place when the pair are stranded atop the connecting bridge and are confronted by a Kuala Lumpur air force helicopter and police counter-terrorist forces. In one scene, the skyline of Kuala Lumpur (prominently featuring the Petronas Towers) was super-imposed with an urban river filmed in the city of Melaka, some 80 kilometers away. The scene created an illusion whereby the Petronas Towers were surrounded by shanty towns, thus prompting disapproval from Kuala Lumpur residents. Ironically there are indeed shanty towns within a couple of miles of the building, simply not the ones shown in the film. The film was never banned in Malaysia although FINAS viewed the film as degrading to the Malaysian community.

          


          
            	In 2002, the Petronas Towers were featured as a destination on season three of the Amazing Race (US).

          


          
            	A dynamic aerial shot of the towers at 4:00 pm is the first image of the popular American television series 24. That is, the towers are the first thing that we see in the first episode of the show.

          


          
            	The towers also feature prominently in the Bollywood movie Don - The Chase Begins Again, including a walk on the roof of the skyway by Arjun Rampal

          


          
            	The Petronas Twin Towers features in the animated television series Totally Spies! in episode 26 of the series' first season, entitled "Man or Machine".

          


          
            	The construction of the towers were also discussed in the comic strip Get Fuzzy.

          


          
            	The towers were depicted in flames for a few seconds in the future-set film Children of Men.

          


          
            	The building was used to provide background for the filming of the Kannum Kannum Nokiya, a song in the famous, hit Kollywood film, Anniyan.

          


          
            	The towers are displayed in Rise of Nations, where it is in the background of the Information Age icon.

          


          
            	The towers appear in the video games Katamari Damacy (Sony Playstation 2), We Love Katamari (Sony Playstation 2), and Beautiful Katamari (Microsoft Xbox 360), published by Namco Bandai Games. They are the largest man-made objects possible to view and roll up in the games. Also featured setting for three levels in the video game Hitman 2: Silent Assassin. A racing game too have a track that features the towers in BurnOut TakeDown.

          


          
            	The Petronas Twin Towers featured in the animated television series Jackie Chan Adventures in episode 58 of the series' third season, entitled " When Pigs Fly".

          


          


          Quotations


          A quote by the building's main architect:


          
            	
              
                	
                  "According to Lao Tse, the reality of a hollow object is in the void and not in the walls that define it. He was speaking, of course, of spiritual realities. These are the realities also of the Petronas Towers. The power of the void is increased and made more explicit by the pedestrian bridge that ... with its supporting structure creates a portal to the sky ... a door to the infinite."

                  
                    	 Cesar Pelli, architect (1995)
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              Acids and bases:
            


            
              	Acid-base extraction


              	Acid-base reaction


              	Acid-base physiology


              	Acid-base homeostasis


              	Dissociation constant


              	Acidity function


              	Buffer solutions


              	pH


              	Proton affinity


              	Self-ionization of water


              	
                Acids:

                
                  	Lewis acids


                  	Mineral acids


                  	Organic acids
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          pH is a measure of the acidity or alkalinity of a solution. Aqueous solutions at 25 C with a pH less than seven are considered acidic, while those with a pH greater than seven are considered basic (alkaline). When a pH level is 7.0, it is defined as 'neutral' at 25 C because at this pH the concentration of H3O+ equals the concentration of OH in pure water. pH is formally dependent upon the activity of hydronium ions (H3O+), but for very dilute solutions, the molarity of H3O+ may be used as a substitute with little loss of accuracy. (H+ is often used as a synonym for H3O+.) Because pH is dependent on ionic activity, a property which cannot be measured easily or fully predicted theoretically, it is difficult to determine an accurate value for the pH of a solution. The pH reading of a solution is usually obtained by comparing unknown solutions to those of known pH, and there are several ways to do so.


          The concept of pH was first introduced by Danish chemist S. P. L. Srensen at the Carlsberg Laboratory in 1909. The name pH has been claimed to have come from any of several sources including: pondus hydrogenii, potentia hydrogenii (Latin), potentiel hydrogne (French), and potential of hydrogen (English).


          


          Definition


          pH is defined in International Standard ISO 31-8: operationally as follows. For a solution X, first measure the electromotive force EX of the galvanic cell


          
            	[image: \text{pH(X)} = \text{pH(S)} + \frac{(E_{\text{S}} - E_{\text{X}})F}{RT \ln 10}]

          


          where


          
            	F is the Faraday constant;


            	R is the molar gas constant;


            	T is the thermodynamic temperature.

          


          Defined this way, pH is a dimensionless quantity. Values pH(S) for a range of standard solutions S, along with further details, are given in the relevant IUPAC recommendation.


          pH has no fundamental meaning as a unit; its official definition is a practical one. However in the restricted range of dilute aqueous solutions having an amount-of-dissolved-substance concentrations less than 0.1 mol/L, and being neither strongly alkaline nor strongly acidic (2 < pH < 12), the definition is such that


          
            	[image: \text{pH} = -\log_{10}\left[\frac{\gamma_1 [\text{H}^+]) }{ \text{1 mol L}^{-1} } \right] \pm 0.02]

          


          where [H+] denotes the amount-of-substance concentration of hydrogen ion H+ and 1 denotes the activity coefficient of a typical univalent electrolyte in the solution.


          


          Explanation


          
            [image: Visual representation of the pH scale.]

            
              Visual representation of the pH scale.
            

          


          
            [image: Another visual representation of the pH scale.]

            
              Another visual representation of the pH scale.
            

          


          In simpler terms, the number arises from a measure of the activity of hydrogen ions (or their equivalent) in the solution. The pH scale is an inverse logarithmic representation of hydrogen proton ( H+) concentration. Unlike linear scales, which have a constant relationship between the item being measured (H+ concentration in this case) and the value reported, each individual pH unit is a factor of 10 different than the next higher or lower unit. For example, a change in pH from 2 to 3 represents a 10-fold decrease in H+ concentration, and a shift from 2 to 4 represents a one-hundred (10  10)-fold decrease in H+ concentration. The formula for calculating pH is:


          
            	[image: \mbox{pH} = -\log_{10} \alpha_{\mathrm{H}^+}]

          


          Where H+ denotes the activity of H+ ions, and is dimensionless. In solutions containing other ions, activity and concentration will not generally be the same. Activity is a measure of the effective concentration of hydrogen ions, rather than the actual concentration; it includes the fact that other ions surrounding hydrogen ions will shield them and affect their ability to participate in chemical reactions. These other ions change the effective amount of hydrogen ion concentration in any process that involves H+.


          In dilute solutions (such as tap water), activity is approximately equal to the numeric value of the concentration of the H+ ion, denoted as [H+] (or more accurately written, [ H3O+]), measured in moles per litre (also known as molarity). Therefore, it is often convenient to define pH as:


          
            	[image: \mbox{pH} \approx -\log_{10}{\frac{[\mathrm{H^+}]}{1~\mathrm{mol/L}}} ]

          


          For both definitions, log10 denotes the base-10 logarithm, therefore pH defines a logarithmic scale of acidity. For example, if one makes a lemonade with a H+ concentration of 0.0050 moles per litre, its pH would be:


          
            	[image: \mbox{pH}_{\mathrm{lemonade}} \approx -\log_{10}{(0.0050)} \approx 2.3]

          


          A solution of pH = 8.2 will have an [H+] concentration of 108.2 mol/L, or about 6.31  109 mol/L. Thus, its hydrogen activity H+ is around 6.31  109. A solution with an [H+] concentration of 4.5  104 mol/L will have a pH value of 3.35.


          In solution at 25 C, a pH of 7 indicates neutrality (i.e. the pH of pure water) because water naturally dissociates into H+ and OH ions with equal concentrations of 1107 mol/L. A lower pH value (for example pH 3) indicates increasing strength of acidity, and a higher pH value (for example pH 11) indicates increasing strength of basicity. Note, however, that pure water, when exposed to the atmosphere, will take in carbon dioxide, some of which reacts with water to form carbonic acid and H+, thereby lowering the pH to about 5.7.


          Neutral pH at 25 C is not exactly 7. pH is an experimental value, so it has an associated error. Since the dissociation constant of water is (1.011  0.005)  1014, pH of water at 25 C would be 6.998  0.001. The value is consistent, however, with neutral pH being 7.00 to two significant figures, which is near enough for most people to assume that it is exactly 7. The pH of water gets smaller with higher temperatures. For example, at 50 C, pH of water is 6.55  0.01. This means that a diluted solution is neutral at 50 C when its pH is around 6.55 and that a pH of 7.00 is basic.


          Most substances have a pH in the range 0 to 14, although extremely acidic or extremely basic substances may have pH less than 0 or greater than 14. An example is acid mine runoff, with a pH = 3.6. Note that this does not translate to a molar concentration of 3981 M; such high activity values are the result of the extremely high value of the activity coefficient while concentrations are within a "reasonable" range . E.g. a 7.622 molal H2SO4 solution has a pH = -3.13, hydrogen activity H+ around 1350 and activity coefficient H+ = 165.4 when using the MacInnes convention for scaling Pitzer single ion activity coefficient .


          Arbitrarily, the pH is  log10([H + ]). Therefore,


          
            	pH =  log10[H + ]

          


          or, by substitution,


          
            	[image: \mbox{pH} = \frac{\epsilon}{0.059}].

          


          The "pH" of any other substance may also be found (e.g. the potential of silver ions, or pAg+) by deriving a similar equation using the same process. These other equations for potentials will not be the same, however, as the number of moles of electrons transferred (n) will differ for the different reactions.


          


          Calculation of pH for weak and strong acids


          Values of pH weak and strong acids can be approximated using certain theories and assumptions.


          Under the Brnsted-Lowry theory, stronger or weaker acids are a relative concept. But here we define a strong acid as a species which is a much stronger acid than the hydronium (H3O+) ion. In that case the dissociation reaction (strictly HX+H2OH3O++X but simplified as HXH++X) goes to completion, i.e. no unreacted acid remains in solution. Dissolving the strong acid HCl in water can therefore be expressed:


          
            	HCl(aq)  H+ + Cl

          


          This means that in a 0.01 mol/L solution of HCl it is approximated that there is a concentration of 0.01 mol/L dissolved hydrogen ions. From above, the pH is: pH = log10 [H+]:


          
            	pH = log (0.01)

          


          which equals 2.


          For weak acids, the dissociation reaction does not go to completion. An equilibrium is reached between the hydrogen ions and the conjugate base. The following shows the equilibrium reaction between methanoic acid and its ions:


          
            	HCOOH(aq) ⇌ H+ + HCOO

          


          It is necessary to know the value of the equilibrium constant of the reaction for each acid in order to calculate its pH. In the context of pH, this is termed the acidity constant of the acid but is worked out in the same way (see chemical equilibrium):


          
            	Ka = [hydrogen ions][acid ions] / [acid]

          


          For HCOOH, Ka = 1.6  104


          When calculating the pH of a weak acid, it is usually assumed that the water does not provide any hydrogen ions. This simplifies the calculation, and the concentration provided by water, 1107 mol/L, is usually insignificant.


          With a 0.1 mol/L solution of methanoic acid (HCOOH), the acidity constant is equal to:


          
            	Ka = [H+][HCOO] / [HCOOH]

          


          Given that an unknown amount of the acid has dissociated, [HCOOH] will be reduced by this amount, while [H+] and [HCOO] will each be increased by this amount. Therefore, [HCOOH] may be replaced by 0.1x, and [H+] and [HCOO] may each be replaced by x, giving us the following equation:


          
            	[image: 1.6\times 10^{-4} = \frac{x^2}{0.1-x}.]

          


          Solving this for x yields 3.9103, which is the concentration of hydrogen ions after dissociation. Therefore the pH is log(3.9103), or about 2.4.


          


          Measurement


          
            
              Representative pH values
            

            
              	Substance

              	pH
            


            
              	Hydrochloric acid, 10M

              	
                
                  -1.0
                

              
            


            
              	Lead-acid battery

              	
                
                  0.5
                

              
            


            
              	Gastric acid

              	
                
                  1.5  2.0
                

              
            


            
              	Lemon juice

              	
                
                  2.4
                

              
            


            
              	Cola

              	
                
                  2.5
                

              
            


            
              	Vinegar

              	
                
                  2.9
                

              
            


            
              	Orange or apple juice

              	
                
                  3.5
                

              
            


            
              	Tomato Juice

              	
                
                  4.0
                

              
            


            
              	Beer

              	
                
                  4.5
                

              
            


            
              	Acid Rain

              	
                
                  <5.0
                

              
            


            
              	Coffee

              	
                
                  5.0
                

              
            


            
              	Tea or healthy skin

              	
                
                  5.0
                

              
            


            
              	Urine

              	
                
                  6.0
                

              
            


            
              	Milk

              	
                
                  6.5
                

              
            


            
              	Pure Water

              	
                
                  7.0
                

              
            


            
              	Healthy human saliva

              	
                
                  6.5  7.4
                

              
            


            
              	Blood

              	
                
                  7.34  7.45
                

              
            


            
              	Seawater

              	
                
                  7.7  8.3
                

              
            


            
              	Hand soap

              	
                
                  9.0  10.0
                

              
            


            
              	Household ammonia

              	
                
                  11.5
                

              
            


            
              	Bleach

              	
                
                  12.5
                

              
            


            
              	Household lye

              	
                
                  13.5
                

              
            

          


          pH can be measured:



          
            	by addition of a pH indicator into the solution under study. The indicator color varies depending on the pH of the solution. Using indicators, qualitative determinations can be made with universal indicators that have broad color variability over a wide pH range and quantitative determinations can be made using indicators that have strong colour variability over a small pH range. Precise measurements can be made over a wide pH range using indicators that have multiple equilibriums in conjunction with spectrophotometric methods to determine the relative abundance of each pH-dependent component that make up the colour of solution, or


            	by using a pH meter together with pH-selective electrodes ( pH glass electrode, hydrogen electrode, quinhydrone electrode, ion sensitive field effect transistor and others).


            	by using pH paper, indicator paper that turns color corresponding to a pH on a colour key. pH paper is usually small strips of paper (or a continuous tape that can be torn) that has been soaked in an indicator solution, and is used for approximations.

          


          The lowest and highest ends of the pH scale do not oxidize. The middle of the scale is what oxidizes, such as water and blood.


          As the pH scale is logarithmic, it does not start at zero. Thus the most acidic of liquids encountered can have a pH as low as 5. The most alkaline typically has pH of 14. Measurement of extremely low pH values has various complications. Calibration of the electrode in such cases can be done with standard solutions of concentrated sulfuric acid whose pH values can be calculated with the Pitzer model.


          As an example of home application, the measurement of pH value can be used to quantify the amount of acid in a swimming pool.


          


          pOH


          There is also pOH, in a sense the opposite of pH, which measures the concentration of OH ions, or the basicity. Since water self ionizes, and notating [OH] as the concentration of hydroxide ions, we have


          
            	[image:  K_w = a_{{\rm{H}}^ * } a_{{\rm{OH}}^ - }= 10^{ - 14}] (*)

          


          where Kw is the ionization constant of water.


          Now, since


          
            	[image: \log _{10} K_w = \log _{10} a_{{\rm{H}}^ + } + \log _{10} a_{{\rm{OH}}^ - }]

          


          by logarithmic identities, we then have the relationship:


          
            	[image: - 14 = {\rm{log}}_{{\rm{10}}} \,a_{{\rm{H}}^{\rm{ + }} } + \log _{10} \,a_{{\rm{OH}}^ - } ]

          


          and thus


          
            	[image: {\rm{pOH}} = - \log _{10} \,a_{{\rm{OH}}^ - } = 14 + \log _{10} \,a_{{\rm{H}}^ + } = 14 - {\rm{pH}} ]

          


          This formula is valid exactly for temperature = 298.15 K (25 C) only, but is acceptable for most lab calculations.


          


          Indicators


          
            [image: The Hydrangea macrophylla blossoms in pink or blue, depending on soil pH. In acidic soils, the flowers are blue; in alkaline soils, the flowers are pink.]

            
              The Hydrangea macrophylla blossoms in pink or blue, depending on soil pH. In acidic soils, the flowers are blue; in alkaline soils, the flowers are pink.
            

          


          An indicator is used to measure the pH of a substance. Common indicators are litmus paper, phenolphthalein, methyl orange, phenol red, bromothymol blue, bromocresol green and bromocresol purple. To demonstrate the principle with common household materials, red cabbage, which contains the dye anthocyanin, is used.


          


          Seawater


          In chemical oceanography pH measurement is complicated by the chemical properties of seawater, and several distinct pH scales exist.


          As part of its operational definition of the pH scale, the IUPAC define a series of buffer solutions across a range of pH values (often denoted with NBS or NIST designation). These solutions have a relatively low ionic strength (~0.1) compared to that of seawater (~0.7), and consequently are not recommended for use in characterising the pH of seawater (since the ionic strength differences cause changes in electrode potential). To resolve this problem, an alternative series of buffers based on artificial seawater was developed. This new series resolves the problem of ionic strength differences between samples and the buffers, and the new pH scale is referred to as the total scale, often denoted as pHT.


          The total scale was defined using a medium containing sulfate ions. These ions experience protonation, H+ + SO42 ⇌ HSO4, such that the total scale includes the effect of both protons ("free" hydrogen ions) and hydrogen sulfate ions:


          
            	[H+]T = [H+]F + [HSO4]


          


          An alternative scale, the free scale, often denoted pHF, omits this consideration and focuses solely on [H+]F, in principle making it a simpler representation of hydrogen ion concentration. Analytically, only [H+]T can be determined, so [H+]F must be estimated using the [SO42] and the stability constant of HSO4, KS*:


          
            	[H+]F = [H+]T  [HSO4] = [H+]T ( 1 + [SO42] / KS* )1


          


          However, it is difficult to estimate KS* in seawater, limiting the utility of the otherwise more straightforward free scale.


          Another scale, known as the seawater scale, often denoted pHSWS, takes account of a further protonation relationship between hydrogen ions and fluoride ions, H+ + F ⇌ HF. Resulting in the following expression for [H+]SWS:


          
            	[H+]SWS = [H+]F + [HSO4] + [HF]


          


          However, the advantage of considering this additional complexity is dependent upon the abundance of fluoride in the medium. In seawater, for instance, sulfate ions occur at much greater concentrations (> 400 times) than those of fluoride. Consequently, for most practical purposes, the difference between the total and seawater scales is very small.


          The following three equations summarise the three scales of pH:


          
            	pHF =  log [H+]F



            	pHT =  log ( [H+]F + [HSO4] ) =  log [H+]T



            	pHSWS =  log ( [H+]F + [HSO4] + [HF] ) =  log [H+]SWS


          


          In practical terms, the three seawater pH scales differ in their values by up to 0.12 pH units, differences that are much larger than the accuracy of pH measurements typically required (particularly in relation to the ocean's carbonate system). Since it omits consideration of sulfate and fluoride ions, the free scale is significantly different from both the total and seawater scales. Because of the relative unimportance of the fluoride ion, the total and seawater scales differ only very slightly.


          


          Body fluids


          
            
              pH in body fluids
            

            
              	Fluid

              	pH
            


            
              	gastric acid

              	0.7
            


            
              	lysosome

              	5.5
            


            
              	granule of chromaffin cell

              	5.5
            


            
              	Neutral H2O at 37C

              	6.81
            


            
              	cytosol

              	7.2
            


            
              	CSF

              	7.3
            


            
              	arterial blood plasma

              	7.4
            


            
              	mitochondrial matrix

              	7.5
            


            
              	exocrine secretions of pancreas

              	8.1
            

          


          The pH of different body fluids varies with function and other factors. Mostly it is a tightly regulated system to keep the acid-base homeostasis.
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            [image: A variety of topics involved with pharmacology, including neuropharmacology, renal pharmacology, human metabolism, intracellular metabolism, and intracellular regulation.]

            
              A variety of topics involved with pharmacology, including neuropharmacology, renal pharmacology, human metabolism, intracellular metabolism, and intracellular regulation.
            

          


          Pharmacology (from the Greek ά, pharmakon, " drug"; and ό, logos, " study") is the study of how drugs interact with living organisms to produce a change in function. If substances have medicinal properties, they are considered pharmaceuticals. The field encompasses drug composition and properties, interactions, toxicology, therapy, and medical applications and antipathogenic capabilities. Pharmacology is not synonymous with pharmacy, which is the name used for a profession, though in common usage the two terms are confused at times. Pharmacology deals with how drugs interact within biological systems to affect function, while pharmacy is a medical science concerned with the safe and effective use of medicines.


          The origins of clinical pharmacology date back to the Middle Ages in Avicenna's The Canon of Medicine, Peter of Spain's Commentary on Isaac, and John of St Amand's Commentary on the Antedotary of Nicholas. Pharmacology as a scientific discipline did not further advance until the mid-19th century amid the great biomedical resurgence of that period. Before the second half of the nineteenth century, the remarkable potency and specificity of the actions of drugs such as morphine, quinine and digitalis were explained vaguely and with reference to extraordinary chemical powers and affinities to certain organs or tissues. The first pharmacology department was set up by Buchheim in 1847, in recognition of the need to understand how therapeutic drugs and poisons produced their effects.


          Early pharmacologists focused on natural substances, mainly plant extracts. Pharmacology developed in the 19th century as a new biomedical science that applied the principles of scientific experimentation to therapeutic contexts.


          


          Divisions


          Pharmacology as a chemical science is practiced by pharmacologists. Subdisciplines include


          
            	clinical pharmacology - the medical field of medication effects on humans


            	neuro- and psychopharmacology (effects of medication on behaviour and nervous system functioning),


            	pharmacogenetics (clinical testing of genetic variation that gives rise to differing response to drugs)


            	pharmacogenomics (application of genomic technologies to new drug discovery and further characterization of older drugs)


            	pharmacoepidemiology (study of effects of drugs in large numbers of people)


            	toxicology study of the effects of poisons


            	theoretical pharmacology


            	posology - how medicines are dosed


            	pharmacognosy - deriving medicines from plants

          


          


          Scientific background


          The study of chemicals requires intimate knowledge of the biological system affected. With the knowledge of cell biology and biochemistry increasing, the field of pharmacology has also changed substantially. It has become possible, through molecular analysis of receptors, to design chemicals that act on specific cellular signaling or metabolic pathways by affecting sites directly on cell-surface receptors (which modulate and mediate cellular signaling pathways controlling cellular function).


          A chemical has, from the pharmacological point-of-view, various properties. Pharmacokinetics describes the effect of the body on the chemical (e.g. half-life and volume of distribution), and pharmacodynamics describes the chemical's effect on the body (desired or toxic).


          When describing the pharmacokinetic properties of a chemical, pharmacologists are often interested in ADME:


          
            	Absorption - How is the medication absorbed (through the skin, the intestine, the oral mucosa)?


            	Distribution - How does it spread through the organism?


            	Metabolism - Is the medication converted chemically inside the body, and into which substances. Are these active? Could they be toxic?


            	Excretion - How is the medication eliminated (through the bile, urine, breath, skin)?

          


          Medication is said to have a narrow or wide therapeutic index or therapeutic window. This describes the ratio of desired effect to toxic effect. A compound with a narrow therapeutic index (close to one) exerts its desired effect at a dose close to its toxic dose. A compound with a wide therapeutic index (greater than five) exerts its desired effect at a dose substantially below its toxic dose. Those with a narrow margin are more difficult to dose and administer, and may require therapeutic drug monitoring (examples are warfarin, some antiepileptics, aminoglycoside antibiotics). Most anti-cancer drugs have a narrow therapeutic margin: toxic side-effects are almost always encountered at doses used to kill tumors.


          


          Medicine development and safety testing


          Development of medication is a vital concern to medicine, but also has strong economical and political implications. To protect the consumer and prevent abuse, many governments regulate the manufacture, sale, and administration of medication. In the United States, the main body that regulates pharmaceuticals is the Food and Drug Administration and they enforce standards set by the United States Pharmacopoeia. In the European Union, the main body that regulates pharmaceuticals is the EMEA and they enforce standards set by the European Pharmacopoeia.


          If the structure of a medicine is altered slightly, this will slightly alter the medicine's properties. This means when a useful activity has been identified, chemists will make many similar compounds called analogues, to attempt and maximise the beneficial effects. This development phase can take up to 3 years and is expensive.


          These new analogues need to be developed. It needs to be determined how safe the medicine is for human consumption, its stability in the human body and the best form for dispensing, like tablet or aerosol. After extensive testing, which can take up to 6 years the new medicine is ready for marketing and selling.


          As a result of the long time required to develop analogues and test a new medicine and the fact that of every 5000 potential new medicines typically only one will ever reach the open market, this is an expensive way of doing things, costing millions of dollars. To recoup this outlay pharmaceutical companies may do a number of things:


          
            	Carefully research the demand for their potential new product before spending an outlay of company funds.


            	Obtain a patent on the new medicine preventing other companies from producing that medicine for a certain allocation of time.

          


          


          Drug legislation and safety


          In the United States, the Food and Drug Administration (FDA) is responsible for creating guidelines for the approval and use of drugs. The FDA requires that all approved drugs fulfill two requirements:


          
            	The drug must be found to be effective against the disease for which it is seeking approval.


            	The drug must meet safety criteria by being subject to extensive animal and controlled human testing.

          


          Gaining FDA approval usually takes several years to attain. Testing done on animals must be extensive and must include several species to help in the evaluation of both the effectiveness and toxicity of the drug. The dosage of any drug approved for use is intended to fall within a range in which the drug produces a therapeutic effect or desired outcome.


          The safety and effectiveness of prescription drugs in the U.S. is regulated by the federal Prescription Drug Marketing Act of 1987.


          The Medicines and Healthcare products Regulatory Agency (MHRA) has a similar role in the UK.


          


          Education


          The study of pharmacology is offered in many universities worldwide.

          Again, pharmacology education programs differ from pharmacy programs. Students of pharmacology are trained as researchers, studying the effects of substances in order to better understand the mechanisms which might lead to new drug discoveries for example. Whereas as pharmacy student will eventually work in a pharmacy dispensing medications or some other position focused on the patient, pharmacologist will typically work within a laboratory setting.


          Some higher educational institutions combine pharmacology and toxicology into a single program as does Michigan State University. Michigan State University offers PhD training in Pharmacology & Toxicology with an optional Environmental Toxicology specialization. They also offer a Professional Science Masters in Integrative Pharmacology.
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              	Pharyngitis

              Classification and external resources
            


            
              	
                
                  [image: ]
                

              
            


            
              	Viral pharyngitis.

              The oropharynx is swollen and red.
            


            
              	ICD- 10

              	J 02., J 31.2
            


            
              	ICD- 9

              	462, 472.1
            


            
              	DiseasesDB

              	24580
            


            
              	MedlinePlus

              	000655
            


            
              	eMedicine

              	emerg/419
            


            
              	MeSH

              	D010612
            

          


          Pharyngitis (IPA: [ˌfarɪnˈdʒʌɪtɪs]) is, in most cases, a painful inflammation of the pharynx, and is colloquially referred to as a sore throat. Infection of the tonsils ( tonsillitis) and/or larynx ( laryngitis) may occur simultaneously.


          About 90% of cases are caused by viral infection, with the remainder caused by bacterial infection and, in rare cases, oral thrush (fungal candidiasis e.g. in babies). Some cases of pharyngitis are caused by irritation from elements such as pollutants or chemical substances.


          


          Causes


          The pharynx is often the first site of infection for many infectious diseases such as the common cold. This is because viruses and bacteria often settle in this part of the body after a person inhales dust or water vapour containing the microorganism. Infection can also arise when a person touches their nose or mouth after having touched an object shared with another person with the disease. The foreign invader reproduces rapidly after settling on the body tissue.


          


          Viral sore throats


          These comprise about 90% of all infectious cases and can be a feature of many different types of viral infections.


          
            	Adenovirus - the most common of the viral causes. Typically the degree of neck lymph node enlargement is modest and the throat often does not appear red, although is very painful.


            	Orthomyxoviridae which cause influenza - present with rapid onset high temperature, headache and generalised ache. A sore throat may be associated.


            	Infectious mononucleosis ("glandular fever") caused by the Epstein-Barr virus. This may cause significant lymph gland swelling and an exudative tonsillitis with marked redness and swelling of the throat. The heterophile test can be used if this is suspected.


            	Herpes simplex virus can cause multiple mouth ulcers.


            	Measles


            	Common cold virus: rhinovirus, coronavirus, respiratory syncytial virus, parainfluenza virus

          


          


          Bacterial sore throats


          


          Group A streptococcal


          The most common bacterial agent is streptococcus. Unlike adenovirus, there tends to be greater generalized symptoms and more signs to find. Typically enlarged and tender lymph glands, with bright red, inflamed, and swollen throat of sudden onset with severe pain (often the patient finds it painful to talk or swallow), the patient may have a high temperature, headache, and aching muscles ( myalgia) and joints ( arthralgia). White or yellow spots on the back of the throat may be present on exam. These spots may also appear on the tonsils when those glands are involved.


          It may be impossible to distinguish between viral and bacterial causes of sore throat.


          Coughing is usually absent in strep throat though a dry, nonproductive cough (similar to how a person clears his or her voice) may appear in some patients; in addition coughing may appear when there is co-infection with a virus. A stuffy nose is also considered uncommon and is more likely due to a virus instead of the strep bacteria.


          Some immune-system meditated complications may occur:


          
            	Scarlet fever with its vivid rash, although the milder disease seen after the 1950s suggests that the bacteria may have mutated to less virulent illness and some doctors now call this scarlatina (literally a "little scarlet fever")


            	Historically the most important complication was of the generalized inflammatory disorder of rheumatic fever which could later result in Rheumatic heart disease affecting the valves of the heart. Antibiotics may reduce the incidence of this complication to under one-third.However the incidence of rheumatic fever in developed-regions of the world remains low even though the use of antibiotics has been declining.This may be a result of a change in the prevalence of various strains of bacteria. In underdeveloped regions, untreated streptococcal infection can still give rise to rheumatic heart disease and may be due to environmental factors, or reflect a genetic predisposition of the patient to the disease.


            	Post-streptococcal glomerulonephritis is an inflammation of the kidney. It is disputed whether antibiotics might reduce the small risk of this or not.


            	Very rarely there may occur a secondary infection behind the tonsils which may cause a life-threatening septicaemia ( Lemierre's syndrome)

          


          


          Diphtheria


          Diphtheria is a potentially life threatening upper respiratory infection caused by Corynebacterium diphtheriae which has been largely eradicated in developed nations since the introduction of childhood vaccination programs, but is still reported in the Third World and increasingly in some areas in Eastern Europe. Antibiotics are effective in the early stages, but recovery is generally slow.


          


          Treatment


          There are three types of treatmentsymptomatic, remedial and preventive. Symptomatic treatments are aimed at reducing pain and symptoms. Remedial treatments attempt to cure pharyngitis by reducing its spread and speeding up the healing process. Preventive treatments attempt to block the start of an infection.


          Remedial treatments are mostly effective for bacterial infections such as streptococcal infections. For viral infections, even with treatment, most cases of pharyngitis will still settle spontaneously within a few days. Hence the most popular method of treatment is symptomatic. Many preventive treatments are also remedial, thus those two treatments will be listed in the same section.


          Twenty-two non-antibiotic managements for sore throat have been studied in controlled trials.Analgesics are among the most effective, but there are many simple measures that can also be used.


          


          Symptomatic treatments


          
            	Analgesics such as NSAIDs can help reduce the pain associated with a sore throat.


            	Cayenne pepper is said to provide effective short term relief when mixed with water and gargled.


            	Throat sprays such as Cepacol and Chloraseptic.


            	Throat lozenges ( cough medicine) are often used for short-term pain relief.


            	Avoid foods and liquids highly acidic in nature, as they will provoke temporary periods of intense pain


            	Warm tea (true or herbal) or soup can help temporarily alleviate the pain of a sore throat.


            	Mouthwash (when gargled) reduces the pain but only for a brief time.


            	Drinking heavy amounts of liquid reduces the pain for a short time.


            	Peppermint candy might help with some cases as well as other hard candies. It will reduce the pain for a short time.


            	Yogurt has been shown to help alleviate the pain temporarily.


            	Gargling with warm saline solution may help reduce mucus and the pain.
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          In the physical sciences, a phase is a set of states of a macroscopic physical system that have relatively uniform chemical composition and physical properties (i.e. density, crystal structure, index of refraction, and so forth).


          


          Phases vs. states of matter


          Phases are sometimes confused with states of matter, but there are significant differences. States of matter refers to the differences between gases, liquids, solids, plasma, etc. If there are two regions in a chemical system that are in different states of matter, then they must be different phases. However, the reverse is not true -- a system can have multiple phases which are in equilibrium with each other and also in the same state of matter. This difference is especially important when considering the Gibbs' phase rule, which governs the number of allowed phases.


          Mixtures can have multiple phases, which often happen when two immiscible substances dissolve into one another in small amounts. For example, a mixture might be composed of an oil phase (95% oil, 5% water) and a water phase (95% water, 5% oil).


          Polymorphism is the ability of a solid to exist in more than one crystal form. For example, water ice is ordinarily found in the hexagonal form Ice Ih, but can also exist as the cubic ice Ic, the rhombohedral ice II, and many other forms.


          Amorphous phases are also possible with the same molecule, such as amorphous ice. In this case, the phenomenon is known as polyamorphism.


          For pure chemical elements, polymorphism is known as allotropy. For example, diamond, graphite, and fullerenes are different allotropes of carbon.


          


          General definition of phases


          In general, two different states of a system are in different phases if there is an abrupt change in their physical properties while transforming from one state to the other. Conversely, two states are in the same phase if they can be transformed into one another without any abrupt changes. There are, however, exceptions to this statement -- for example the liquid-gas critical point discussed below in the Phase Diagrams section.


          An important point is that different types of phases are associated with different physical qualities. When discussing the solid, liquid, and gaseous phases, we talked about rigidity and compressibility, and the effects of varying the pressure and volume, because those are the relevant properties that distinguish a solid, a liquid, and a gas. On the other hand, when discussing paramagnetism and ferromagnetism, we look at the magnetization, because that is what distinguishes the ferromagnetic phase from the paramagnetic phase. Several more examples of phases will be given in the following section.


          In more technical language, a phase is a region in the parameter space of thermodynamic variables in which the free energy is analytic; between such regions there are abrupt changes in the properties of the system, which correspond to discontinuities in the derivatives of the free energy function. As long as the free energy is analytic, all thermodynamic properties (such as entropy, heat capacity, magnetization, and compressibility) will be well-behaved, because they can be expressed in terms of the free energy and its derivatives. For example, the entropy is the negative of the first derivative of the free energy with temperature (at constant pressure).


          When a system goes from one phase to another, there will generally be a stage where the free energy is non-analytic. This is a phase transition. Due to this non-analyticity, the free energies on either side of the transition are two different functions, so one or more thermodynamic properties will behave very differently after the transition. The property most commonly examined in this context is the heat capacity. During a transition, the heat capacity may become infinite, jump abruptly to a different value, or exhibit a "kink" or discontinuity in its derivative. See also differential scanning calorimetry.
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              Possible graphs of heat capacity (C) against temperature (T) at a phase transition
            

          


          


          Phase diagrams


          The different phases of a system may be represented using a phase diagram. The axes of the diagrams are the relevant thermodynamic variables. For simple mechanical systems, we generally use the pressure and temperature.


          
            [image: A phase diagram for a typical single-component material exhibiting solid, liquid and gaseous phases]

            
              A phase diagram for a typical single-component material exhibiting solid, liquid and gaseous phases
            

          


          The markings on the phase diagram show the points where the free energy is non-analytic. The open spaces, where the free energy is analytic, correspond to the phases. The phases are separated by lines of non-analyticity, where phase transitions occur, which are called phase boundaries.


          In the diagram, the phase boundary between liquid and gas does not continue indefinitely. Instead, it terminates at a point on the phase diagram called the critical point. At temperatures and pressure above the critical point, the physical property differences that differentiate the liquid phase from the gas phase become less defined. This reflects the fact that, at extremely high temperatures and pressures, the liquid and gaseous phases become indistinguishable. In water, the critical point occurs at around 647 K (374 C or 705 F) and 22.064 MPa.


          The existence of the liquid-gas critical point reveals a slight ambiguity in our above definitions. When going from the liquid to the gaseous phase, one usually crosses the phase boundary, but it is possible to choose a path that never crosses the boundary by going to the right of the critical point. Thus, phases can sometimes blend continuously into each other. This new phase which has some properties that are similar to a liquid and some properties that are similar to a gas is called a supercritical fluid. We should note, however, that this does not always happen. For example, it is impossible for the solid-liquid phase boundary to end in a critical point in the same way as the liquid-gas boundary, because the solid and liquid phases have different symmetry.


          An interesting thing to note is that the solid-liquid phase boundary in the phase diagram of most substances, such as the one shown above, has a positive slope. This is due to the solid phase having a higher density than the liquid, so that increasing the pressure increases the melting temperature. However, in the phase diagram for water the solid-liquid phase boundary has a negative slope. This reflects the fact that ice has a lower density than water, which is an unusual property for a material.


          


          Phase separation


          Phase separation is transformation of a homogenous system into two (or more) phases and commonly encountered in many branches of science and technology. One example is the crystallization of a solid from a solution. A universal mathematical model of phase separation is provided by the CahnHilliard equation.


          


          Phase equilibrium


          The distribution of kinetic energy among molecules is not uniform, and it changes randomly. This means that at, say, the surface of a liquid, there may be an individual molecule with enough kinetic energy to jump into the gas phase. Likewise, individual gas molecules may have low enough kinetic energy to join other molecules in the liquid phase. This phenomenon means that at any given temperature and pressure, multiple phases may co-exist.


          For example, under standard conditions for temperature and pressure, a bowl of liquid water in dry air will evaporate until the partial pressure of gaseous water equals the vapor pressure of water. At this point, the rate of molecules leaving and entering the liquid phase becomes the same (due to the increased number of gaseous water molecules available to re-condense). The fact that liquid molecules with above-average kinetic energy have been removed from the bowl results in evaporative cooling. Similar processes may occur on other types of phase boundaries.


          Gibbs' phase rule relates the number of possible phases, variables such as temperature and pressure, and whether or not an equilibrium will be reached.


          


          Phase transition


          A phase transition or, phase change, describes when a substance changes its state of matter - ex. ice melting to water is a phase change because a solid changed to a liquid. For a phase change to occur, energy must be added or removed from the substance. The heat energy, or enthalpy, associated with a solid to liquid transition is the enthalpy of fusion, that for liquid to gas is the enthalpy of vaporization, and for solid to gas is the heat of sublimation. Normally adding or removing energy will change the temperature of the substance as the kinetic energy of the particles will increase or decrease. During a phase change however, the potential energy of the substance changes as the particles are moved further apart or closer together. There is no change in kinetic energy of the particles and therefore no resulting change in temperature.
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          Pheidippides ( Greek: , sometimes given as Phidippides or Philippides), hero of Ancient Greece, is the central figure in a story which was the inspiration for the modern sporting event, the marathon.


          The traditional story relates that Pheidippides(530bc-490bc), an Athenian herald, was sent to Sparta to request help when the Persians landed at Marathon, Greece. He ran 150 miles in two days. He then ran the 42 km (26.2 miles) from the battlefield by the town of Marathon to Athens to announce the Greek victory over Persia in the Battle of Marathon ( 490 BC) with the word "ή!" (Nenikkamen, We were victorious!) and died on the spot. Most accounts incorrectly attribute this story to the historian Herodotus, who wrote the history of the Persian Wars in his Histories (composed about 440 BC).


          Robert Browning gave a version of the traditional story in his 1879 poem Pheidippides.


          
            So, when Persia was dust, all cried, "To Acropolis!

            

            Run, Pheidippides, one race more! the meed is thy due!

            

            Athens is saved, thank Pan, go shout!" He flung down his shield

            

            Ran like fire once more: and the space 'twixt the fennel-field

            

            And Athens was stubble again, a field which a fire runs through,

            

            Till in he broke: "Rejoice, we conquer!" Like wine through clay,

            

            Joy in his blood bursting his heart, - the bliss!

          


          ("Fennel-field" is a reference to the Greek word for fennel, marathon, the origin of the name of the battlefield.)


          It was this poem which inspired Baron Pierre de Coubertin and other founders of the modern Olympic Games to invent a running race of 42 km called the Marathon.


          Sadly for historical romance, the story is probably not true. It is inherently improbable, since if the Athenians wanted to send an urgent message to Athens there was no reason why they could not have sent a messenger on horseback. However, they might have really used a runner as, due to the rocky and mountainous terrain of Greece, a horse's movement would have been hindered. In any case, no such story appears in Herodotus. The relevant passage of Herodotus (Histories, 105...106 [ 1 ])(The mountains in this area are too steep for horses to move with speed) is:


          
            Before they left the city, the Athenian generals sent off a message to Sparta. The messenger was an Athenian named Pheidippides, a professional long-distance runner. According to the account he gave the Athenians on his return, Pheidippides met the god Pan on Mount Parthenium, above Tegea. Pan, he said, called him by name and told him to ask the Athenians why they paid him no attention, in spite of his friendliness towards them and the fact that he had often been useful to them in the past, and would be so again in the future. The Athenians believed Pheidippides's story, and when their affairs were once more in a prosperous state, they built a shrine to Pan under the Acropolis, and from the time his message was received they held an annual ceremony, with a torch-race and sacrifices, to court his protection.

            

            On the occasion of which I speak - when Pheidippides, that is, was sent on his mission by the Athenian commanders and said that he saw Pan - he reached Sparta the day after he left Athens and delivered his message to the Spartan government. "Men of Sparta" (the message ran), "the Athenians ask you to help them, and not to stand by while the most ancient city of Greece is crushed and subdued by a foreign invader; for even now Eretria has been enslaved, and Greece is the weaker by the loss of one fine city." The Spartans, though moved by the appeal, and willing to send help to Athens, were unable to send it promptly because they did not wish to break their law. It was the ninth day of the month, and they said they could not take the field until the moon was full. So they waited for the full moon, and meanwhile Hippias, the son of Pisistratus, guided the Persians to Marathon.

          


          The significance of this story is only understood in the light of the legend that the god Pan returned the favour by fighting with the Athenian troops and against the Persians at Marathon. This was important because Pan, in addition to his other powers, had the capacity to instill the most extreme sort of fear, an irrational, blind fear that paralysed the mind and suspended all sense of judgment - panic.


          Herodotus was writing about 50 years after the events he describes, so it is reasonably likely that Pheidippides is a historical figure. If he ran the 246 km over rough roads from Athens to Sparta within two days, it would be an achievement worthy of remembrance. Whether the story is true or not, it has no connection with the Battle of Marathon itself, and Herodotus's silence on the subject of a herald running from Marathon to Athens suggests strongly that no such event occurred.


          The first known written account of a run from Marathon to Athens occurs in the works of the Greek writer Plutarch ( 46- 120), in his essay On the Glory of Athens. Plutarch attributes the run to a herald called either Thersippus or Eukles. Lucian, a century later, credits one "Philippides." It seems likely that in the 500 years between Herodotus's time and Plutarch's, the story of Pheidippides had become muddled with that of the Battle of Marathon, and some fanciful writer had invented the story of the run from Marathon to Athens.


          While the marathon celebrates the mythical run from Marathon to Athens, since 1982 an annual footrace from Athens to Sparta, known as the Spartathlon, celebrates Pheiddipides's at least semi-historical run across 250 km of Greek countryside.
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              	IUPAC name

              	Phenol
            


            
              	Other names

              	Carbolic Acid

              Benzenol

              Phenylic Acid

              Hydroxybenzene

              Phenic acid
            


            
              	Identifiers
            


            
              	CAS number

              	[108-95-2]
            


            
              	RTECS number

              	SJ3325000
            


            
              	SMILES

              	Oc1ccccc1
            


            
              	InChI

              	1/C6H6O/c7-6-

              4-2-1-3-5-6/h1-5,7H
            


            
              	Properties
            


            
              	Molecular formula

              	C6H5OH
            


            
              	Molar mass

              	94.11 g/mol
            


            
              	Appearance

              	White Crystalline Solid
            


            
              	Density

              	1.07 g/cm
            


            
              	Melting point

              	
                40.5 C

              
            


            
              	Boiling point

              	
                181.7 C

              
            


            
              	Solubility in water

              	8.3 g/100 ml (20 C)
            


            
              	Acidity (pKa)

              	9.95
            


            
              	Dipole moment

              	1.7 D
            


            
              	Hazards
            


            
              	EU classification

              	Toxic (T)

              Muta. Cat. 3

              Corrosive (C)
            


            
              	NFPA 704
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              	Flash point

              	79 C
            


            
              	Related compounds
            


            
              	Related compounds

              	Benzenethiol
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Phenol, also known under an older name of carbolic acid, is a toxic, colourless crystalline solid with a sweet tarry odour. Its chemical formula is C6H5OH and its structure is that of a hydroxyl group (-OH) bonded to a phenyl ring; it is thus an aromatic compound.


          


          Phenols


          The word phenol is also used to refer to any compound that contains a six-membered aromatic ring, bonded directly to a hydroxyl group (-OH). In effect, phenols are a class of organic compounds of which the phenol discussed in this article is the simplest member.


          


          Properties


          Phenol has a limited solubility in water (8.3 g/100 ml). It is slightly acidic: The phenol molecule has weak tendencies to lose the H+ ion from the hydroxyl group, resulting in the highly water-soluble phenoxide anion C6H5O. Compared to aliphatic alcohols, phenol shows much higher acidity; it even reacts with aqueous NaOH to lose H+, whereas aliphatic alcohols do not. One explanation for the increased acidity is resonance stabilization of the phenoxide anion by the aromatic ring. In this way, the negative charge on oxygen is shared by the ortho and para carbon atoms. In another explanation, increased acidity is the result of orbital overlap between the oxygen's lone pairs and the aromatic system. In a third, the dominant effect is the induction from the sp hybridised carbons; the comparatively more powerful inductive withdrawal of electron density that is provided by the sp system compared to an sp system allows for great stabilization of the oxyanion. In making this conclusion, one can examine the pKa of the enol of acetone, which is 10.9 in comparison to phenol with a pKa of 10.0.


          


          Production


          Phenol can be made from the partial oxidation of benzene or benzoic acid, by the cumene process, or by the Raschig process. It can also be found as a product of coal oxidation.


          


          Uses


          Phenol has antiseptic properties, and was used by Sir Joseph Lister (1827-1912) in his pioneering technique of antiseptic surgery, though the skin irritation caused by continual exposure to phenol eventually led to the substitution of aseptic (germ-free) techniques in surgery. It is also the active ingredient in some oral anesthetics such as Chloraseptic spray. Phenol was also the main ingredient of the Carbolic Smoke Ball, a device sold in London designed to protect the user against influenza and other ailments. In the early part of the 20th century, it was used in the Battle Creek Sanitarium to discourage female masturbation.


          It is also used in the production of drugs (it is the starting material in the industrial production of aspirin), herbicides, and synthetic resins ( Bakelite, one of the first synthetic resins to be manufactured, is a polymer of phenol with formaldehyde). Exposure of the skin to concentrated phenol solutions causes chemical burns which may be severe; in laboratories where it is used, it is usually recommended that polyethylene glycol solution is kept available for washing off splashes. Washing with large amounts of plain water (most labs have a safety shower or eye-wash) and removal of contaminated clothing are required, and immediate ER treatment for large splashes; particularly if the phenol is mixed with chloroform (a commonly-used mixture in molecular biology for DNA purification). Notwithstanding the effects of concentrated solutions, it is also used in cosmetic surgery as an exfoliant, to remove layers of dead skin. It is also used in phenolization, a surgical procedure used to treat an ingrown nail, in which it is applied to the toe to prevent regrowth of nails.


          Injections of phenol have occasionally been used as a means of rapid execution. In particular, phenol was used as a means of extermination by the Nazis before and during the Second World War. Originally used by the Nazis in the 1930's as part of its euthanasia program, phenol, cheap and easy to make and quickly effective, became the injectable drug of choice on through the last days of the War. Though Zyklon-B pellets were used in the gas chambers when large groups of people needed to be killed, the Nazis learned when smaller groups needed exterminating that it was more economical to inject their victims one at a time with phenol instead. Phenol injections were given to thousands of people in concentration camps, especially at Auschwitz-Birkenau. Injections were administered by medical doctors, their assistants, or sometimes prisoner doctors; such injections were originally given intravenously, more commonly in the arm, but injection directly into the heart, so as to induce nearly instant death, was later preferred . One of the most famous inmates at Auschwitz to be executed by carbolic acid injection was St. Maximilian Kolbe, a Catholic priest who volunteered to undergo three weeks of starvation and dehydration in the place of another inmate and who was finally injected with carbolic acid so that the Nazis could make more room in their holding cells. A use of phenol in molecular biology is the separation of genetic material (nucleic acids) (DNA & RNA) from proteins.


          


          Hydrothermal chemistry


          Under laboratory conditions mimicking hydrothermal circulation (water, 200 C, 1.9 GPa), phenol is found to form from sodium hydrogen carbonate and iron powder (1.8% chemical yield). This discovery made in 2007 may be relevant to the origin of life question as phenol is a fragment of the biomolecule tyrosine. However, as tyrosine is known to result directly from hydroxylation of phenylalanine in modern biological systems, the implications of prebiotic phenol are questionable at best.
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              	Nickname(s): "City of Brotherly Love","The City that Loves you Back", "Cradle of Liberty", "The Quaker City", "The Birthplace of America", "Philly"
            


            
              	Motto: "Philadelphia maneto" - "Let brotherly love endure"
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              	Coordinates:
            


            
              	Country
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              	Commonwealth

              	[image: ] Pennsylvania
            


            
              	County

              	[image: ] Philadelphia
            


            
              	Founded

              	October 27, 1682
            


            
              	Incorporated

              	October 25, 1701
            


            
              	Government
            


            
              	- Mayor

              	Michael Nutter ( D)
            


            
              	Area
            


            
              	-City

              	135sqmi(349.6km)
            


            
              	-Land

              	127.4sqmi(326.144km)
            


            
              	- Water

              	7.6sqmi(19.6km)
            


            
              	- Urban

              	1,799.5sqmi(4,660.7km)
            


            
              	- Metro

              	4,629sqmi(11,989km)
            


            
              	Elevation

              	39ft (12m)
            


            
              	Population (July 1st, 2007)
            


            
              	-City

              	1,449,634 ( 6th)
            


            
              	- Density

              	10,882.8/sqmi(4,201.8/km)
            


            
              	- Urban

              	5,325,000
            


            
              	- Metro

              	5,823,233
            


            
              	Time zone

              	EST ( UTC-5)
            


            
              	-Summer( DST)

              	EDT ( UTC-4)
            


            
              	Area code(s)

              	215, 267
            


            
              	Website: http://www.phila.gov
            

          


          Philadelphia (pronounced /ˌfɪləˈdɛlfiə/), commonly referred to as Philly and The City of Brotherly Love, is the largest city in Pennsylvania and the sixth most populous city in the United States. It is the fifth largest metropolitan area by population in the United States, the nation's fourth largest consumer media market as ranked by the Nielsen Media Research, and the 49th most populous city in the world. It is the county seat of Philadelphia County, with which it is coterminous. Its name literally means "the City of Brotherly Love" (from Greek: έ, [pʰi.la.ˈdel.pʰeː.a], Modern Greek: [fi.la'ɛl.fi.a], "brotherly love" from philos "love" and adelphos "brother"). The city is recognized as a strong candidate global city.


          In 2005, the population of the city proper was estimated to be over 1.4 million, while the Greater Philadelphia metropolitan area, with a population of 5.8 million, was the fifth-largest in the United States. A commercial, educational, and cultural centre, the city was once the second-largest in the British Empire, (after London) and the social and geographical centre of the original 13 American colonies. During the 18th century, it eclipsed New York City in political and social importance, with Benjamin Franklin taking a large role in Philadelphia's early rise to prominence. It was in this city that some of the ideas, and subsequent actions, gave birth to the American Revolution and American independence, making Philadelphia a centerpiece of early American history. It was the most populous city of the young United States and served as the the nation's first capital in 1774.


          


          History


          Prior to the arrival of Europeans the Philadelphia area was the location of the Lenape (Delaware) Indians village Shackamaxon. Europeans arrived in the Delaware Valley in the early 1600s, with the first settlements being founded by the Dutch, British and Swedish.


          The Swedes sought to expand their influence by creating an agricultural (tobacco) and fur-trading colony to bypass French and British merchants. The New Sweden Company was chartered and included Swedish, Dutch and German stockholders. The first Swedish expedition to North America embarked from the port of Gothenburg in late 1637. It was organized and overseen by Clas Fleming, a Swedish Admiral from Finland. Part of this colony, called New Sweden or Nya Sverige eventually included land on the west side of the Delaware River from just below the Schuylkill River; in other words, today's Philadelphia, Pennsylvania, southeast Pennsylvania, Delaware, and Maryland.


          In 1644, New Sweden supported the Susquehannocks in their victory in a war against the English Province of Maryland. A series of events led the Dutch  led by governor Peter Stuyvesant  to move an army to the Delaware River in the late summer of 1655. Though New Netherland now nominally controlled the colony, the Swedish and Finnish settlers continued to enjoy a degree of local autonomy, having their own militia, religion, court, and lands. This status lasted officially until the English conquest of the New Netherland colony, in October 1663-1664, and continued unofficially until the area was included in William Penn's charter for Pennsylvania, in 1682.


          In 1681, as part of a repayment of a debt, Charles II of England granted William Penn a charter for what would become the Pennsylvania colony. Part of Penn's plan for the colony was to create a city on the Delaware River to serve as a port and place for government. Despite already having been given the land by Charles II, Penn bought the land from the local Lenape to be on good terms with the Native Americans and ensure peace for his colony. According to legend Penn made a treaty of friendship with Lenape chief Tammany under an elm tree at Shackamaxon, in what is now the city's Kensington section. As a Quaker, Penn had experienced religious persecution and wanted his colony to be a place where anyone could worship freely despite their religion. Penn named the city Philadelphia, which is Greek for brotherly love (philos, "love" or "friendship", and adelphos, "brother").
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              "Penn's Treaty with the Indians" by Benjamin West.
            

          


          Penn's plan was that Philadelphia would be like an English rural town instead of a city. The city's roads were designed with a grid plan with the idea that houses and businesses would be spread far apart and surrounded by gardens and orchards. The city's inhabitants didn't follow Penn's plans and crowded by the Delaware River and subdivided and resold their lots. Before Penn left Philadelphia for the last time, he issued the Charter of 1701 establishing Philadelphia as a city. The city soon grew and established itself as an important trading centre. Conditions in the city were poor at first, but by the 1750s living conditions had improved. A significant contributor to Philadelphia at the time was Benjamin Franklin. Franklin helped improve city services and founded new ones, such as the American Colonies' first hospital. Due to Philadelphia's central location in the colonies, during the American Revolution the city was used as the location for the First Continental Congress before the war, the Second Continental Congress, which signed the United States Declaration of Independence, during the war, and the Constitutional Convention after the war. A number of battles during the war were fought in Philadelphia and its environs as well. Unsuccessful lobbying after the war to make Philadelphia the United States capital helped make the city the temporary U.S. capital in the 1790s.
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          The state government left Philadelphia in 1799 and the federal government left soon after in 1800. However Philadelphia was still the largest city in the United States and a financial and cultural centre. New York City soon surpassed Philadelphia in population, but construction of roads, canals, and railroads helped turn Philadelphia into the United States' first major industrial city. Throughout the 19th century Philadelphia had a large variety of industries and businesses, the largest being textiles. Major corporations in the 19th and early 20th centuries included the Baldwin Locomotive Works, William Cramp and Sons Ship and Engine Building Company, and the Pennsylvania Railroad. Industry, along with the U.S. Centennial, was celebrated in 1876 with the Centennial Exposition, the first official World's Fair in the United States. Immigrants, mostly German and Irish, settled in Philadelphia and the surrounding districts. The rise in population of the surrounding districts helped lead to the Act of Consolidation of 1854 which extended the city of Philadelphia to include all of Philadelphia County. In the later half of the century immigrants from Russia, Eastern Europe and Italy and African Americans from the southern U.S. settled in the city.


          
            [image: 8th and Market Street, showing the Strawbridge and Clothier department store, 1910s.]

            
              8th and Market Street, showing the Strawbridge and Clothier department store, 1910s.
            

          


          By the 20th century Philadelphia had become known as "corrupt and contented." Philadelphians were content with the city's lack of change or excitement, and single-party politics, centered on the city's entrenched Republican political machine, allowed corruption to flourish. The machine and corruption permeated in all parts of city government and reformers had little success. The first major success in reform came in 1917 when outrage over the murder of a police officer during that year's election led to the shrinking of the Philadelphia City Council from two houses to just one. In the 1920s the public flouting of Prohibition laws, mob violence, and police involvement in illegal activities led to the appointment of Brigadier General Smedley Butler of the U.S. Marine Corps as director of public safety, but political pressure prevented any long term success in fighting crime and corruption.


          After struggling through the Great Depression, World War II created jobs and brought the city out of the Depression. However, after the war there was a severe housing shortage with about half the city's housing being built in the 19th century, many of which lacked proper facilities. Adding to housing problem was white flight, as African Americans and Puerto Ricans moved into new neighborhoods resulting in racial tension. After a population peak of over two million residents in 1950 the city's population declined while the suburban neighboring counties grew. After a five year investigation into corruption into city government, the outcry with what the investigation found led the drafting of a new city charter in 1950. The city charter strengthened the position of the mayor and weakened the city council among other changes to help prevent the corruption of the past. The first Democratic mayor since the first half of the 19th century was elected in 1951. However, after two early reform mayors, a Democratic political organization had established itself replacing the old Republican one.


          Protests, riots and racial tensions were common in the 1960s and 70s. Mostly drug related gang violence plagued the city. In the mid 1980s, crack houses invaded the city's slums. Confrontations between police and the radical group MOVE culminated when the police dropped a satchel bomb on their headquarters starting a fire that killed eleven MOVE members and destroyed sixty-two neighboring houses. Revitalization and gentrification of neighborhoods began in the 1960s and continues into the 21st century, with much of the development in the Centre City and University City areas of the city. After many of the old manufacturers and businesses had left Philadelphia or shut down, the city started attracting service businesses and began to more aggressively market itself as a tourist destination. Glass and granite skyscrapers were built in Centre City. Historic areas such as Independence National Historical Park located in Society Hill were resuscitated during the reformist mayoral era of the 1950s through the 1980s and are now among the most desirable living areas of Centre City. This has slowed the city's forty-year population decline after losing nearly a quarter of its population.


          


          Geography


          


          Topography


          
            [image: A simulated-color satellite image of Philadelphia taken on NASA's Landsat 7 satellite. The Delaware River is visible in this shot.]

            
              A simulated-colour satellite image of Philadelphia taken on NASA's Landsat 7 satellite. The Delaware River is visible in this shot.
            

          


          Philadelphia is located at 40 00 north latitude and 75 09 west longitude. According to the United States Census Bureau, the city has a total area of 142.6square miles (369.3km), of which 135.1square miles (349.9km) is land and 7.6square miles (19.7km), or 5.29%, is water. Bodies of water include the Delaware and Schuylkill Rivers, and Cobbs, Wissahickon, and Pennypack Creeks.


          The lowest point is sea level, while the highest point is in Chestnut Hill, at approximately 445feet (136m) above sea level (near the intersection of Germantown Avenue and Bethlehem Pike).


          Philadelphia is located on the Fall Line separating the Atlantic Coastal Plain from the Piedmont. The rapids on the Schuylkill River at East Falls disappeared after the completion of the Fairmount Dam.


          The city is the seat of its own county. The adjacent counties are Montgomery to the north; Bucks to the northeast; Burlington County, New Jersey to the east; Camden County, New Jersey to the southeast; Gloucester County, New Jersey to the south; and Delaware County to the west.
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              	Drexel Hill
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              	Maple Shade, New Jersey
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              	Chester, Pennsylvania

              	Collingswood, New Jersey

              	Cherry Hill, New Jersey
            

          


          


          Climate


          Philadelphia falls in the humid subtropical climate zone. Summers are typically hot and muggy, fall and spring are generally mild, and winter is cold. Snowfall is variable, with some winters bringing moderate snow and others bringing some significant snowstorms. Annual snowfall averages 21 inches (534 mm). Precipitation is generally spread throughout the year, with eight to eleven wet days per month, at an average annual rate of 42 inches (1068 mm).


          January lows average 23F (5C) and highs average 38F (3C). The lowest officially recorded temperature was 11F (24C) on February 9, 1934, but temperatures below 0F (18C) occur only a few times a decade. July lows average 67F (20C) and highs average 87F (30.5C), although heat waves accompanied by high humidity are frequent with highs above 95F (35C) and the heat index running as high as 110F (43C). The highest recorded temperature was 106F (41C) on August 7, 1918. Early fall and late winter are generally driest, with February being the driest month, averaging only 2.74 inches (69.8 mm) of precipitation.


          
            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Rec high F

              (C)

              	74

              (23)

              	74

              (23)

              	85

              (29)

              	94

              (34)

              	97

              (36)

              	100

              (38)

              	104

              (40)

              	101

              (38)

              	100

              (38)

              	89

              (32)

              	84

              (29)

              	72

              (22)

              	104

              (40)
            


            
              	Avg high F

              (C)

              	39

              (4)

              	42

              (6)

              	51

              (11)

              	63

              (17)

              	73

              (23)

              	82

              (28)

              	86

              (31)

              	85

              (29)

              	78

              (26)

              	67

              (19)

              	55

              (13)

              	44

              (7)

              	64

              (18)
            


            
              	Avg low F

              (C)

              	24

              (4)

              	26

              (3)

              	33

              (1)

              	43

              (6)

              	53

              (12)

              	62

              (17)

              	68

              (20)

              	66

              (19)

              	59

              (15)

              	47

              (8)

              	38

              (3)

              	29

              (2)

              	46

              (8)
            


            
              	Rec low F

              (C)

              	7

              (22)

              	4

              (20)

              	7

              (14)

              	19

              (7)

              	28

              (2)

              	44

              (7)

              	51

              (11)

              	44

              (7)

              	35

              (2)

              	25

              (4)

              	15

              (9)

              	1

              (17)

              	7

              (22)
            


            
              	Precipitation in.

              (mm)

              	3.2

              (81.3)

              	2.8

              (71.1)

              	3.7

              (94.0)

              	3.4

              (86.4)

              	3.6

              (91.4)

              	3.4

              (86.4)

              	4.2

              (106.7)

              	3.9

              (99.1)

              	3.3

              (83.8)

              	2.7

              (68.6)

              	3.3

              (83.8)

              	3.3

              (83.8)

              	40.9

              (1038.9)
            


            
              	Source: Weatherbase
            

          


          


          Cityscape


          


          Neighborhoods


          
            [image: A street in the Washington Square West neighborhood.]

            
              A street in the Washington Square West neighbourhood.
            

          


          Philadelphia has many neighborhoods, each with its own identity. The large Philadelphia sections, North, Northeast, Northwest, West, South and Southwest Philadelphia surround Centre City, which falls within the original city limits prior to consolidation in 1854. Numerous smaller neighborhoods within the areas coincide with the boroughs, townships, and other communities that made up Philadelphia County before their absorption by the city. Other neighborhoods formed based on ethnicity, religion, culture, and commercial reasons.


          


          Architecture


          
            [image: Row houses in West Philadelphia.]

            
              Row houses in West Philadelphia.
            

          


          Philadelphia's architectural history dates back to Colonial times and includes a wide range of styles. The earliest structures were constructed with logs, but brick structures were common by 1700. During the 18th century, the cityscape was dominated by Georgian architecture, including Independence Hall. In the first decades of the 19th century, Federal architecture and Greek Revival architecture were popular. In the second half of the 19th century, Victorian architecture was common. In 1871, construction began on the Second Empire-style Philadelphia City Hall. Despite the construction of steel and concrete skyscrapers in the 1910s, '20s and '30s, the 548ft (167m) City Hall remained the tallest building in the city until 1987 when One Liberty Place was constructed. Numerous glass and granite skyscrapers were built from the late 1980s onwards. In 2007, the Comcast Centre surpassed One Liberty Place to become the city's tallest building.


          
            [image: The Philadelphia skyline from City Hall looking towards Liberty Place (2005, before construction of Comcast Center).]

            
              The Philadelphia skyline from City Hall looking towards Liberty Place (2005, before construction of Comcast Centre).
            

          


          For much of Philadelphia's history, the typical Philadelphia home has been the row house. The row house was introduced to the United States via Philadelphia in the early 1800s and, for a time, row houses built elsewhere in the United States were known as "Philadelphia rows". There is a variety of row houses throughout the city from Victorian-style homes in North Philadelphia to twin row houses in West Philadelphia. While newer homes are scattered throughout the city, much of Philadelphia's housing is from the early 20th century or older. The age of the city's homes has created numerous problems which has led to blight and vacant lots in many parts of the city, while other neighborhoods such as Society Hill, which has the largest concentration of 18th-century architecture in the United States, have been rehabilitated and gentrified.


          


          Culture
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              Independence Hall in Philadelphia
            

          


          Philadelphia contains many national historical sites that relate to the founding of the United States. Independence National Historical Park is the centre of these historical landmarks. Independence Hall, where the Declaration of Independence was signed, and the Liberty Bell are the city's most famous attractions. Other historic sites include homes for Edgar Allan Poe, Betsy Ross, and Thaddeus Kosciuszko, early government buildings like the First and Second Banks of the United States, and the Gloria Dei (Old Swedes') Church National Historic Site.


          Philadelphia's major science museums include the Franklin Institute, which contains the Benjamin Franklin National Memorial, the Academy of Natural Sciences, and the University of Pennsylvania Museum of Archaeology and Anthropology. History museums include the National Constitution Centre, the Atwater Kent Museum of Philadelphia History, the National Museum of American Jewish History, the Historical Society of Pennsylvania, the Grand Lodge of Free and Accepted Masons in the state of Pennsylvania and The Masonic Library and Museum of Pennsylvania and Eastern State Penitentiary. Philadelphia is home to the United States' first zoo and hospital.


          


          Arts


          
            [image: Two statues, The Amazon and Rocky, outside the Philadelphia Museum of Art.]

            
              Two statues, The Amazon and Rocky, outside the Philadelphia Museum of Art.
            

          


          The city contains many art museums such as the Pennsylvania Academy of the Fine Arts and the Rodin Museum, the largest collection of work by Auguste Rodin outside of France. The citys major art museum, the Philadelphia Museum of Art, is one of the largest art museums in the United States and features the steps made popular by the film Rocky.


          The city is home to many art galleries, many of which participate in the First Friday event. The first Friday of every month galleries in Old City are open late. Annual events include film festivals and parades, the most famous being the New Year's Day Mummers Parade.


          Areas such as South Street and Old City have a vibrant night life. The Avenue of the Arts in Centre City contains many restaurants and theaters, such as the Kimmel Centre for the Performing Arts, which is home to the Philadelphia Orchestra, and the Academy of Music, the nation's oldest continually operating venue, home to the Opera Company of Philadelphia.


          
            [image: James Peniston's Keys To Community in the Old City neighborhood, one of the city's many public artworks featuring images of Benjamin Franklin. Location: 39°57′09″N 75°08′47″W﻿ / ﻿39.952414, -75.146301]

            
              James Peniston's Keys To Community in the Old City neighbourhood, one of the city's many public artworks featuring images of Benjamin Franklin. Location:
            

          


          Philadelphia has more public art than any other American city. In 1872, the Fairmount Park Art Association was created, the first private association in the United States dedicated to integrating public art and urban planning.. In 1959, lobbying by the Artists Equity Association helped create the Percent for Art ordinance, the first for a U.S. city. The program, which has funded more than 200 pieces of public art, is administered by the Philadelphia Office of Arts and Culture, the city's art agency.


          In particular, Philadelphia has more murals than any other U.S. city, thanks in part to the 1984 creation of the Department of Recreation's Mural Arts Program, which seeks to beautify neighborhoods and provide an outlet for graffiti artists. The program has funded more than 2,700 murals by professional, staff and volunteer artists.


          Philadelphia has had a prominent role in music. In the 1970s, Philadelphia soul influenced the music of that and later eras. On July 13, 1985, Philadelphia hosted the American end of the Live Aid concert at John F. Kennedy Stadium. The city reprised this role for the Live 8 concert, bringing some 700,000 people to the Ben Franklin Parkway on July 2, 2005.


          


          Cuisine


          The city is known for its hoagies, soft pretzels, water ice, and is home to the cheesesteak. Its high-end restaurants include Morimoto, run by chef Masaharu Morimoto, who rose to prominence on the Iron Chef television show.


          


          Sports


          
            
              	Club

              	League

              	Sport

              	Venue

              	Established

              	Championships
            


            
              	Philadelphia Eagles

              	NFL

              	American Football

              	Lincoln Financial Field

              	1933

              	1948, 1949, 1960
            


            
              	Philadelphia Flyers

              	NHL

              	Ice Hockey

              	Wachovia Centre

              	1967

              	1973-74, 1974-75
            


            
              	Philadelphia Phillies

              	MLB

              	Baseball

              	Citizens Bank Park

              	1883

              	1980
            


            
              	Philadelphia 76ers

              	NBA

              	Basketball

              	Wachovia Centre

              	1963

              	1966-67, 1982-83
            


            
              	Philadelphia MLS team

              	MLS

              	Soccer

              	Chester Stadium

              	2010

              	none
            


            
              	Philadelphia Wings

              	NLL

              	Lacrosse (Indoor)

              	Wachovia Centre

              	1987

              	1989, 1990, 1994, 1995, 1998, 2001
            


            
              	Philadelphia Phantoms

              	AHL

              	Ice Hockey

              	Wachovia Spectrum

              	1996

              	1997-98, 2004-05
            


            
              	Philadelphia Soul

              	AFL

              	Arena Football

              	Wachovia Centre & Spectrum

              	2004

              	2008
            


            
              	Philadelphia Barrage

              	MLL

              	Lacrosse (Outdoor)

              	N/A

              	2001

              	2004, 2006, 2007
            


            
              	Philadelphia KiXX

              	MISL

              	Soccer (Indoor)

              	Wachovia Spectrum

              	1995

              	2001-02, 2006-07
            


            
              	Philadelphia WPS team

              	WPS

              	Soccer

              	Chester Stadium

              	2010

              	none
            


            
              	Philadelphia Fight

              	AMNRL

              	Rugby

              	Farrell Stadium ( West Chester University)

              	1998

              	none
            


            
              	Philadelphia Freedoms

              	WTT

              	Tennis

              	King of Prussia Mall

              	1974

              	2001, 2006
            

          


          Philadelphia has a long history of professional sports teams, and is one of thirteen U.S. cities to have all four major sports: the Philadelphia Eagles of the National Football League, the Philadelphia Flyers of the National Hockey League, the Philadelphia Phillies in the National League of Major League Baseball, and the Philadelphia 76ers in the National Basketball Association. The last major professional sport team to win a championship was the 76ers, which won the NBA Championship in 1983. Due to the length of this streak without winning a sports championship, in 2004 ESPN ranked Philadelphia as number two in its list of The Fifteen Most Tortured Sports Cities. The failure of Philadelphia's major professional sports teams to win championships since that date is sometimes attributed, in jest, to the so-called " Curse of Billy Penn". The Oakland Athletics and Golden State Warriors were originally from Philadelphia.


          Philadelphia also is home to professional, semi-professional and elite amateur teams in other sports, including cricket. Philadelphia also hosts other major sporting events, including the Penn Relays, Stotesbury Cup, Philadelphia Marathon, and Philadelphia International Championship bicycle race, and the Dad Vail Regatta.


          Philadelphia is also known for the Philadelphia Big 5, a group of five Division I basketball programs in the area. The schools in the Big 5 are Saint Joseph's University, University of Pennsylvania, La Salle University, Temple University, and Villanova University. The sixth NCAA Division I school in Philadelphia is Drexel University. At least one of the teams is competitive nearly every year and at least one team has made the NCAA tournament for the past four decades.


          In February 2008, Philadelphia beat out competition from several other cities, namely St. Louis, to be awarded the 16th Major League Soccer franchise. They will enter the league in 2010 calling Chester Stadium their home (a soccer specific stadium) in Chester, PA. Philly is also the home of Extreme Championship Wrestling also known as ECW. ECW was founded by Paul Heyman now controlled by Vince McMahon with the WWE


          


          Economy


          
            [image: Comcast Center, Philadelphia's newest office building, under construction]

            
              Comcast Centre, Philadelphia's newest office building, under construction
            

          


          Philadelphia's economy is relatively diversified, with meaningful portions of its total output derived from manufacturing, oil refining, food processing, health care and biotechnology, tourism and financial services. According to a study prepared by PricewaterhouseCoopers, Philadelphia and its surrounding region had the fourth highest GDP among American cities, with a total "city GDP" of $312 billion in 2005 . Only New York, Los Angeles and Chicago had higher total economic output levels.


          The city is home to the Philadelphia Stock Exchange and several Fortune 500 companies, including cable television and internet provider Comcast, insurance companies CIGNA and Lincoln Financial Group, energy company Sunoco, food services company Aramark, Crown Holdings Incorporated, chemical makers Rohm and Haas Company and FMC Corporation, pharmaceutical companies Wyeth and GlaxoSmithKline, Boeing helicopters division, and automotive parts retailer Pep Boys. Early in the 20th Century, it was also home to the pioneering brass era automobile company Biddle.


          The federal government has several facilities in Philadelphia as well. The city served as the capital city of the United States, before the construction of Washington, D.C. Today, the East Coast operations of the United States Mint are based near the historic district, and the Federal Reserve Bank's Philadelphia division is based there as well. Philadelphia is also home to the U.S. District Court for the Eastern District of Pennsylvania and the U.S. Court of Appeals for the Third Circuit.


          Partly because of the historical presence of the Pennsylvania Railroad, and the large ridership at 30th Street Station, Amtrak also maintains a significant presence in the city. These jobs include customer service representatives and ticket processing and other behind-the-scenes personnel, in addition to the normal functions of the railroad.


          
            [image: Baltimore Avenue towards Center City.]

            
              Baltimore Avenue towards Centre City.
            

          


          The city is also a national centre of law because of the University of Pennsylvania Law School, Temple University Beasley School of Law, Villanova University School of Law, Widener University School of Law, and Earle Mack School of Law. Additionally, the headquarters of the American Law Institute is located in the city.


          Philadelphia is also an important centre for medicine, a distinction that it has held since the colonial period, when Pennsylvania Hospital was the first hospital in the British North American colonies. The University of Pennsylvania, the city's largest private employer, runs an extensive medical system. There are also major hospitals affiliated with Temple University School of Medicine, Drexel University College of Medicine, and Thomas Jefferson University. Philadelphia also has three distinguished children's hospitals: Children's Hospital of Philadelphia (located adjacent to the Hospitals of the University of Pennsylvania), St. Christopher's Hospital, and the Shriners' Hospital. In the city's northwest section are Albert Einstein Hospital and in the northeast section Fox Chase Cancer Centre. Together, health care is the largest sector of employment in the city. Several medical professional associations are headquartered in Philadelphia.


          In part because of Philadelphia's long-running importance as a center for medical research, the region is a major centre for the pharmaceutical industry. GlaxoSmithKline, AstraZeneca, Wyeth, Merck, GE Healthcare, Johnson and Johnson and Siemens Medical Solutions are just some of the large pharmaceutical companies with operations in the region. The city is also home to the nation's first school of pharmacy, the Philadelphia College of Pharmacy, now called the University of the Sciences in Philadelphia.


          


          Shopping


          
            [image: Italian Market, South Philadelphia]

            
              Italian Market, South Philadelphia
            

          


          Centre City is home to The Gallery at Market East, The Shops at Liberty Place and The Shops at the Bellevue, and a variety of standalone retail stores. Rittenhouse Row, a section of Walnut Street in Center City, has higher-end stores and boutiques. Old City and Society Hill, as well, feature upscale boutiques and retailers from local and international merchandisers. Philadelphia also has several neighbourhood shopping districts, including Manayunk and Chestnut Hill. Also noteworthy is South Street with blocks of inexpensive boutiques.


          The Italian Market in South Philadelphia offers groceries, meats, cheeses and housewares from Italy and other countries. Geno's and Pat's, two famed cheesesteak outlets, are located here. The Reading Terminal Market in Center City includes dozens of restaurants, farm stalls, and shops, many run by Amish farmers from Lancaster County. There are also neighbourhood farmers' markets throughout the city. There are also several large outlet malls in the region, including Franklin Mills in Northeast Philadelphia.


          Philadelphia is the birthplace of the secondary ticket marketplace. Wanamaker Ticket Office, located in Centre City, is among the nation's oldest ticket agencies.


          Innovation


          Philadelphia is home to many "first-in-America" institutions, including:


          
            	Fire insurance company


            	Botanical garden


            	Public library


            	Hospital


            	Fire engine


            	Fire company


            	Medical school


            	Pediatric hospital


            	Cancer hospital


            	Eye hospital


            	University


            	Art school & museum


            	Municipal water system


            	Post office


            	Bank


            	Stock exchange


            	Mint


            	Zoo


            	Electronic Computer


            	Philadelphia Savings Fund Society


            	First Title Insurance Company in America

          


          


          Demographics


          
            
              	Historical populations
            


            
              	Census

              	Pop.

              	

              	%
            


            
              	1790

              	28,522

              	

              	
                
                  
                

              
            


            
              	1800

              	41,220

              	

              	44.5%
            


            
              	1810

              	53,722

              	

              	30.3%
            


            
              	1820

              	63,802

              	

              	18.8%
            


            
              	1830

              	80,462

              	

              	26.1%
            


            
              	1840

              	93,665

              	

              	16.4%
            


            
              	1850

              	121,376

              	

              	29.6%
            


            
              	1860

              	565,529

              	

              	365.9%
            


            
              	1870

              	674,022

              	

              	19.2%
            


            
              	1880

              	847,170

              	

              	25.7%
            


            
              	1890

              	1,046,964

              	

              	23.6%
            


            
              	1900

              	1,293,697

              	

              	23.6%
            


            
              	1910

              	1,549,008

              	

              	19.7%
            


            
              	1920

              	1,823,779

              	

              	17.7%
            


            
              	1930

              	1,950,961

              	

              	7%
            


            
              	1940

              	1,931,334

              	

              	1%
            


            
              	1950

              	2,071,605

              	

              	7.3%
            


            
              	1960

              	2,002,512

              	

              	3.3%
            


            
              	1970

              	1,948,609

              	

              	2.7%
            


            
              	1980

              	1,688,210

              	

              	13.4%
            


            
              	1990

              	1,585,577

              	

              	6.1%
            


            
              	2000

              	1,517,550

              	

              	4.3%
            


            
              	Est. 2006

              	1,448,394

              	

              	4.6%
            

          


          As of the census of 2000, there were 1,517,550 people, 590,071 households, and 352,272 families residing in the city. The population density was 11,233.6/squaremile (4,337.3/km). There were 661,958 housing units at an average density of 4,900.1/sqmi (1,891.9/km). As of the 2004 Census estimations, there were 1,463,281 people, 658,799 housing units, and the racial makeup of the city was 45.2% African American, 43.0% White, 5.5% Asian, 0.3% Native American, 0.1% Pacific Islander, 5.8% from other races, and 2.2% from two or more races. Hispanic or Latino of any race were 8.5% of the population. The top 5 largest ancestries include Irish (13.6%), Italian (9.2%), German (8.1%), Polish (4.3%), and English (2.9%).


          Of the 590,071 households, 27.6% have children under the age of 18 living with them, 32.1% were married couples living together, 22.3% had a female householder with no husband present, and 40.3% were non-families. 33.8% of all households were made up of individuals and 11.9% had someone living alone who was 65 years of age or older. The average household size was 2.48 and the average family size was 3.22.


          In the city the population was spread out with 25.3% under the age of 18, 11.1% from 18 to 24, 29.3% from 25 to 44, 20.3% from 45 to 64, and 14.1% who were 65 years of age or older. The median age was 34 years. For every 100 females there were 86.8 males. For every 100 females age 18 and over, there were 81.8 males.


          The median income for a household in the city was $30,746, and the median income for a family was $37,036. Males had a median income of $34,199 versus $28,477 for females. The per capita income for the city was $16,509. About 18.4% of families and 22.9% of the population were below the poverty line, including 31.3% of those under age 18 and 16.9% of those age 65 or over.


          Philadelphia has the second largest Irish, Italian, and Jamaican populations and the fourth largest African American population in the nation. Philadelphia also has the fourth largest population of Polish residents. In recent years, the Hispanic and Asian American populations have significantly increased. Hispanics have settled throughout the city, especially around El Centro de Oro, and the city now has the third largest Puerto Rican population in the continental United States. The Asian population was once concentrated in the city's thriving Chinatown, but now Korean Americans have come to Olney, and Vietnamese have forged bazaars next to the Italian Market in South Philadelphia. Concentrations of Cambodian American neighborhoods can be found in North and South Philadelphia. Indians and Arabs have come to Northeast Philadelphia along with Russian and Ukrainian immigrants. This large influx of Asians has given Philadelphia one of the largest populations of Vietnamese, Cambodians, Chinese, and Koreans in United States. The Philadelphia region also has the fourth largest population of Indian Americans. The West Indian population is concentrated in Cedar Park. Germans, Greeks, Chinese, Japanese, English, Pakistanis, Iranians, and also immigrants from the former Yugoslavia along with other ethnic groups can be found throughout the city.


          


          Government


          
            [image: City Hall decorated.]

            
              City Hall decorated.
            

          


          From a governmental perspective, Philadelphia County is a legal nullity, as all county functions were assumed by the city in 1952, which has been coterminous with the county since 1854.


          The city uses the "strong-mayor" version of the mayor-council form of government, which is headed by one mayor, in whom executive authority is vested. Elected " at-large," the mayor is limited to two consecutive four-year terms under the city's home rule charter, but can run for the position again after an intervening term. The current city mayor, having taken office in January 2008, is Michael Nutter, replacing John F. Street who served two terms from 1999 to the end of 2007. Nutter, as all Philadelphia mayors have been since 1952, is a member of the Democratic Party, which tends to dominate local politics so thoroughly that the Democratic primary for mayor is often more noticeable than the general mayoral election. The legislative branch, the Philadelphia City Council, consists of ten council members representing individual districts and seven members elected at large. The current council president is Anna C. Verna.


          The Philadelphia County Court of Common Pleas, also known as the Court of Common Pleas for the First Judicial District of Pennsylvania, is the trial court of general jurisdiction for Philadelphia. It is funded and operated largely by city resources and employees. The Philadelphia Municipal Court handles matters of limited jurisdiction as well as landlord-tenant disputes, appeals from traffic court, preliminary hearings for felony-level offenses, and the like. Traffic Court is a court of special jurisdiction that hears violations of traffic laws.


          Pennsylvania's three appellate courts also have sittings in Philadelphia. The Supreme Court of Pennsylvania, the court of last resort in the state, regularly hears arguments in Philadelphia City Hall. Also, the Superior Court of Pennsylvania and the Commonwealth Court of Pennsylvania sit in Philadelphia several times a year. Judges for these courts are elected at large. Each court has a prothonotary's office in Philadelphia as well.
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              Plaque from the PHC
            

          


          The Philadelphia Historical Commission was created in 1955 to preserve the cultural, social, political, economic and architectural history of the city. The commission maintains the Philadelphia Register of Historic Places, adding historic buildings, structures, sites, objects and districts as it sees fit.


          The Philadelphia Housing Authority is the largest landlord in the entire Commonwealth of Pennsylvania. Established in 1937, it is the nations fourth-largest housing authority, housing approximately 84,000 people and employing 1,250. In 2006, its budget was $313 million.


          


          Politics and elections


          
            
              Presidential election results
            

            
              	Year

              	Republican

              	Democratic
            


            
              	2004

              	19.3% 130,099

              	80.4% 542,205
            


            
              	2000

              	18.0% 100,959

              	80.0% 449,182
            


            
              	1996

              	16.0% 85,345

              	77.5% 412,988
            


            
              	1992

              	20.9% 133,328

              	68.2% 434,904
            


            
              	1988

              	32.5% 219,053

              	66.6% 449,566
            


            
              	1984

              	34.6% 267,178

              	64.9% 501,369
            


            
              	1980

              	34.0% 244,108

              	58.7% 421,253
            


            
              	1976

              	32.0% 239,000

              	66.3% 494,579
            


            
              	1972

              	43.4% 340,096

              	55.1% 431,736
            


            
              	1968

              	30.0% 254,153

              	61.8% 525,768
            


            
              	1964

              	26.2% 239,733

              	73.4% 670,645
            


            
              	1960

              	31.8% 291,000

              	68.0% 622,544
            

          


          As of November 2007, there are 992,696 registered voters in Philadelphia.


          
            	Democratic: 749,652 (75.52%)


            	Republican: 150,477 (15.16%)


            	Other Parties: 92,567 (9.32%)

          


          From the American Civil War until the mid-20th century, Philadelphia was a bastion of the Republican Party, which arose from the staunch pro-Northern views of Philadelphia residents during and after the war. After the Great Depression, Democratic registrations increased, but the city was not carried by Democratic Franklin D. Roosevelt in his landslide victory of 1932 (in which Pennsylvania was one of the few states won by Republican Herbert Hoover). While other Northern industrial cities were electing Democratic mayors in the 1930s and 1940s, Philadelphia did not follow suit until 1951. That is, Philadelphia never had a "New Deal" coalition.


          The city is now one of the most Democratic in the country, despite the frequent election of Republicans to statewide offices since the 1930s; in 2004, Democrat John Kerry drew 80% of the city's vote.


          Philadelphia once comprised six congressional districts. However, as a result of the city's declining population, it now has only four: the 1st district, represented by Bob Brady; the 2nd, represented by Chaka Fattah; the 8th, represented by Patrick Murphy; and the 13th, represented by Allyson Schwartz. All four are Democrats; no Republican has represented a significant portion of Philadelphia since 1983. However, Pennsylvania's Republican Senator, Arlen Specter, is from Philadelphia.


          


          Crime


          Like many American cities, Philadelphia saw a gradual yet pronounced rise in crime in the years following World War II. Murders peaked in 1990 at 525, for a rate of 31.5 per 100,000. There were an average of about 400 murders a year for most of the 1990s. The murder count dropped in 2002 to 288, then surged four years later to 406. Out of the ten most populous cities in the United States in 2006, Philadelphia had the highest homicide rate at 28 per 100,000 people, though the number of murders decreased to 392 in 2007.


          In 2004, there were 5,513.5 crimes per 100,000 people in Philadelphia. In 2005, Philadelphia was ranked by Morgan Quitno as the sixth-most dangerous among 32 American cities with populations over 500,000. Among its neighboring Mid-Atlantic cities in the same population group, Baltimore and Washington, D.C. were ranked second- and third-most dangerous cities in the United States, respectively, and Camden, New Jersey, a suburb across the Delaware River from Philadelphia, was ranked as the most dangerous city in the United States.


          In 2006, Camden was the fifth-most dangerous city in the country, lower than its 2004 ranking, but still high for a city its size, while Philadelphia was ranked 29th.


          On September 12, 2007, police commissioner Sylvester Johnson called on 10,000 African American men to patrol the streets to lessen crime. Johnson, who is black, set up "Call to Action: 10,000 Men, It's a New Day" in response to the city's disproportionate homicide rate of young African Americans. Dennis Muhammad, Nation of Islam official, and Mayor John F. Street supported the project. The program was to begin on October 21. The call was seen as a response to a widespread refusal by many African-Americans in Philadelphia to cooperate in police investigations.


          


          Education
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          Education in Philadelphia is provided by many private and public institutions. The School District of Philadelphia runs the city's public schools. The Philadelphia School District is the eighth largest school district in the United States with 210,432 students in 346 public and charter schools.


          Philadelphia is one of the largest college towns in the United States and has the second-largest student concentration on the East Coast with over 120,000 college and university students enrolled within the city and nearly 300,000 in the metropolitan area. There are over 80 colleges, universities, trade, and specialty schools in the Philadelphia region. Schools within the city's borders include University of Pennsylvania, Drexel University, Temple University, Saint Joseph's University, Peirce College, University of the Sciences in Philadelphia, The University of the Arts, Pennsylvania Academy of Fine Arts, Thomas Jefferson University, Moore College of Art and Design, The Art Institute of Philadelphia, Philadelphia College of Osteopathic Medicine, La Salle University, Philadelphia University, Chestnut Hill College, Holy Family University, and Community College of Philadelphia.


          


          Infrastructure
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          Philadelphia is served by the Southeastern Pennsylvania Transportation Authority, or SEPTA, which operates buses, trains, rapid transit, trolleys, and trackless trolleys throughout Philadelphia, the four Pennsylvania suburban counties of Bucks, Chester, Delaware, and Montgomery, in addition to service to Mercer County, New Jersey and New Castle County, Delaware. The city's subway system, first opened in 1907, is the third oldest in America.


          One of the seven SEPTA Regional Rail lines, Route R-1, offers direct service to the Philadelphia International Airport.


          Philadelphia's 30th Street Station is a major railroad station on Amtrak's Northeast Corridor, which offers access to Amtrak, SEPTA, and New Jersey Transit lines.


          The PATCO provides rapid transit service to Camden, Collingswood, Westmont, Haddonfield, Woodcrest (Cherry Hill), Ashland (Voorhees), and Lindenwold, New Jersey, from stations on Locust Street between 16th and 15th, 13th and 12th, and 10th and 9th Streets, and on Market Street at 8th Street.


          In addition, China Airlines provides a private bus service to John F. Kennedy International Airport from the Holy Redeemer Church in the Philadelphia Chinatown to feed its flight to Taipei, Taiwan. .


          


          Airports


          Two airports serve Philadelphia: the Philadelphia International Airport (PHL), straddling the southern boundary of the city, and the Northeast Philadelphia Airport (PNE), a general aviation reliever airport in Northeast Philadelphia. Philadelphia International Airport provides scheduled domestic and international air service, while Northeast Philadelphia Airport serves general and corporate aviation. As of March 2006, Philadelphia International Airport was the 10th largest airport measured by "traffic movements" (i.e. takeoffs and landings), and was also a primary hub for US Airways.


          


          Roads
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          Interstate 95 runs through the city along the Delaware River as a main north-south artery. The city is also served by the Schuylkill Expressway, a portion of Interstate 76 that runs along the Schuylkill River. It meets the Pennsylvania Turnpike at King of Prussia, Pennsylvania, providing access to Harrisburg, Pennsylvania and points west. Interstate 676, the Vine Street Expressway, was completed in 1991 after years of planning. A link between I-95 and I-76, it runs below street level through Centre City, connecting to the Ben Franklin Bridge at its eastern end.
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          Roosevelt Boulevard and the Roosevelt Expressway ( U.S. 1) connect Northeast Philadelphia with Centre City. The Woodhaven Road ( PA Route 63), built in 1966, serves the neighborhoods of Northeast Philadelphia, running between Interstate 95 and the Roosevelt Boulevard ( U.S. 1). The Fort Washington Expressway ( Pennsylvania Route 309) extends north from the city's northern border, serving Montgomery County and Bucks County


          Interstate 476, commonly nicknamed the "Blue Route" through Delaware County, bypasses the city to the west, serving the city's western suburbs, as well as providing a link to Allentown and points north. Similarly, Interstate 276, the Pennsylvania Turnpike's Delaware River Extension, acts as a bypass and commuter route to the north of the city as well as a link to the New Jersey Turnpike to New York.


          However, other planned freeways have been canceled, such as an Interstate 695 running southwest from downtown, two freeways connecting Interstate 95 to Interstate 76 that would have replaced Girard Avenue and South Street and a freeway upgrade of Roosevelt Boulevard.


          The Delaware River Port Authority operates four bridges in the Philadelphia area across the Delaware River to New Jersey: the Walt Whitman Bridge (I-76), the Benjamin Franklin Bridge (I-676 and US 30), the Betsy Ross Bridge ( Route 90), and the Commodore Barry Bridge ( US 322). The Tacony-Palmyra Bridge connects PA Route 73 in the Tacony section of Northeast Philadelphia with New Jersey's Route 73 in Palmyra, Camden County, and is maintained by the Burlington County Bridge Commission.


          Philadelphia is also a major hub for Greyhound Lines, which operates 24-hour service to points east of the Mississippi River. Most of Greyhound's services in Philadelphia operate to/from the Philadelphia Greyhound Terminal, located at 1001 Filbert Street in Centre City Philadelphia. In 2006, the Philadelphia Greyhound Terminal was the second busiest Greyhound terminal in the United States, after the Port Authority Bus Terminal in New York. Besides Greyhound, six other bus operators provide service to the Centre City Greyhound terminal. These are Bieber Tourways, Capitol Trailways, Martz Trailways, Peter Pan Bus Lines, Susquehanna Trailways, and the bus division for New Jersey Transit.
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          Rail


          Since the early days of rail transport in the United States, Philadelphia has served as hub for several major rail companies, especially the Pennsylvania Railroad and the Reading Railroad. The Pennsylvania Railroad first operated Broad Street Station, then 30th Street Station and Suburban Station, and the Reading Railroad operated out of Reading Terminal, now part of the Pennsylvania Convention Centre. The two companies also operated competing commuter rail systems in the area, known collectively as the Regional Rail system. The two systems today, for the most part still intact but now connected, operate as a single system under the control of the SEPTA, the regional transit authority. Additionally, Philadelphia is linked to Southern New Jersey via the Port Authority Transit Company subway system.


          Philadelphia is one of the few North American cities to maintain streetcar lines. In addition to "subway-surface" trolleys - which are so called because during the years when the city was served by over 2000 trolleys and more than 65 lines, these "surface" cars also ran in the streetcar subway - the city recently reintroduced trolley service to the Girard Avenue Line, Route 15, considered by some a "heritage" line. Though the use of rebuilt 1947 PCC streetcars was primarily for budgetary reasons, rather than as a historic tribute.


          Today Philadelphia is a hub of the semi-nationalized Amtrak system, with 30th Street Station being a primary stop on the Washington-Boston Northeast Corridor and the Keystone Corridor to Harrisburg and Pittsburgh, Pennsylvania. 30th Street also serves as a major station for services via the Pennsylvania Railroad's former Pennsylvania Main Line to Chicago. 30th Street is Amtrak's third-busiest station in numbers of passengers as of fiscal year 2003. It is also a terminus of New Jersey Transit's Atlantic City Line.


          


          Telecommunications


          Southeastern Pennsylvania was once served only by the 215 area code, beginning in 1947 when the North American Numbering Plan of the " Bell System" went into effect. The area covered by the code was severely truncated when area code 610 was split from 215. Today only the city and its northern suburbs are covered by 215. An overlay area code, 267, was added to the 215 service area in 1997. A plan to introduce area code 445 as an additional overlay in 2001 was delayed and later rescinded.


          Philadelphia is now also served by Wireless Philadelphia, a citywide initiative to provide Wi-Fi service. The Proof of Concept area was approved on May 23, 2007, and service is now available in many areas of the city.


          


          Sister cities
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          Philadelphia has ten sister cities, as designated by the International Visitors Council of Philadelphia (IVC):


          
            
              	
                
                  	[image: Flag of South Korea] Incheon, South Korea (1984)

                

              

              	
                
                  	[image: Flag of France] Aix-en-Provence, France (1999)

                

              
            

          


          Philadelphia has dedicated landmarks to its sister cities. Dedicated in June 1976, the Sister Cities Plaza, a one-half-acre site located at 18th and Benjamin Franklin Parkway, honours Philadelphia's relationships with Tel Aviv and Florence which were its first Sister Cities. Another landmark, the Torun Triangle, honoring the Sister City relationship with Toruń, Poland, was constructed in 1976, west of the United Way building at 18th Street and the Benjamin Franklin Parkway. The Triangle contains the Copernicus monument. The Chinatown Gate, erected in 1984 and crafted by artisans of Tianjin, China, stands astride the intersection of 10th and Arch Streets as an elaborate and colorful symbol of the Sister City relationship.


          
            	Philadelphia is at coordinates Coordinates:
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          Philately is the study of revenue and postage stamps. This includes the design, production and uses of stamps after they are authorized for issue, usually by government authorities, the most common one being postal authorities. Although many equate it with stamp collecting, it is a distinct activity. For instance, philatelists will study extremely rare stamps without expecting to own copies of them, whether because of cost, or because the sole survivors are in museums. Conversely, stamp collecting is the acquisition of stamps, at times without regard for origin or usage.
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          Etymology


          The coining of the word "philately" in its French form has been circumstantially attributed to Georges Herpin in the publication Le Collectionneur de timbres-postes, Vol. 1, November 15, 1864. It is formed from the Greek words philos (meaning "friend"), and ateleia (meaning "exempt from duties and taxes") as postage stamp(s) indicate that no service charge is to be collected from the recipient as they constitute franking and thus confirm the pre-payment of postal fees by the sender or another. The alternative terms "timbrophily" and "timbrology" are far less commonly used.


          The origin of philately is in the observation that in a pile of stamps all appearing to be the same type, closer examination may reveal different kinds of paper, different watermarks embedded in the paper, variations in colour shades, different perforations, and other kinds of differences. Comparison with records of postal authorities may or may not show that the variations were intentional, which leads to further inquiry as to how the changes could have happened, and why. To make things more interesting, thousands of forgeries have been produced over the years, some of them very good, and only a thorough knowledge of philately gives any hope of detecting the fakes.
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          One explanation for all the variation is that stamp printing was among the early attempts at large-scale mass production activity by postal authorities. Even in the 19th century, stamps were being issued by the billions, more than any other kind of manufactured object at the time.


          


          Areas of philately


          Basic or technical philately, then, is the study of the technical aspects of stamp production and stamp identification. It includes the study of


          
            	The initial stamp design process


            	Paper (wove, laid, etc, and including watermarks)


            	Printing methods (engraving, typography, etc)


            	Gum


            	Separation (perforation, rouletting)


            	Overprints on existing stamps


            	Philatelic fakes and forgeries, especially the identification of forgeries
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          Topical, also known as Thematic, philately is the study of what is depicted on the stamps. There are hundreds of popular subjects, such as birds, insects, sports, maps, and so forth. Interesting aspects of topical philately include design mistakes (such as use of the wrong picture on a US stamp honoring Bill Pickett), design alterations (for instance, the recent editing out of cigarettes from the pictures used for US stamps), and the stories of how particular images came to be used (one US stamp from the 1920s shows a Viking ship apparently flying an American flag, but this was not a mistake; the stamp depicted a modern replica).
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          Postal history concentrates on the use of stamps on mail. It includes the study of postmarks, post offices, postal authorities and the process by which letters are moved from sender to recipient, including routes and choice of conveyance. A classic example is the Pony Express, which was the fastest way to send letters across the United States during the few months that it operated. Covers that can be proved to have been sent by the Pony Express are highly prized by collectors.


          Cinderella philately is the study of objects that look like stamps but aren't stamps. Examples include Easter & Christmas Seals, propaganda labels, and so forth.


          The results of philatelic study have been extensively documented by the philatelic literature, which includes many books and nearly 15,000 different periodical titles.


          Philately is basically an activity of reading and study, but the human senses typically need augmentation. The stamps themselves are handled with stamp tongs or tweezers so as to preserve them from large, clumsy, and possibly greasy fingers. A strong magnifier reveals details of paper and printing, while the odontometer or perforation gauge helps distinguish a " perf 12" from a "perf 13".
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          While many watermarks can be detected merely by turning the stamp over, or holding it up to the light, others require the services of watermark fluid, such as benzine (not to be confused with benzene, which is toxic), carbon tetrachloride or trichloro-trifluoro-ethane that "wets" the stamp without dissolving gum or ink. Other techniques, such as using coloured light filters have been attempted in an effort to avoid the use of toxic substances.
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          Experts evaluating the authenticity of the rarest stamps use additional equipment such as fluoroscopes. Some stamps are printed with ink which fluoresces when exposed to ultraviolet light. Ultraviolet light sources are also used to examine stamps and postal history for signs of repairs or various types of faults.
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              	Philip II
            


            
              	King of Spain and Portugal, King of Naples, Ruler of the Spanish Netherlands, Duke of Milan
            


            
              	[image: ]
            


            
              	Reign

              	January 16, 1556 September 13, 1598
            


            
              	Born

              	May 21, 1527(1527-05-21)
            


            
              	Birthplace

              	Valladolid, Spain
            


            
              	Died

              	September 13, 1598 (aged71)
            


            
              	Place of death

              	Madrid, Spain
            


            
              	Predecessor

              	Charles I of Spain (Spain)

              Cardinal Henry of Portugal (Portugal)

              Anthony, Prior of Crato (Portugal, disputed)
            


            
              	Successor

              	Philip III of Spain
            


            
              	Consort

              	Mary of Portugal

              Mary I of England

              Elizabeth of Valois

              Anna of Austria
            


            
              	Offspring

              	Don Carlos, Prince of Asturias

              Isabella Clara Eugenia

              Catalina Micaela

              Philip III of Spain
            


            
              	Royal House

              	House of Habsburg
            


            
              	Father

              	Charles V, Holy Roman Emperor
            


            
              	Mother

              	Isabella of Portugal
            

          


          Philip II (Spanish: Felipe II de Espaa; Portuguese: Filipe I) ( May 21, 1527  September 13, 1598) was King of Spain from 1556 until 1598, King of Naples from 1554 until 1598, king consort of England (as husband of Mary I) from 1554 to 1558, Lord of the Seventeen Provinces (holding various titles for the individual territories, such as Duke or Count) from 1556 until 1581, King of Portugal and the Algarves (as Philip I) from 1580 until 1598 and King of Chile from 1554 until 1556.


          


          Philip's reputation has been the subject of almost continuous historical debate. During his time the Spanish Empire led global exploration and colonial expansion across the Atlantic and the Pacific, becoming for a long time the foremost European and global power.


          


          Economy


          Charles V had left Philip with a debt of 36 million ducats and an annual deficit of 1 million ducats. Aside from reducing state revenues for overseas expeditions, the domestic policies of Philip II further burdened Spain, and would, in the following century, contribute to its decline.


          Spain was subject to separate assemblies: the Cortes in Castile along with the assembly in Navarre and three for each of the three regions of Aragon, each of which guarded their traditional rights and laws inherited when they were separate kingdoms. This made Spain and its possessions difficult to rule. However, while France was divided by regional states, it had a single Estates-General. The lack of a viable supreme assembly would lead to power being concentrated in Philip's hands, but this was made necessary by the constant conflict between different authorities that required his direct intervention as the final arbiter. To deal with the difficulties arising from this situation authority was administered by local agents appointed by the crown and viceroys carrying-out crown instructions. Philip, felt it necessary to be involved in the detail and presided over specialized councils for state affairs, finance, war, and the Inquisition. He played royal bureaucrats against each other, leading to a system of checks and balances that managed state affairs in an inefficient manner, sometimes damaging state business, such as the Perez affair. Calls to move the capital to Lisbon from the Castilian stronghold of Madrid  the new capital Philip established following the move from Valladolid  could have led to a degree of decentralization, but Philip opposed such efforts. Due to the inefficiencies of the Spanish state, industry was overburdened by government regulations, though this was common to many contemporary countries. The dispersal of the Moriscos from Granada - motivated by the fear they might support a Muslim invasion - had serious negative economic effects, particularly in that region.


          Philip's regime neglected arable farming in favour of sheep ranching, thus forcing Spain to import large amounts of grain and other foods by the mid-1560s. Overseeing a divided conservative class structure, the Church and the upper classes were exempt from normal taxation (although the wealthy usually paid tithes to the Church, and the Church and clergy were often taxed, usually following a series of agreements with the Pope) while the tax burden fell disproportionately on the classes engaged in trade, commerce, and industry.


          Inflation throughout Europe in the sixteenth century was a broad and complex phenomenon, with the flood of bullion from the Americas arguably being the main cause of it in Spain, along with population growth, and government spending. Under Philip's reign, Spain saw a fivefold increase in prices. Due to inflation and a high tax burden for Spanish manufacturers and merchants, Spanish industry was harmed and much of Spains wealth was spent on imported manufactured goods by an opulent, status-oriented aristocracy and wars. Increasingly the country became dependent on the revenues flowing in from the mercantile empire in the Americas, leading to Spain's first bankruptcy ( moratorium) in 1557 due to rising military costs. Dependent on sales taxes from Castile and the Netherlands, Spain's tax base, was too narrow to support Philip's plans. Philip became increasingly dependent on loans from foreign bankers, particularly in Genoa and Augsburg. By the end of his reign, interest payments on these loans alone accounted for 40% of state revenue.
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          Ottoman-Habsburg Conflict


          In the early part of his reign, Philip was concerned with the rising power of the Ottoman Empire under Suleiman the Magnificent. Fear of Islamic domination in the Mediterranean caused him to pursue an aggressive foreign policy.


          In 1558 Turkish admiral Piyale Pasha captured the Balearic Islands, especially inflicting great damage on Minorca and enslaving many, while raiding the coasts of the Spanish mainland. Philip appealed to the Pope and other powers in Europe to bring an end to the rising Ottoman threat. Since his father's losses against the Ottomans and against Barbarossa Hayreddin Pasha in 1541, the major European sea powers in the Mediterranean, namely Spain and Venice, became hesitant in confronting the Ottomans. The myth of "Turkish invincibility" was becoming a popular story, causing fear and panic among the people.


          In 1560 Philip II organized a Holy League between Spain and the Republic of Venice, the Republic of Genoa, the Papal States, the Duchy of Savoy and the Knights of Malta. The joint fleet was assembled at Messina and consisted of 200 ships (60 galleys and 140 other vessels) carrying a total of 30,000 soldiers under the command of Giovanni Andrea Doria, nephew of the famous Genoese admiral Andrea Doria who had lost three major battles against the Turks in 1538, 1541 and 1552.


          On March 12, 1560, the Holy League captured the island of Djerba which had a strategic location and could control the sea routes between Algiers and Tripoli. As a response, Suleiman the Magnificent sent an Ottoman fleet of 120 ships under the command of Piyale Pasha, which arrived at Djerba on May 9, 1560. The battle lasted until May 14, 1560, and the forces of Piyale Pasha and Turgut Reis (who joined Piyale Pasha on the third day of the battle) had an overwhelming victory at the Battle of Djerba. The Holy League lost 60 ships (30 galleys) and 20,000 men, and Giovanni Andrea Doria could barely escape with a small vessel. The Ottomans retook the Fortress of Djerba, whose Spanish commander, D. Alvaro de Sande, attempted to escape with a ship but was followed and eventually captured by Turgut Reis. In 1565 the Ottomans sent a large expedition to Malta, which laid siege to several forts on the island, taking some of them. The Spanish sent a relief force, which drove the Ottomans, exhausted from a long siege, away from the island.


          The grave threat posed by the increasing Ottoman domination of the Mediterranean was reversed in one of history's most decisive battles, with the destruction of nearly the entire Ottoman fleet at the Battle of Lepanto in 1571, by the Holy League under the command of Philip's half brother, Don Juan of Austria. A fleet sent by Philip, again commanded by Don John, reconquered Tunis from the Ottomans in 1573. However, the Turks soon rebuilt their fleet and in 1574 Ulu Ali Reis managed to recapture Tunis with a force of 250 galleys and a siege which lasted 40 days. However Lepanto marked a permanent reversal in the balance of naval power in the Mediterranean and the end of the threat of complete Ottoman control of that sea.


          In 1585 a peace treaty was signed with the Ottomans.


          


          Revolt in the Netherlands
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          Philip's rule in the seventeen separate provinces known collectively as the Netherlands faced many difficulties, which led to open warfare in 1572. Philip insisted on direct control over events in the Netherlands despite being over a fortnights ride away in Madrid. There was discontent in the Netherlands about Philip's taxation demands. In 1566 Protestant preachers sparked off anti-clerical riots known as the Iconoclast Fury; in response to growing 'heresy' the Duke of Alba's army invaded, further alienating the local aristocracy. In 1572 a prominent member of Dutch aristocracy, William the Silent invaded the Netherlands, but only succeeded in holding two provinces, Holland and Zeeland. The States-General of the Dutch provinces, united in the 1579 Union of Utrecht, passed an Act of Abjuration, meaning that they no longer recognised Philip their king. The southern Netherlands (what is now Belgium) remained under Spanish rule. The rebel leader, Prince of Orange (William the Silent) was assassinated in 1584 by Balthasar Grard, after Philip had offered a reward of 25,000 crowns to anyone who killed William the Silent, calling him a 'pest on the whole of Christianity and the enemy of the human race'. The Dutch forces continued to fight on under Orange's son Maurice of Nassau, who received help from Queen Elizabeth I in 1585. The Dutch gained an advantage over Spanish due to their growning economic strength, in contrast to Philip's burgeoning economic troubles.


          


          King of Portugal
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          Philip became King of Portugal in 1581, when he was crowned as Philip I of Portugal and was recognized as such by the Cortes of Tomar.


          In 1580, the direct line of the Portuguese royal family had ended when Sebastian of Portugal died following a disastrous campaign in Morocco. Philip spoke Portuguese mostly until his mother died. His power helped him to seize the throne, which would be kept as a personal union for sixty years.


          Philip famously remarked upon his acquisition of the Portuguese throne: "I inherited, I bought, I conquered", a variation on Julius Caesar and Veni, Vidi, Vici. Thus, Philip added to his possessions a vast overseas empire in Africa, Brazil, and the East Indies, seeing a flood of new revenues coming to the Habsburg crown; and the success of colonizing all around his empire improved his financial position, enabling him to show greater aggression towards his enemies.


          


          War with England


          Spanish hegemony and the Counter-Reformation achieved a clear boost in 1554, when Philip married Queen Mary, a Catholic, the older daughter of Henry VIII, and his father's first cousin. However, they had no children; Queen Mary, or "Bloody Mary" as she came to be known in English Protestant lore, died in 1558 before the union could revitalize the Catholic Church in England.


          The throne went to Elizabeth, the Protestant daughter of Henry VIII and Anne Boleyn. This union was deemed illegitimate by English Catholics, who did not recognize divorce and who claimed that Mary, Queen of Scots, the Catholic great-granddaughter of Henry VII, was the legitimate heir to the throne.


          The execution of Mary, Queen of Scots, in 1587 ended Philip's hopes of placing a Catholic on the English throne. He turned instead to more direct plans to return England to Catholicism by invasion. His opportunity came when England provided support for the Dutch rebels. In 1588 he sent a fleet of vessels, the Spanish Armada, to lead an invasion. The fact that the Spanish fleet had no deep bay in which it could deploy its main fleet meant that it was unable to land and was vulnerable to the smaller English ships. The absence of a backup from the troop carrying ships that were unable to link up with the Armada meant that they were isolated and open to the English fire ships and close range artillery. It was by no means a slaughter; it was a tightly fought battle, but the Spanish were caught in an awkward position and were forced back into retreat. Nonetheless, the operation had little chance of success from the beginning with huge delays, lack of communication between Philip II and his two commanders and of course the obvious lack of a deep bay. Eventually, three more Armadas were deployed; two were sent to England ( 1596 and 1597), both of which also failed; the third (1599) was diverted to the Azores and Canary Islands to fend off raids there. This Anglo-Spanish war (1585-1604) would be fought to a grinding end, but not until both Philip II (d. 1598) and Elizabeth I (d. 1603) were dead.


          The stunning defeat of the Spanish Armada gave great heart to the Protestant cause across Europe. The storm that smashed the retreating armada was seen by many of Philip's enemies as a sign of the will of God. Many Spaniards blamed the admiral of the armada for its failure, but Philip, despite his complaint that he had sent his ships to fight the English, not the elements, was not among them. A little over a year later, in a chat with a monk working in his garden, Philip remarked that:


          
            
              	

              	"It is impiety, and almost blasphemy to presume to know the will of God. It comes from the sin of pride, Even kings, Brother Nicholas, must submit to being used by God's will without knowing what it is. They must never seek to use it."

              	
            

          


          The Spanish navy was rebuilt, and intelligence networks were improved. An example of the character of Philip II can be given by the fact that he personally saw that the wounded of the Armada were treated and received a pension, which was unusual for the time.


          While the invasion had been averted, England was unable to take advantage of this success. An attempt to use her newfound advantage at sea with a counter armada the following year failed disastrously. Likewise, English buccaneering and attempts to seize territories in the Caribbean were defeated by Spain's rebuilt navy and her intelligence networks (although Cadiz was destroyed by an Anglo-Dutch force after a failed attempt to seize the treasure fleet.)


          Even though Philip was bankrupt by 1596 (for the fourth time, after France had declared war on Spain), in the last decade of his life more silver and gold were shipped safely to Spain than ever before. This allowed Spain to continue its military efforts, but led to an increased dependency on the precious metals.


          


          War with France


          From 1590 to 1598 Philip was also at war against Henry IV of France, joining with the Papacy and the Duke of Guise in the Catholic League during the French Wars of Religion. Philip's interventions in the fighting - sending Alessandro Farnese, Duke of Parma to relieve the siege of Paris in 1590  and again into Rouen in 1592 - to aid the Catholic faction, resulted in refortifying the French defenses. Henry IV of France was also able to use his propagandists to identify the Catholic faction with a foreign enemy (Philip and Spain). In 1593, Henry agreed to convert to Catholicism; this caused most French Catholics to rally to his side against the Spanish forces. In June 1595 the redoubtable French king defeated the Spanish-supported Holy League in Fontaine-Franaise in Burgundy and reconquered Amiens from the overstretched Spanish forces in September 1597. The 1598 Treaty of Vervins was largely a restatement of the 1559 Peace of Cteau-Cambrsis; meanwhile, Henry issued the Edict of Nantes, which offered a high degree of religious toleration for French Protestants. The military intervention in France thus ended in a disappointing fashion for Philip, as it failed to either oust Henry from the throne or suppress Protestantism in France. However, the conversion of Henry ensured that Catholicism would remain France's majority faith.


          


          Legacy
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              Statue of Philip II at the Sabatini Gardens in Madrid ( F. Castro, 1753).
            

          


          Under Philip II Spain reached the peak of its power but also met its limits. Having nearly reconquered the rebellious Netherlands, Philip's unyielding attitude led to their loss, this time permanently, as his wars expanded in scope and complexity. So in spite of the great and increasing quantities of gold and silver flowing into his coffers from the American mines, the riches of the Portuguese spice trade and the enthusiastic support of the Habsburg dominions for the Counter-Reformation, he would never succeed in suppressing Protestantism or defeating the Dutch rebellion. Early in his reign the Dutch might have laid down their weapons if he had desisted in trying to suppress Protestantism, but his devotion to Roman Catholicism and the principle of cuius regio, eius religio, as laid down by his father, would not permit him. He was a fervent Roman Catholic, and exhibited the typical 16th century disdain for religious heterodoxy.


          One of the long term consequences of his striving to enforce Catholic orthodoxy through an intensification of the Inquisition was the gradual smothering of Spain's intellectual life. Students were barred from studying elsewhere and books printed by Spaniards outside the kingdom were banned. Even a highly respected churchman like Archbishop Carranza, was jailed by the Inquisition for seventeen years merely for ideas that seemed sympathetic in some degree to Protestant reformism. Such strict enforcement of orthodox belief was successful and Spain avoided the religiously inspired strife tearing apart other European dominions, but this came at a heavy price in the long run, as her great academic institutions were reduced to third rate status under Philip's successors.


          However, Philip II's reign can hardly be characterized as a failure. He consolidated Spain's overseas empire, succeeded in massively increasing the importation of silver in the face of English, Dutch and French privateering, and ended the major threat posed to Europe by the Ottoman navy (though peripheral clashes would be ongoing). He succeeded in uniting Portugal and Spain through personal union. He dealt successfully with a crisis that could have led to the secession of Aragon. His efforts also contributed substantially to the success of the Catholic Counter-Reformation in checking the religious tide of Protestantism in Northern Europe. Philip was a complex man, and though given to suspicion of members of his court, was not the cruel tyrant that he has been painted by his opponents. Philip was known to intervene personally on behalf of the humblest of his subjects. Above all a man of duty, he was also trapped by it.


          Anglo-American societies have generally held a very low opinion of Philip II. The traditional approach is perhaps epitomized by James Johonnot's Ten Great Events in History, in which he describes Philip II as a "vain, bigoted, and ambitious" monarch who "had no scruples in regard to means... placed freedom of thought under a ban, and put an end to the intellectual progress of the country" Spanish apologists generally classify this analysis as part of the Black Legend.


          The defense of the Roman Catholic Church and the defeat and destruction of the Protestantism was one of his most important goals. He didn't totally accomplish this; England broke with Rome after the death of Mary, the Holy Roman Empire remained partly Protestant and the revolt in Holland continued. Nevertheless, he prevented Protestantism from gaining a grip in Spain and Portugal and the colonies in the New World, successfully reimposed Catholicism in the reconquered southern half of the Low Countries and forced the French monarchy to abandon Protestantism.


          Philip II died in 1598 due to an unspecified type of cancer in El Escorial, (near Madrid) and was succeeded by his son, King Philip III. The Philippines, a former Spanish colony was named in his honour.
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          Philip in fiction


          Philip II is a central character in Friedrich Schiller's play Don Carlos and Giuseppe Verdi's operatic adaption of the same. He is depicted more sympathetically in the opera than in the play. Philip II is one of the greatest roles for bass in opera and Verdi composed one of his greatest arias, "Ella giammai m'am!", for the character.


          Charles de Coster's 1867 The Legend of Thyl Ulenspiegel and Lamme Goedzak, considered a masterpiece of 19th Century Belgian literature, depicts the Dutch War of Independence in an extremely partisan manner, though it was an event nearly three centuries old at the time of writing. Accordingly, Philip II is depicted as a total caricature, a vicious moron with not the slightest redeeming feature - a depiction seemingly drawing on hostile Dutch and other Protestant sources of Philip's own time.


          Philip II is played by Jordi Molla in Shekhar Kapur's 2007 film Elizabeth: The Golden Age. He also appears in the opening scene of the 1940 adventure film The Sea Hawk and is played by Montagu Love. Philip's marriage to Elisabeth and the subsequent episode with his son are strongly alluded to in Lope de Vega's Castigo sin venganza (1631).


          A good novelised account of Philip's personal life and character appears in The Spanish Bridegroom by Jean Plaidy. The plot of Carlos Fuentes's 1975 novel, Terra Nostra, revolves around the construction of Philip II's monastery/palace of San Lorenzo de El Escorial in the Sierra de Guadarrama near Madrid. Philip II also appears in Actus Fidei, a play by Steven Breese which premiered at Christopher Newport University in 2007.


          In Philippa Gregory's The Queen's Fool, a historical novel set in the court of Mary I of England, Philip - Mary's consort at the time - is depicted as completely captivated by the seductive Princess Elizabeth (the future Queen Elizabeth I) even though "as a brilliant statesman and diplomat, he was well-aware that this fascination with his wife's sister was harmful to his political interests" as the book puts it.


          In Harry Turtledove's alternate history novel Ruled Britannia, in which the Spanish Armada succeeded in its effort to conquer England, Shakespeare is engaged by the victorious Spanish to write a play glorifying King Philip.


          A verse in G.K. Chesterton's Lepanto speaks of Philip engaging in a strange alchemical ritual.
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              	Motto:Maka-Diyos, Makatao, Makakalikasan, at Makabansa

              (English: "For God, People, Nature, and Country")
            


            
              	Anthem: Lupang Hinirang
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              	Capital

              	Manila

            


            
              	Largest city

              	Quezon City
            


            
              	Official languages

              	Filipino, and English
            


            
              	Recognised regionallanguages

              	Bikol, Cebuano, Ilocano, Hiligaynon, Kapampangan, Pangasinan, Tagalog, Waray-Waray,.
            


            
              	Demonym

              	Filipino
            


            
              	Government

              	Unitary presidential constitutional republic
            


            
              	-

              	President

              	Gloria Macapagal-Arroyo
            


            
              	-

              	Vice President

              	Noli de Castro
            


            
              	Independence

              	from Spain

              from United States
            


            
              	-

              	Established

              	March 16, 1521
            


            
              	-

              	Declared

              	June 12, 1898
            


            
              	-

              	Self-government

              	March 24, 1934
            


            
              	-

              	Independence recognized

              	July 4, 1946
            


            
              	-

              	Current constitution

              	February 2, 1987
            


            
              	Area
            


            
              	-

              	Total

              	300,000km( 72nd)

              115,831 sqmi
            


            
              	-

              	Water(%)

              	0.61%
            


            
              	Population
            


            
              	-

              	2006estimate

              	88.701 million( 12th)
            


            
              	-

              	2000census

              	76,498,735
            


            
              	-

              	Density

              	290/km( 29th)

              112/sqmi
            


            
              	GDP( PPP)

              	2006estimate
            


            
              	-

              	Total

              	$466.632 billion( 25th)
            


            
              	-

              	Per capita

              	$5,365.287( 103rd)
            


            
              	GDP (nominal)

              	2006estimate
            


            
              	-

              	Total

              	$117.562 billion( 47th)
            


            
              	-

              	Per capita

              	$1,351.718( 105th)
            


            
              	Gini(2003)

              	44.5(high)
            


            
              	HDI(2007/2008)

              	▲ 0.771(medium)( 90th)
            


            
              	Currency

              	Peso (Filipino: piso [image: ]) ( PHP)
            


            
              	Time zone

              	PST ( UTC+8)
            


            
              	Internet TLD

              	.ph
            


            
              	Calling code

              	+63
            


            
              	1

              	Spanish and Arabic are promoted on a voluntary and optional basis.
            


            
              	2

              	Rankings above were taken from associated Wikipedia pages as of December, 2007, and may be based on data or data sources other than those appearing here.
            

          


          The Philippines ( Filipino: Pilipinas), officially the Republic of the Philippines (Republika ng Pilipinas; RP), is an archipelagic nation located in Southeast Asia, with Manila as its capital city. The Philippine archipelago comprises 7,107 islands in the western Pacific Ocean, bordering countries such as Indonesia, Malaysia, Palau and the Republic of China, although it is the only Southeast Asian country to share no land borders with its neighbors. The Philippines is the world's 12th most populous country with a population approaching 87 million people. Its national economy is the 47th largest in the world with a 2007 gross domestic product (GDP) of over US$161.07 billion.


          Filipinos are mostly of Austronesian descent, but there are significant Chinese, Hispanic, Negrito, Arab, American and Indian minorities. There are more than 11 million overseas Filipinos worldwide, about 11% of the total population of the Philippines.


          The Philippines became a Spanish colony in the 16th century, and then a U.S. territory and commonwealth after the Spanish-American War. The Philippine Revolution was an attempt to gain independence from Spain, and later from the U.S. in the Philippine-American War. The Philippines ultimately gained its independence from the United States on July 4, 1946 after the Pacific War under the terms of the Tydings-McDuffie Act. The Philippines then became a fledging democracy until the authoritarian rule of Ferdinand Marcos led to his overthrow in the People Power Revolution of 1986. Political upheavals alternated with peaceful transition of power on the period that followed.


          Today, the Philippines has many affinities with the Western world, derived mainly from the cultures of Spain, Latin America, and the United States. Roman Catholicism became the predominant religion, although pre-Hispanic indigenous religious practices and Islam still exist. The two official languages of the Philippines are Filipino, which is based on Tagalog; and English.


          


          Etymology


          The name Philippines and its Spanish counterpart Filipinas are derived from the name of Philip II of Spain. Ruy Lpez de Villalobos used the name Las Islas Filipinas in honour of the then-Crown Prince during his expedition to the Philippines, originally referring to the islands of Leyte and Samar. Despite the presence of other names, the name Filipinas was eventually adopted as the name of the entire archipelago.


          The official name of the islands, however, changed throughout the course of Philippine history. In the Philippine Revolution, the Philippines was officially called the Repblica Filipina or the Philippine Republic. From the time of the Spanish-American War until the Commonwealth, American colonial authorities have referred to the Philippines as the "Philippine Islands", a translation of the original Spanish. It was in the Commonwealth period that the name Philippines began to appear, a name that still persists even in current official name.


          


          History


          Archeological and paleontological discoveries show that Homo sapiens existed in Palawan circa 50,000 BC. The Negritos, an Australo-Melanesian people, arrived in the Philippines at least 30,000 years ago.


          In the service of Spain, Portuguese explorer Ferdinand Magellan and his crew started their voyage on September 20, 1519. Magellan sighted Samar on March 17, 1521, on the next day, they reached Homonhon. They reached the island of Limasawa on March 28, 1521 where the first Mass in the Philippines was celebrated on March 31, 1521. Magellan arrived at Cebu on April 7, 1521, befriending Rajah Humabon and converting his family and 700 other Cebuanos to Christianity. However, Magellan would later be killed in the Battle of Mactan by indigenous warriors led by Lapu-Lapu, a fierce rival of Humabon.


          The beginnings of colonization started to take form when Philip II of Spain ordered successive expeditions. Miguel Lpez de Legazpi arrived from Mexico in 1565 and formed the first Spanish settlements in Cebu. In 1571 he established Manila as the capital of the new Spanish colony.


          Spanish rule brought political unification to an archipelago of previously independent islands and communities that later became the Philippines, and introduced elements of western civilization such as the code of law, printing and the calendar. The Philippines was ruled as a territory of New Spain from 1565 to 1821, but after Mexican independence it was administered directly from Madrid. During that time new crops and livestock were introduced, and trade flourished. The Manila Galleon which linked Manila to Acapulco once or twice a year beginning in the late 16th century, carried silk, spices, ivory and porcelain to America and silver on the return trip to the Philippines. The Spanish military fought off various indigenous revolts and several external colonial challenges, specially from the British, Chinese pirates, Dutch, and Portuguese. Roman Catholic missionaries converted most of the inhabitants to Christianity, and founded the first schools, universities and hospitals. In 1863 a Spanish decree introduced public education, creating free public schooling in Spanish .


          The Propaganda Movement, which included Philippine nationalist Jos Rizal, then a student studying in Spain, soon developed on the Spanish mainland. This was done in order to inform the government of the injustices of the administration in the Philippines as well as the abuses of the friars. In the 1880s and the 1890s, the propagandists clamored for political and social reforms, which included demands for greater representation in Spain. Unable to gain the reforms, Rizal returned to the country, and pushed for the reforms locally. Rizal was subsequently arrested, tried, and executed for treason on December 30, 1896. Earlier that year, the Katipunan, led by Andrs Bonifacio, had already started a revolution, which was eventually continued by Emilio Aguinaldo, who established a revolutionary government, although the Spanish governor general Fernando Primo de Rivera proclaimed the revolution over in May 17, 1897.


          The Spanish-American War began in Cuba in 1898 and soon reached the Philippines when Commodore George Dewey defeated the Spanish squadron at Manila Bay. Aguinaldo declared the independence of the Philippines on June 12, 1898, and was proclaimed head of state. As a result of its defeat, Spain was forced to officially cede the Philippines, together with Cuba (made an independent country, the US in charge of foreign affairs), Guam and Puerto Rico to the United States. In 1899 the First Philippine Republic was proclaimed in Malolos, Bulacan but was later dissolved by the US forces, leading to the Philippine-American War between the United States and the Philippine revolutionaries, which continued the violence of the previous years. The US proclaimed the war ended when Aguinaldo was captured by American troops on March 23, 1901, but the struggle continued until 1913 claiming the lives of over a million Filipinos . The country's status as a territory changed when it became the Commonwealth of the Philippines in 1935, which provided for more self-governance. Plans for increasing independence over the next decade were interrupted during World War II when Japan invaded and occupied the islands. After the Japanese were defeated in 1945, returned to the Filipino and American forces in the Liberation of the Philippines from 1944 to 1945, the Philippines was granted independence from the United States on July 4, 1946.


          Since 1946, the newly independent Philippine state has faced political instability with various rebel groups. The late 1960s and early 1970s saw economic development that was second in Asia, next to Japan. Ferdinand Marcos was, then, the elected president. Barred from seeking a third term, Marcos declared martial law on September 21, 1972 and ruled the country by decree.


          Upon returning from exile, opposition leader Benigno Aquino, Jr. was assassinated on August 21, 1983. In January 1986, Marcos allowed for a snap election, after large protests. The election was believed to be fraudulent, and resulted in a standoff between military mutineers and the military loyalists. Protesters supported the mutineers, and were accompanied by resignations of prominent cabinet officials. Corazon Aquino, the widow of Benigno Aquino, Jr., was the recognized winner of the snap election. She took over government, and called for a constitutional convention to draft a new constitution, after the People Power Revolution. Marcos, his family and some of his allies fled to Hawaii.


          The return of democracy and government reforms after the events of 1986 were hampered by massive national debt, government corruption, coup attempts, a communist insurgency, and a Muslim separatist movement. The economy improved during the administration of Fidel V. Ramos, who was elected in 1992. However, the economic improvements were negated at the onset of the East Asian financial crisis in 1997. The 2001 EDSA Revolution led to the downfall of the following president, Joseph Estrada. The current administration of president Gloria Macapagal-Arroyo has been hounded by allegations of corruption and election rigging.


          


          Politics and government


          
            
              	Flag

              	Pambansang Watawat
            


            
              	Anthem

              	" Lupang Hinirang"
            


            
              	Patriotic Song

              	" Pilipinas Kong Mahal", " Bayan Ko"
            


            
              	Gem

              	South Sea pearls
            


            
              	Dance

              	Cariosa
            


            
              	Animal

              	Carabao
            


            
              	Bird

              	Philippine Eagle
            


            
              	Fish

              	Milkfish (Bangus)
            


            
              	Flower

              	Arabian Jasmine (Sampaguita)
            


            
              	Tree

              	Angsana (Narra)
            


            
              	Leaf

              	Fan palm (Anahaw)
            


            
              	Fruit

              	Mango (Mangga)
            


            
              	Sport

              	Sipa
            


            
              	House

              	Nipa hut (Bahay kubo)
            


            
              	Costume

              	Barong and Baro't saya
            


            
              	Hero

              	Jos Rizal
            


            
              	Source
            

          


          The Philippines has a presidential, unitary (with some modification; there is one autonomous region largely free from the national government) form of government, where the President functions as both head of state and head of government, and is commander-in-chief of the armed forces. The president is elected by popular vote to a six-year term, during which time she or he appoints and presides over the cabinet.


          The bicameral Congress is composed of a Senate, serving as the upper house whose members are elected nationally to a six-year term, and a House of Representatives serving as the lower house whose members are elected to a three-year term and are elected from legislative districts and through sectoral representation.


          The judicial power is vested in the Supreme Court, composed of a Chief Justice as its presiding officer and fourteen associate justices, all appointed by the President from nominations submitted by the Judicial and Bar Council.


          Attempts to amend the constitution to either a federal, unicameral or parliamentary form of government have repeatedly failed since the Ramos administration.


          The Philippines is a founding and active member of the United Nations since its inception on October 24, 1945 and is a founding member of the Association of Southeast Asian Nations (ASEAN). The Philippines is also a member of the East Asia Summit (EAS), an active player in the Asia-Pacific Economic Cooperation (APEC), the Latin Union, and a member of the Group of 24. The country is a major non-NATO ally of the U.S. but also a member of the Non-Aligned Movement.


          The Philippines is involved in complex dispute over the Spratly Islands and Scarborough Shoal. It also claims the Malaysian state of Sabah, as it was once part of the Sultanate of Sulu.


          


          Administrative divisions
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              Provinces and regions of the Philippines.
            

          


          The Philippines is divided into three island groups: Luzon, Visayas, and Mindanao. These are divided into 17 regions, 81 provinces, 136 cities, 1,494 municipalities and 41,995 barangays.


          On July 24, 2006, the State of the Nation Address of President Arroyo announced the proposal to create five economic super regions to concentrate on the economic strengths in a specific area.


          
            
              	Region

              	Designation

              	Government centre
            


            
              	Ilocos Region

              	Region I

              	San Fernando City, La Union
            


            
              	Cagayan Valley Region

              	Region II

              	Tuguegarao City, Cagayan
            


            
              	Central Luzon Region

              	Region III

              	City of San Fernando, Pampanga
            


            
              	CALABARZON Region 

              	Region IV-A

              	Calamba City, Laguna
            


            
              	MIMAROPA Region  

              	Region IV-B

              	Calapan City, Oriental Mindoro, Palawan
            


            
              	Bicol Region

              	Region V

              	Legazpi City, Albay
            


            
              	Western Visayas Region

              	Region VI

              	Iloilo City
            


            
              	Central Visayas Region

              	Region VII

              	Cebu City
            


            
              	Eastern Visayas Region

              	Region VIII

              	Tacloban City, Leyte
            


            
              	Zamboanga Peninsula Region

              	Region IX

              	Pagadian City, Zamboanga del Sur
            


            
              	Northern Mindanao Region

              	Region X

              	Cagayan de Oro City
            


            
              	Davao Region

              	Region XI

              	Davao City
            


            
              	SOCCSKSARGEN Region

              	Region XII

              	Koronadal City, South Cotabato
            


            
              	Caraga Region

              	Region XIII

              	Butuan City
            


            
              	Autonomous Region in Muslim Mindanao

              	ARMM

              	Cotabato City
            


            
              	Cordillera Administrative Region

              	CAR

              	Baguio City
            


            
              	National Capital Region

              	NCR

              	Manila
            

          


           Names are capitalized because they are acronyms, containing the names of the constituent provinces or cities (see Acronyms in the Philippines).

           These regions formed the former Southern Tagalog region, or Region IV.

           Palawan was moved from Region IV-B as known as MIMAROPA to Region VI. From November 2005, Region IV-B would be called MIMARO, decreased from five to four provinces and Region VI increased from six to seven provinces.


          


          Geography
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              Geography of the Philippines
            

          


          The Philippines constitutes an archipelago of 7,107 islands with a total land area of approximately 300,000 square kilometers (116,000 sqmi). It generally lies between 116 40' and 126 34' E. longitude, and 4 40' and 21 10' N. latitude, and borders the Philippine Sea on the east, on the South China Sea the west, and the Celebes Sea on the south. The island of Borneo lies a few hundred kilometers southwest and Taiwan directly north. The Moluccas and Sulawesi are to the south, and Palau is to the east beyond the Philippine Sea.


          The islands are commonly divided into three island groups: Luzon (Regions I to V, NCR and CAR), Visayas (VI to VIII), and Mindanao (IX to XIII and ARMM). The busy port of Manila, on Luzon, is the national capital and second largest city after its suburb Quezon City.


          The local climate is hot, humid, and tropical. The average yearly temperature is around 26.5  C (79.7  F). There are three recognized seasons: Tag-init or Tag-araw (the hot season or summer from March to May), Tag-ulan (the rainy season from June to November), and Taglamig (the cold season from December to February). The southwest monsoon (May-October) is known as the "habagat" and the dry winds of the northeast monsoon (November-April) as the "amihan".


          
            [image: Manila Bay]

            
              Manila Bay
            

          


          Most of the mountainous islands used to be covered in tropical rainforest and are volcanic in origin. The highest point is Mount Apo on Mindanao at 2,954 metres (9,692ft). There are many active volcanos such as Mayon Volcano, Mount Pinatubo, and Taal Volcano. The country also lies within the typhoon belt of the Western Pacific and about 19 typhoons strike per year.


          Lying on the northwestern fringes of the Pacific Ring of Fire, the Philippines experiences frequent seismic and volcanic activities. Some 20 earthquakes are registered daily in the Philippines, though most are too weak to be felt. The last great earthquake was the 1990 Luzon earthquake.


          The longest river is the Cagayan River in northern Luzon. Manila Bay is connected to Laguna de Bay by means of the Pasig River. Subic Bay, the Davao Gulf and the Moro Gulf are some of the important bays. Transversing the San Juanico Strait is the San Juanico Bridge, that connects the islands of Samar and Leyte.


          


          Economy
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          The Philippines is a newly industrialized country. It began to boom rapidly in the late 1950's to late 1960's. Philippines became an immense floating factory together with Japan but then dramatically fell in the early 1970's due to mismanagement and corrupt practices of the Marcos regime and martial law. Perceptions of political instability during the Aquino administration further dampened economic activity. It has also been listed in " Next Eleven" economies. The Philippines has one of the most vibrant business process outsourcing (BPO) industries in Asia, including Fortune 500 companies.


          The Asian Financial Crisis affected the Philippine economy tremendously, making the Philippine peso fall significantly from 26 pesos to a dollar prior to the crisis, then 40 pesos to a dollar at the end of it. Low foreign fund inflows and its agriculture-based economy catapulted the country to grow 3% in 1999 and 4% in 2000. Hampered by political uncertainties in 2000, the peso weakened even further, trading at 55 pesos to a dollar at the lowest.


          By 2004, the Philippine economy experienced a 6% growth after the East Asian financial crisis of the late 1990s. President Gloria Macapagal-Arroyo pledged to turn the country into a First World state by 2020. In 2005, the Philippine peso was dubbed as Asia's best-performing currency.. In 2006, the Philippine economy expanded at a rate of 5.4%, higher than of the previous year. The government plans to accelerate the country's GDP growth by 7% in 2007, 8% in 2008 and 9% by 2009, also known as the 7, 8, 9 project.


          Strategies for streamlining the economy include improvements of infrastructure, more efficient tax systems to bolster government revenues, furthering deregulation and privatization of the economy, and increasing trade integration within the region and across the world.
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              Cebu City Business Park.
            

          


          On November 1, 2005, a newly expanded value added tax (E-VAT) law was instituted as a measure to bridle the rising foreign debt and to improve government services such as education, health care, social security, and transportation. The Philippines' economic prosperity also depends in large part on how well its two biggest trading partners' economies perform: the U.S. and Japan.


          The Philippines still remains highly reliant on remittances by Overseas Filipinos. In 2006, the country received $12.8 billion, a 20% increase from the previous year. The government estimated that $14 billion would be remitted to the Philippines in 2007. Remittances remain as the largest source of foreign income, surpassing the annual average of $2.5 billion foreign direct investment to the country..


          Despite the growing economy, the Philippines will have to address several chronic problems in the future. Income inequality remains persistent; about 30 million people lived on less than $2 per day in 2005. China and India have emerged as major economic competitors, siphoning away investors who would otherwise have invested in the Philippines, particularly telecommunication companies. Regional development is also somewhat uneven, with the main island Luzon and Metro Manila gaining most of the new economic growth at the expense of the other regions.


          The Philippines is a member of the Asian Development Bank, the World Bank, the International Monetary Fund, the Asia Pacific Economic Cooperation (APEC), the World Trade Organization (WTO), the Colombo Plan, and the G-77, among others


          In 2007, the gross domestic product grew 7.3%, the fastest in 31 years.


          


          Healthcare


          See List of hospitals in the Philippines


          The Philippine Department of Health reported in 1999 that the country had 1,794 hospitals with 83,491 beds nationwide. However, only 648 (36%) of these hospitals were government-owned, while the remaining 1,146 hospitals (64%) were in private hands.


          The Philippines has in effect a dual health care system, consisting of a modern (Western) establishment, and traditional medicine. Many Filipinos make use of the latter .


          The conventional western medicine sector consists of a public sector and a private sector. The Philippines are seeking to develop medical tourism within the country, and some private sector hospitals have already undergone international healthcare accreditation, or are actively seeking it, either from US sources or European sources.


          The Philippines are a net exporter of doctors and nurses to other parts of the world, and this is causing concern in some quarters - The continuing and massive exodus of Philippine nurses and doctors to other countries all over the world is now taking a heavy toll on the countrys already inadequate health-care system.


          


          Demographics
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          The Philippines is the world's 12th most populous country, with a population of over 85 million as of 2005.As of 2007, 8% of Filipinos are living abroad as migrant laborers. Roughly half reside on the island of Luzon. Manila, the capital, is the eleventh most populous metropolitan area in the world. The literacy rate was 92.6% in 2003, and about equal for males and females. Life expectancy is 71.23 years, with 73.6 years for females and 69.8 years for males. Population growth per year is about 1.76%, with 24.7 births per 1,000 people.


          


          Ethnic groups


          Filipinos are descended from the various Austronesian-speaking migrants who arrived in successive waves over a thousand years ago from Taiwan, genetically most closely related to the Ami tribe. The Malayo-Polynesian-speaking peoples, a branch of Austronesian, migrated to the Philippines and brought their knowledge of rice agriculture and ocean-sailing technology. Filipinos to this day are composed of various Malayo-Polynesian-speaking ethnic groups, including but not limited to the Visayans, the Tagalog, the Ilocano, the Moro, the Kapampangan, the Bicolano, the Pangasinense, the Igorot, the Lumad, the Mangyan, the Ibanag, the Chabacano, the Badjao, the Ivatan, and the Palawan tribes. The Negritos, including the Aetas and the Ati, are considered as the aboriginal inhabitants of the Philippines though they are estimated to be fewer than 30,000 people (0.03%).


          Filipinos of Chinese descent, who had been settling in the Philippines since pre-colonization, currently forms the largest non-Austronesian ethnic group, claiming about 2% of the population. Other significant minorities, ranked according to population, include Spanish, British, Americans, Japanese, Asian Indians, Koreans, Arabs and Indonesians.


          Throughout the country's history, various ethnic groups as well as immigrants and colonizers have intermarried, producing Filipino mestizos. These mestizos, apart from being of mixed indigenous Austronesian and European ancestry, can be descended from any ethnic foreign forebearers.


          


          Languages
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          More than 180 languages and dialects are spoken in the archipelago, almost all of them belonging to the Borneo-Philippines group of the Malayo-Polynesian language branch of the Austronesian language family.


          According to the 1987 Constitution, Filipino and English are both the official languages. Many Filipinos understand, write and speak English, Filipino and their respective regional languages.


          Filipino is the de facto standardized version of Tagalog spoken in Metro Manila and urban centers and one of the official languages in the country. English, the other official language, is widely used as a lingua franca throughout the country.


          Twelve major regional languages are the auxiliary official languages of their respective regions, each with over one million speakers: Tagalog, Cebuano, Ilocano, Hiligaynon, Waray-Waray, Kapampangan, Bikol, Pangasinan. Kinaray-a, Maranao, Maguindanao and Tausug.


          English was imposed by Americans during the U.S. intervention and colonization of the archipelago. English is used in education, churches, religious affairs, print and broadcast media, and business, though the number of people who use it as a second language far outnumber those who speak it as a first language. Still, English is the preferred medium for textbooks and instruction for secondary and tertiary levels. Movies and TV programs in English are not subtitled but many films and TV programs are produced in Filipino. English is the sole language of the law courts.


          Spanish was the original official language of the country for more than three centuries, and became the lingua franca of the Philippines in the 19th and early 20th centuries. Spanish was the language of the Philippine Revolution, and the 1899 Malolos Constitution proclaimed it as the official language. However, Spanish was spoken by a total of 60% of the population in the early 1900's as a first, second or third language. Following the American occupation of the Philippines, its use declined after 1940. Currently, only a few Mestizos of Spanish or Hispanic origin speak it as their first language, although a few others use it together with Filipino and English.


          Both Spanish and Arabic are used as auxiliary languages in the Philippines. The use of Arabic is prevalent among Filipino Muslims and taught in madrasah (Muslim) schools.


          


          Religion
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          The Philippines is one of two countries in Asia with Roman Catholic majorities; the other being East Timor. The Philippines is separated into dioceses of which the Archdiocese of Manila enjoys primacy. About 94% of Filipinos identify themselves as Christians, with 81% belonging to the Roman Catholic Church. 2% are composed of Protestant denominations and 11% either to the Philippine Independent Church (Aglipayan), Iglesia ni Cristo and others. While Christianity is a major force in the culture of the Filipinos, indigenous traditions and rituals still influence religious practice.


          Approximately 5% of Filipinos are Muslims, and are locally known as "Moros", having been dubbed this by the Spanish due to their sharing Islam with the Moors of North Africa. They primarily settle in parts of Mindanao, Palawan and the Sulu archipelago, but are now found in most urban areas of the country. Most lowland Muslim Filipinos practice normative Islam, although the practices of some Mindanao's hill tribe Muslims reflect a fusion with animism. There are also small populations of Buddhists, Hindus, Sikhs, and animists, which, along with other non-Christians and non-Muslims, collectively comprise 5% of the population.


          


          Culture
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          Filipino culture is a fusion of pre-Hispanic indigenous Austronesian civilizations of the Philippines mixed with Hispanic and American. It has also been influenced by Chinese and Islamic culture.


          The indigenous Austronesian civilizations of the Philippines are similar with those of its southern neighbors, Malaysia and Indonesia.


          The Hispanic influences in Filipino culture are largely derived from the culture of Spain and Mexico as a result of over three centuries of Spanish colonial rule through Mexico. These Hispanic influences are most evident in literature, folk music, folk dance, language, food, art and religion, such as Roman Catholic Church religious festivals. Filipinos hold major festivities known as barrio fiestas to commemorate their patron saints. One of the most visible Hispanic legacy, is the prevalence of Spanish surnames among Filipinos. This peculiarity, unique among the people of Asia, came as a result of a colonial decree for the systematic distribution of family names and implementation of the Spanish naming system on the inhabitants of the Philippines. A Spanish name and surname among the majority of Filipinos does not always denote of Spanish ancestry. Only about less than 2% of the population (mostly Filipinos of Spanish and Mexican origin) would qualify as Hispanic by ancestry.


          Names of countless streets, towns and provinces, which are named in Spanish. Spanish architecture also made a major imprint in the Philippines. This can be seen especially in the country's churches, government buildings and universities. Many Hispanic style houses and buildings are being preserved, like the Spanish colonial town in Vigan City, for protection and conservation. Kalesa is a horse-driven carriage introduced by the Spaniards and was a major mode of transportation during the colonial times. It is still being used today. Filipino cuisine is also heavily influenced by Mexican and Spanish cuisine.


          The Chinese influences in Filipino culture are most evident in Filipino cuisine. The prevalence of noodles, known locally as mami, is a testament to Chinese cuisine. Many Filipino superstitions are also Chinese in origin. Other Chinese influences include linguistic borrowings and the occasional Chinese derived surnames.


          The use of English language in the Philippines is contemporaneous and is America's visible legacy. The most commonly played sports in the Philippines are basketball and billiards. There is also a wide influence of American Pop cultural trends, such as the love of fast-food and movies; many street corners boast fast-food outlets. Aside from the American commercial giants such as McDonald's, Pizza Hut, Burger King, KFC, and Shakey's Pizza, local fast-food chains have also sprung up, including Goldilocks, Jollibee, Greenwich Pizza (acquired by Jollibee in 1994), and Chowking (acquired by Jollibee in 2000). Modern day Filipinos also listen to contemporary American music and watch American movies. However, Original Pilipino Music (also known as OPM) and Philippine movies are also widely appreciated.


          Filipinos honour national heroes whose works and deeds contributed to the shaping of the Filipino nation. Jos Rizal is the most celebrated ilustrado, a Spanish-speaking reformist visionary whose writings contributed greatly in nurturing a sense of national identity and awareness. His novels Noli Me Tangere and El Filibusterismo originally written in Spanish, are required readings for Filipino students, and provide vignettes of colonial life under the Spanish rule.


          As with many cultures, music (which includes traditional music) and leisure activities are an important aspect of the Filipino society. Various sports are also enjoyed, including boxing, basketball, badminton, billiards, football (soccer) and ten-pin bowling being popular games in the country.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Philippines"
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          The Philosophi Naturalis Principia Mathematica (Latin: "mathematical principles of natural philosophy" often Principia or Principia Mathematica for short) is a three-volume work by Isaac Newton published on July 5, 1687. It contains the statement of Newton's laws of motion forming the foundation of classical mechanics, as well as his law of universal gravitation and a derivation of Kepler's laws for the motion of the planets (which were first obtained empirically). The Principia is widely regarded as one of the most important scientific works ever written.


          In formulating his physical theories, Newton had developed a field of mathematics known as calculus. However, the language of calculus was largely left out of the Principia. Instead, Newton recast the majority of his proofs as geometric arguments.


          It is in a supplement to the Principia, entitled General Scholium, that Newton expressed his famous Hypotheses non fingo ("I feign no hypotheses" or "I make no guesses").


          


          The historical context


          


          The beginnings of the scientific revolution


          Nicolaus Copernicus had firmly moved the Earth away from the centre of the universe with the heliocentric theory for which he presented evidence in his book De revolutionibus orbium coelestium (On the revolutions of the heavenly spheres) published in 1543. The structure was completed when Johannes Kepler wrote the book Astronomia nova (A new astronomy) in 1609, setting out the evidence that planets move in elliptical orbits with the sun at one focus, and that planets do not move with constant speed along this orbit. Rather, their speed varies so that the line joining the centres of the sun and a planet sweeps out equal areas in equal times. To these two laws he added a third a decade later, in his otherwise forgettable book Harmonices Mundi (Harmonies of the world). This law sets out a proportionality between the third power of the characteristic distance of a planet from the sun and the square of the length of its year.


          The foundation of modern dynamics was set out in Galileo's book Dialogo sopra i due massimi sistemi del mondo (Dialogue on the two main world systems) where the notion of inertia was implicit and used. In addition, Galileo's experiments with inclined planes had yielded precise mathematical relations between elapsed time and acceleration, velocity or distance for uniform and uniformly accelerated motion of bodies.


          Descartes' book of 1644 Principia philosophiae (Principles of philosophy) stated that bodies can act on each other only through contact: a principle that induced people, among them himself, to hypothesize a universal medium as the carrier of interactions such as light and gravitythe aether. Another mistake was his treatment of circular motion, but this was more fruitful in that it led others to identify circular motion as a problem raised by the principle of inertia. Christiaan Huygens solved this problem in the 1650s and published it much later.


          


          Newton's role


          Newton had studied these books, or, in some cases, secondary sources based on them, and taken notes entitled Quaestiones quaedam philosophicae (Questions about philosophy) during his days as an undergraduate. During this period (16641666) he created the basis of calculus, and performed the first experiments in the optics of colour. In addition he took two crucial steps in dynamics: first, in the course of an analysis of the impact between two bodies, he deduced correctly that the centre of mass remains in uniform motion; second, he made his first, but mistaken, analysis of circular motion assuming that there must exist a (repulsive) centrifugal force. At this time, his proof that white light was a combination of primary colours (found via prismatics) replaced the prevailing theory of colours and received an overwhelmingly favourable response, and occasioned bitter disputes with Robert Hooke and others, which forced him to sharpen his ideas to the point where he composed sections of his later book Opticks already by the 1670s in response. He wrote up bits and pieces of the calculus in various papers and letters, including two to Leibniz. He became a fellow of the Royal Society and the second Lucasian Professor of Mathematics (succeeding Isaac Barrow) at Trinity College, Cambridge.


          In the plague year of 1665, Newton had already concluded that the strength of gravity falls off as the inverse square of the distance, by substituting Kepler's third law into his derivation of the centrifugal force (muddled as it was through his misunderstanding of the nature of circular motion in The lawes of motion). This conclusion is apocryphally purported to be the result of seeing an apple fall while in an orchard at Woolesthorpe.


          Hooke, in 1674, wrote Newton a letter (later published in 1679 in his book Lectiones Cutlerianae) through which Newton first understood of the role of inertia in the problem of circular motionthat the tendency of a body is to fly off in a straight line, and that an attractive force must keep it moving in a circle. In reply Newton drew (and described) a fancied trajectory of a body, initially with only tangential velocity, falling towards a centre of attraction in a spiral. Hooke noted this error and corrected it, saying that with an inverse square force law the correct path would be an ellipse, and made the exchange public by reading both Newton's letter and his correction to the Royal Society in 1676. Newton tried a rearguard action by giving the orbits in various other kinds of central potentials in another letter to Hooke, thus showing his mastery over the method. In 1677, in a conversation with Christopher Wren, Newton realized that Wren had also arrived at the inverse square law by exactly the same method as he.


          Reflections on what can be deduced from common sense about aspects of circular motion brought him to his concept of "absolute space". In the Principia Newton presents the example of a rotating bucket to show that in everyday life it can readily be discerned that in a rotating motion another factor besides the motion relative to other objects is involved.


          Newton had still not completed all the steps in the construction of the Principia by 1681, when a comet was observed to turn around the sun. The astronomer royal, John Flamsteed, recognised the motion as such, whereas most scientists believed that there were two comets, one that disappeared behind the sun, and another that appeared later from the same direction. The correspondence between Flamsteed and Newton showed that the latter had not appreciated the universality of the law of gravity.


          This was the state of affairs when Edmund Halley visited Newton in Cambridge in August 1684, having rediscovered the inverse-square law by substituting Kepler's law into Huygens' formula for the centrifugal force. In January of that year, Halley, Wren and Hooke had a conversation where Hooke claimed to not only have derived the inverse-square law, but also all the laws of planetary motion. Wren was unconvinced, and Halley, having failed in the derivation himself, resolved to ask Newton. Newton said that he had already made the derivations but could not find the papers. Matching accounts of this meeting come from Halley and Abraham De Moivre to whom Newton confided.


          


          Writing and publication


          In November 1684, Halley received a treatise of nine pages from Newton called De motu corporum in gyrum (Of the motion of bodies in an orbit). It derived the three laws of Kepler assuming an inverse square law of force, and generalized the answer to conic sections. It extended the methodology of dynamics by adding the solution of a problem on the motion of a body through a resisting medium. After another visit to Newton, Halley reported these results to the Royal Society on December 10, 1684 (Julian calendar). Newton also communicated the results to Flamsteed, but insisted on revising the manuscript. These crucial revisions, especially concerning the notion of inertia, slowly developed over the next year-and-a-half into the Principia. Flamsteed's collaboration in supplying regular observational data on the planets was very helpful during this period.


          The text of the first of the three books was presented to the Royal Society at the close of April, 1686. Hooke's priority claims caused some delay in acceptance, but Samuel Pepys, as President, was authorised on 30 June to license it for publication. Unfortunately the Society had just spent their book budget on a history of fish, so the initial cost of publication was borne by Edmund Halley. The third book was finally completed a year later in April, 1687, and published that summer.


          


          The contents of the book


          In the preface of the Principia, Newton wrote


          
            ... rational mechanics will be the science of motion resulting from any forces whatsoever, and of the forces required to produce any motion ... and therefore I offer this work as the mathematical principles of philosophy, for the whole burden of philosophy seems to consist in this  from the phenomena of motions to investigate the forces of nature, and then from these forces to demonstrate the other phenomena ...

          


          It was perhaps the force of the Principia, which explained so many different things about the natural world with such economy, that caused this method to become synonymous with physics, even as it is practiced almost three and a half centuries after its beginning. Today the two aspects that Newton outlined would be called analysis and synthesis.


          The Principia consists of three books


          
            	De motu corporum (On the motion of bodies) is a mathematical exposition of calculus followed by statements of basic dynamical definitions and the primary deductions based on these. It also contains propositions and proofs that have little to do with dynamics but demonstrate the kinds of problems that can be solved using calculus.


            	The first book was divided into a second volume because of its length. It contains sundry applications such as motion through a resistive medium, a derivation of the shape of least resistance, a derivation of the speed of sound and accounts of experimental tests of the result.


            	De mundi systemate (On the system of the world) is an essay on universal gravitation that builds upon the propositions of the previous books and applies them to the motions observed in the solar system  the regularities and the irregularities of the orbit of the moon, the derivations of Kepler's laws, applications to the motion of Jupiter's moons, to comets and tides (much of the data came from John Flamsteed). It also considers the harmonic oscillator in three dimensions, and motion in arbitrary force laws.

          


          The sequence of definitions used in setting up dynamics in the Principia is exactly the same as in all textbooks today. Newton first set out the definition of mass6


          
            The quantity of matter is that which arises conjointly from its density and magnitude. A body twice as dense in double the space is quadruple in quantity. This quantity I designate by the name of body or of mass.

          


          This was then used to define the "quantity of motion" (today called momentum), and the principle of inertia in which mass replaces the previous Cartesian notion of intrinsic force. This then set the stage for the introduction of forces through the change in momentum of a body. Curiously, for today's readers, the exposition looks dimensionally incorrect, since Newton does not introduce the dimension of time in rates of changes of quantities.


          He defined space and time "not as they are well known to all". Instead, he defined "true" time and space as "absolute" and explained:


          
            Only I must observe, that the vulgar conceive those quantities under no other notions but from the relation they bear to perceptible objects. And it will be convenient to distinguish them into absolute and relative, true and apparent, mathematical and common. [...] instead of absolute places and motions, we use relative ones; and that without any inconvenience in common affairs; but in philosophical discussions, we ought to step back from our senses, and consider things themselves, distinct from what are only perceptible measures of them.

          


          It is interesting that several dynamical quantities that were used in the book (such as angular momentum) were not given names. The dynamics of the first two books was so self-evidently consistent that it was immediately accepted; for example, Locke asked Huygens whether he could trust the mathematical proofs, and was assured about their correctness.


          However, the concept of an attractive force acting at a distance received a cooler response. In his notes, Newton wrote that the inverse square law arose naturally due to the structure of matter. However, he retracted this sentence in the published version, where he stated that the motion of planets is consistent with an inverse square law, but refused to speculate on the origin of the law. Huygens and Leibniz noted that the law was incompatible with the notion of the aether. From a Cartesian point of view, therefore, this was a faulty theory. Newton's defence has been adopted since by many famous physicists  he pointed out that the mathematical form of the theory had to be correct since it explained the data, and he refused to speculate further on the basic nature of gravity. The sheer number of phenomena that could be organised by the theory was so impressive that younger "philosophers" soon adopted the methods and language of the Principia.


          


          Rules of Reasoning in Philosophy


          To eliminate the possibility of the public seeing Isaac Newtons principia as a defiance of God, he created the section Rules of Reasoning in Philosophy. The four rules he created were also a way of offering an explanation of the unknown phenomena in nature. Each rule offered by Isaac Newton serves a unique purpose of easing the minds of philosophers by broadly explaining why the phenomena of nature are unanswerable. The four rules go as follows:


          Rule 1: We are to admit no more causes of natural things than such as are both true and sufficient to explain their appearances.


          Rule 2: Therefore to the same natural effects we must, as far as possible, assign the same causes.


          Rule 3: The qualities of bodies, which admit neither intensification nor remission of degrees, and which are found to belong to all bodies within the reach of our experiments, are to be esteemed the universal qualities of all bodies whatsoever.


          Rule 4: In experimental philosophy we are to look upon propositions inferred by general induction from phenomena as accurately or very nearly true, notwithstanding any contrary hypothesis that may be imagined, till such time as other phenomena occur, by which they may either be made more accurate, or liable to exceptions.


          In the Principia, he explains each rule in a more simplified form and/or gives an example to back up what the rule is claiming. The first rule in other words states that in nature nothing will ever happen without a deliberate and direct cause because Gods intelligent design works at optimal productiveness. The second rule states that if one cause is assigned to a natural effect, then the same exact cause must be assigned to any similar natural effects (e.g. the light of the fiery sun and the campfire). In short, when he exemplifies the third and fourth rules, he uses the rules to show and explain gravity and space. At the time, those two topics were of great mystery and Newton used his rules to explain every aspect. Also, he ends his explanation of the rules by incorporating God into everything. Newton states that everything is intelligently and perfectly created / designed by God. Newton goes into detail of how Gods intelligent design works on its own without any maintenance or assistance by God. By giving respect and ultimate credit to God, Newton appeased any and all people who would oppose his undeniable works.


          Isaac Newtons creation of the four rules revolutionized the investigation of any phenomena. With the creation of the four rules, Newton was able to begin to answer all of the worlds present unsolved mysteries. Isaac Newton wielded the power to not only go further in answering any question than any scientist at the time, but he was able to retrace sciences steps and ratify great works and breakthroughs of the past. He was able to use his new analytical method to replace that of Aristotles and he was able to use his method to tweak and update Galileos experimental method. The re-creation of Galileos method was so advanced that it has never been changed since and scientists use it today.


          


          Location of copies
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          Several national rare-book collections contain original copies of Newton's Principia Mathematica, including:


          
            	The Frederick E. Brasch Collection of Newton and Newtoniana in Stanford University has a first edition of the Principia.


            	The library of Trinity College, Cambridge, has Newton's own copy of the first edition, with handwritten notes for the second edition.


            	The Whipple Museum of the History of Science in Cambridge has a first-edition copy which had belonged to Robert Hooke.


            	Fisher Library in the University of Sydney has a first-edition copy, annotated by a mathematician of uncertain identity and corresponding notes from Newton himself.


            	The Pepys Library in Magdalene College, Cambridge, has Samuel Pepys' copy of the third edition.


            	The Martin Bodmer Library keeps a copy of the original edition that was owned by Leibniz. In it, we can see handwritten notes by Leibniz, in particular concerning the controversy of who discovered calculus (although he published it later, Newton argued that he developed it earlier).


            	A first edition is also located in the archives of the library at the Georgia Institute of Technology. The Georgia Tech library is also home to a second and third edition.


            	A facsimile edition was published in 1972 by Alexandre Koyr and I. Bernard Cohen.


            	A first edition forms part of the Crawford Collection, housed at the Royal Observatory, Edinburgh. The collection also holds a third edition copy.


            	The Burns Library at Boston College contains a 1723 copy published between the second and third editions.

          


          Two more editions were published during Newton's lifetime:


          


          Second edition


          Richard Bentley, master of Trinity College, influenced Roger Cotes, Plumian professor of astronomy at Trinity, to undertake the editorship of the second edition. Newton did not intend to start any re-write of the Principia until 1709. Under the weight of Cotes' efforts, but impeded by priority disputes between Newton and Leibniz, and by troubles at the Mint, Cotes was able to announce publication to Newton on 30 June 1713. Bentley sent Newton only six presentation copies; Cotes was unpaid; Newton omitted any acknowledgement to Cotes.


          Among those who gave Newton corrections for the Second Edition were: Firmin Abauzit, Roger Cotes and David Gregory. However, Newton omitted acknowledgements to some because of the priority disputes. John Flamsteed, the Astronomer Royal, suffered this especially.


          


          Third edition


          The third edition was published 25 March 1726, under the stewardship of Henry Pemberton, M.D., a man of the greatest skill in these matters ...; Pemberton later said that this recognition was worth more to him than the two hundred guinea award from Newton.


          


          General Scholium


          The second edition of 1713 had an essay attached, titled General Scholium (which received some amendments and additions in the third edition of 1726), which was to become one of Newton's most notable writings. Newton criticizes Descartes and Leibniz, and famously states Hypotheses non fingo "I feign no hypotheses", besides obliquely attacking the doctrine of Trinity.


          
            	trans. Motte (1729)

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Philosophi%C3%A6_Naturalis_Principia_Mathematica"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Philosophy


        
          

          
            [image: The philosopher Socrates about to take poison hemlock.]

            
              The philosopher Socrates about to take poison hemlock.
            

          


          Philosophy is the study of general and fundamental problems concerning matters such as existence, knowledge, truth, justice, beauty, validity, mind and language. Philosophy is distinguished from other ways of addressing these questions (such as mysticism or mythology) by its critical, generally systematic approach and its reliance on reasoned argument. The word philosophy is of Ancient Greek origin: ί (philosopha), meaning "love of knowledge", "love of wisdom".


          


          Branches of philosophy


          To give an exhaustive list of the main branches of philosophy is difficult, because there have been different, equally acceptable divisions at different times, and the divisions are often relative to the concerns of a particular period. However, the following branches are usually accepted as the main ones.


          
            	Metaphysics investigates the nature of being and the world. Traditional branches are cosmology and ontology.


            	Epistemology is concerned with the nature and scope of knowledge, and whether knowledge is possible. Among its central concerns has been the challenge posed by skepticism and the relationships between truth, belief and justification.


            	Ethics, or 'moral philosophy', is concerned with questions of how persons ought to act or if such questions are answerable. The main branches of ethics are meta-ethics (sometimes called "analytic ethics"), normative ethics and applied ethics. Metaethics concerns the nature of ethical thought, comparison of various ethical systems, whether there are absolute ethical truths, and how such truths could be known. Ethics is also associated with the idea of morality. Plato's early dialogues include a search for definitions of virtue.


            	Political Philosophy is the study of government and the relationship of individuals and communities to the state. It includes questions about law, property, and the rights and obligations of the citizen.


            	Aesthetics deals with beauty, art, enjoyment, sensory-emotional values, perception, and matters of taste and sentiment.


            	Logic deals with patterns of thinking that lead from true premises to true conclusions. Beginning in the late 19th century, mathematicians such as Frege began a mathematical treatment of logic, and today the subject of logic has two broad divisions: mathematical logic (formal symbolic logic) and what is now called philosophical logic.


            	Philosophy of Mind deals with the nature of the mind and its relationship to the body, and is typified by disputes between dualism and materialism. In recent years there is an increasing connection between this branch of philosophy and cognitive science


            	Philosophy of language: is the reasoned inquiry into the nature, origins, and usage of language.

          


          Most academic subjects have a philosophy, for example the philosophy of science, the philosophy of mathematics, and the philosophy of history. In addition, a range of academic subjects have emerged to deal with areas which would have historically been the subject of philosophy. These include Psychology, Anthropology and Science.


          


          Western philosophy


          


          History


          The introduction of the terms "philosopher" and "philosophy" has been ascribed to the Greek thinker Pythagoras (see Diogenes Laertius: "De vita et moribus philosophorum", I, 12; Cicero: "Tusculanae disputationes", V, 8-9). The ascription is based on a passage in a lost work of Herakleides Pontikos, a disciple of Aristotle. It is considered to be part of the widespread legends of Pythagoras of this time. "Philosopher" replaced the word " sophist" (from sophoi), which was used to describe "wise men," teachers of rhetoric, who were important in Athenian democracy.


          The history of philosophy is customarily divided into three periods: Ancient philosophy, Medieval philosophy, and Modern philosophy. For a map with the dates and places of birth of most western philosophers see here.


          


          Ancient philosophy
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          Ancient philosophy is the philosophy of the Graeco-Roman world from the sixth century [circa 585] B.C. to the fourth century A.D. It is usually divided into four periods: the pre-Socratic period, the periods of Plato and Aristotle, and the post-Aristotelian (or Hellenistic) period. Sometimes a fifth period is added that includes the Christian and Neo-Platonist philosophers. The most important of the ancient philosophers (in terms of subsequent influence) are Plato and Aristotle.


          The themes of ancient philosophy are: understanding the fundamental causes and principles of the universe; explaining it in an economical and uniform way; the epistemological problem of reconciling the diversity and change of the natural universe, with the possibility of obtaining fixed and certain knowledge about it; questions about things which cannot be perceived by the senses, such as numbers, elements, universals, and gods; the analysis of patterns of reasoning and argument; the nature of the good life and the importance of understanding and knowledge in order to pursue it; the explication of the concept of justice, and its relation to various political systems.


          In this period the crucial features of the philosophical method were established: a critical approach to received or established views, and the appeal to reason and argumentation.
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          Medieval philosophy


          Medieval philosophy is the philosophy of Western Europe and the Middle East during what is now known as the medieval era or the Middle Ages, roughly extending from the fall of the Roman Empire to the Renaissance. Medieval philosophy is defined partly by the rediscovery and further development of classical Greek and Hellenistic philosophy, and partly by the need to address theological problems and to integrate sacred doctrine (in Islam, Judaism and Christianity) with secular learning.


          Some problems discussed throughout this period are the relation of faith to reason, the existence and unity of God, the object of theology and metaphysics, the problems of knowledge, of universals, and of individuation.


          Philosophers from the Middle Ages include the Muslim philosophers Alkindus, Alfarabi, Alhacen, Avicenna, Algazel, Avempace, Abubacer and Averroes; the Jewish philosophers Maimonides and Gersonides; and the Christian philosophers Anselm, Peter Abelard, Roger Bacon, Thomas Aquinas, Duns Scotus, William of Ockham and Jean Buridan.


          


          Early modern philosophy (c. 1600  c. 1800)
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          The early modern period begins with the revival of skepticism and with the growth of modern physical science. The main themes of this era are: the problem of how we can know anything about the world outside our own minds; the dispute between rationalists and empiricists, rationalists holding that the ultimate source of knowledge is reason, empiricists, that any genuine knowledge must be justified by experience; the nature of the mind or self, and its relation to the body, and the closely related problem of reconciling our belief in free will with the emerging scientific picture of the physical universe as deterministic; attempts to explain the relationship between God and science, and the rebirth of political philosophy.


          Canonical figures include Montaigne, Descartes, Francis Bacon, Locke, Spinoza, Leibniz, Berkeley, Hume, and Kant. Chronologically, this era spans the 17th and 18th centuries, and is generally considered to end with Kant's systematic attempt to reconcile Newtonian physics with traditional metaphysical topics.


          


          Nineteenth century philosophy


          Later modern philosophy is usually considered to begin after the philosophy of Immanuel Kant at the beginning of the 19th-century. German idealists, such as Fichte, Hegel, and Schelling, expanded on the work of Kant by maintaining that the world is constituted by a rational mind-like process, and as such is entirely knowable.


          Rejecting idealism, other philosophers, many working from outside the university, initiated lines of thought that would occupy academic philosophy in the early and mid-20th century:


          
            	Peirce and William James initiated the school of pragmatism


            	Husserl initiated the school of phenomenology


            	Kierkegaard and Nietzsche laid the groundwork for existentialism


            	Frege's work in logic and Sidgwick's work in ethics provided the tools for early analytic philosophy

          


          


          Contemporary philosophy (c. 1900  present)


          In the last hundred years, philosophy has increasingly become an activity practiced within the university, and accordingly it has grown more specialized and more distinct from the natural sciences. Much of philosophy in this period concerns itself with explaining the relation between the theories of the natural sciences and the ideas of the humanities or common sense.


          In the Anglophone world, analytic philosophy became the dominant school. In the first half of the century, it was a cohesive school, more or less identical to logical positivism, united by the notion that philosophical problems could and should be solved by attention to logic and language. In the latter half of the twentieth century, analytic philosophy diffused into a wide variety of disparate philosophical views, only loosely united by historical lines of influence and a self-identified commitment to clarity and rigor. Since roughly 1960, analytic philosophy has shown a revival of interest in the history of philosophy, as well as attempts to integrate philosophical work with scientific results, especially in psychology and cognitive science.


          On continental Europe, no single school or temperament enjoyed dominance. The flight of the logical positivists from central Europe during the 1930s and 1940s, however, diminished philosophical interest in natural science, and an emphasis on the humanities, broadly construed, figures prominently in what is usually called " continental philosophy". Twentieth century movements such as phenomenology, existentialism, hermeneutics, structuralism, and poststructuralism are included within this loose category.


          


          Main Doctrines


          


          Realism and nominalism


          Realism sometimes means the position opposed to the 18th-century Idealism, namely that some things have real existence outside the mind. Classically, however, realism is the doctrine that abstract entities corresponding to universal terms like 'man' have a real existence. It is opposed to nominalism, the view that abstract or universal terms are words only, or denote mental states such as ideas, beliefs, or intentions. The latter position, famously held by William of Ockham, is conceptualism.


          


          Rationalism and empiricism
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          Rationalism is any view emphasizing the role or importance of human reason. Extreme rationalism tries to base all knowledge on reason alone. Rationalism typically starts from premises that cannot coherently be denied, then attempts by logical steps to deduce every possible object of knowledge.


          The first rationalist, in this broad sense, is often held to be Parmenides (fl. 480 BCE), who argued that it is impossible to doubt that thinking actually occurs. But thinking must have an object, therefore something beyond thinking really exists. Parmenides deduced that what really exists must have certain properties for example, that it cannot come into existence or cease to exist, that it is a coherent whole, that it remains the same eternally (in fact, exists altogether outside time). Zeno of Elea (born c. 489 BCE) was a disciple of Parmenides, and argued that motion is impossible, since the assertion that it exists implies a contradiction.


          

          Plato (427347 BCE) was also influenced by Parmenides, but combined rationalism with a form of realism. The philosopher's work is to consider being, and the essence of things. But the characteristic of essences is that they are universal. The nature of a man, a triangle, a tree, applies to all men, all triangles, all trees. Plato argued that these essences are mind-independent 'forms', that humans (but particularly philosophers) can come to know by reason, and by ignoring the distractions of sense-perception.


          Modern rationalism begins with Descartes. Reflection on the nature of perceptual experience, as well as scientific discoveries in physiology and optics, led Descartes (and also Locke) to the view that we are directly aware of ideas, rather than objects. This view gave rise to three questions:


          
            	Is an idea a true copy of the real thing that it represents? Sensation is not a direct interaction between bodily objects and our sense, but is a physiological process involving representation (for example, an image on the retina). Locke thought that a 'secondary quality' such as a sensation of green could in no way resemble the arrangement of particles in matter that go to produce this sensation, although he thought that 'primary qualities' such as shape, size, number, were really in objects.


            	How can physical objects such as chairs and tables, or even physiological processes in the brain, give rise to mental items such as ideas? This is part of what became known as the mind-body problem.


            	If all the contents of awareness are ideas, how can we know that anything exists apart from ideas?

          


          Descartes tried to address the last problem by reason. He began, echoing Parmenides, with a principle that he thought could not coherently be denied: I think, therefore I am (often given in his original Latin: Cogito ergo sum). From this principle, Descartes went on to construct a complete system of knowledge (which involves proving the existence of God, using, among other means, a version of the ontological argument). His view that reason alone could yield substantial truths about reality strongly influenced those philosophers usually considered modern rationalists (such as Baruch Spinoza, Gottfried Leibniz, and Christian Wolff), while provoking criticism from other philosophers who have retrospectively come to be grouped together as empiricists.


          Empiricism, in contrast to rationalism, downplays or dismisses the ability of reason alone to yield knowledge of the world, preferring to base any knowledge we have on our senses. John Locke propounded the classic empiricist view in An Essay Concerning Human Understanding in 1689, developing a form of naturalism and empiricism on roughly scientific (and Newtonian) principles.


          During this era, religious ideas played a mixed role in the struggles that preoccupied secular philosophy. Bishop Berkeley's famous idealist refutation of key tenets of Isaac Newton is a case of an Enlightenment philosopher who drew substantially from religious ideas. Other influential religious thinkers of the time include Blaise Pascal, Joseph Butler, and Jonathan Edwards. Other major writers, such as Jean-Jacques Rousseau and Edmund Burke, took a rather different path. The restricted interests of many of the philosophers of the time foreshadow the separation and specialization of different areas of philosophy that would occur in the 20th century.


          


          Skepticism


          Skepticism is a philosophical attitude that questions the possibility of obtaining any sort of knowledge. It was first articulated by Pyrrho, who believed that everything could be doubted except appearances. Sextus Empiricus (2nd century CE) describes skepticism as an "ability to place in antithesis, in any manner whatever, appearances and judgments, and thus [] to come first of all to a suspension of judgment and then to mental tranquility." Skepticism so conceived is not merely the use of doubt, but is the use of doubt for a particular end: a calmness of the soul, or ataraxia. Skepticism poses itself as a challenge to dogmatism, whose adherents think they have found the truth.


          Sextus noted that the reliability of perception may be questioned, because it is idiosyncratic to the perceiver. The appearance of individual things changes depending on whether they are in a group: for example, the shavings of a goat's horn are white when taken alone, yet the intact horn is black. A pencil, when viewed lengthwise, looks like a stick; but when examined at the tip, it looks merely like a circle.


          Skepticism was revived in the early modern period by Michel de Montaigne and Blaise Pascal. Its most extreme exponent, however, was David Hume. Hume argued that there are only two kinds of reasoning: what he called probable and demonstrative (cf Hume's fork). Neither of these two forms of reasoning can lead us to a reasonable belief in the continued existence of an external world. Demonstrative reasoning cannot do this, because demonstration (that is, deductive reasoning from well-founded premises) alone cannot establish the uniformity of nature (as captured by scientific laws and principles, for example). Such reason alone cannot establish that the future will resemble the past. We have certain beliefs about the world (that the sun will rise tomorrow, for example), but these beliefs are the product of habit and custom, and do not depend on any sort of logical inferences from what is already given certain. But probable reasoning ( inductive reasoning), which aims to take us from the observed to the unobserved, cannot do this either: it also depends on the uniformity of nature, and this supposed uniformity cannot be proved, without circularity, by any appeal to uniformity. The best that either sort of reasoning can accomplish is conditional truth: if certain assumptions are true, then certain conclusions follow. So nothing about the world can be established with certainty. Hume concludes that there is no solution to the skeptical argument except, in effect, to ignore it.


          Even if these matters were resolved in every case, we would have in turn to justify our standard of justification, leading to an infinite regress (hence the term regress skepticism).


          Many philosophers have questioned the value of such skeptical arguments. The question of whether we can achieve knowledge of the external world is based on how high a standard we set for the justification of such knowledge. If our standard is absolute certainty, then we cannot progress beyond the existence of mental sensations. We cannot even deduce the existence of a coherent or continuing "I" that experiences these sensations, much less the existence of an external world. On the other hand, if our standard is too low, then we admit follies and illusions into our body of knowledge. This argument against absolute skepticism asserts that the practical philosopher must move beyond solipsism, and accept a standard for knowledge that is high but not absolute.


          


          Idealism


          
            [image: Immanuel Kant]

            
              Immanuel Kant
            

          


          Idealism is the epistemological doctrine that nothing can be directly known outside of the minds of thinking beings. Or in an alternative stronger form, it is the metaphysical doctrine that nothing exists apart from minds and the "contents" of minds. In modern Western philosophy, the epistemological doctrine begins as a core tenet of Descartes that what is in the mind is known more reliably than what is known through the senses. The first prominent modern Western idealist in the metaphysical sense was George Berkeley. Berkeley argued that there is no deep distinction between mental states, such as feeling pain, and the ideas about so-called "external" things, that appear to us through the senses. There is no real distinction, in this view, between certain sensations of heat and light that we experience, which lead us to believe in the external existence of a fire, and the fire itself. Those sensations are all there is to fire. Berkeley expressed this with the Latin formula esse est percipi: to be is to be perceived. In this view the opinion, "strangely prevailing upon men", that houses, mountains, and rivers have an existence independent of their perception by a thinking being is false.


          Forms of idealism were prevalent in philosophy from the 18th century to the early 20th century. Transcendental idealism, advocated by Immanuel Kant, is the view that there are limits on what can be understood, since there is much that cannot be brought under the conditions of objective judgment. Kant wrote his Critique of Pure Reason (17811787) in an attempt to reconcile the conflicting approaches of rationalism and empiricism, and to establish a new groundwork for studying metaphysics. Kant's intention with this work was to look at what we know and then consider what must be true about it, as a logical consequence of, the way we know it. One major theme was that there are fundamental features of reality that escape our direct knowledge because of the natural limits of the human faculties. Although Kant held that objective knowledge of the world required the mind to impose a conceptual or categorical framework on the stream of pure sensory data a framework including space and time themselves he maintained that things-in-themselves existed independently of our perceptions and judgments; he was therefore not an idealist in any simple sense. Indeed, Kant's account of things-in-themselves is both controversial and highly complex. Continuing his work, Johann Gottlieb Fichte and Friedrich Schelling dispensed with belief in the independent existence of the world, and created a thoroughgoing idealist philosophy.


          The most notable work of this German idealism was G.W.F. Hegel's Phenomenology of Spirit, of 1807. Hegel admitted his ideas weren't new, but that all the previous philosophies had been incomplete. His goal was to correctly finish their job. Hegel asserts that the twin aims of philosophy are to account for the contradictions apparent in human experience (which arise, for instance, out of the supposed contradictions between "being" and "not being" ), and also simultaneously to resolve and preserve these contradictions by showing their compatibility at a higher level of examination ("being" and "not being" are resolved with "becoming") . This program of acceptance and reconciliation of contradictions is known as the "Hegelian dialectic". Philosophers in the Hegelian tradition include Ludwig Andreas Feuerbach, who coined the term projection as pertaining to our inability to recognize anything in the external world without projecting qualities of ourselves upon those things, Karl Marx, Friedrich Engels, and the British idealists, notably T.H. Green, J.M.E. McTaggart, and F.H. Bradley.


          Few 20th century philosophers have embraced idealism. However, quite a few have embraced Hegelian dialectic. Immanuel Kant's "Copernican Turn" also remains an important philosophical concept today.


          


          Pragmatism
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          Pragmatism was founded in the spirit of finding a scientific concept of truth, which is not dependent on either personal insight (or revelation) or reference to some metaphysical realm. The truth of a statement should be judged by the effect it has on our actions and truth should be seen as that which the whole of scientific enquiry will ultimately agree on. This should probably be seen as a guiding principle more than a definition of what it means for something to be true, though the details of how this principle should be interpreted have been subject to discussion since Peirce first conceived it. Like Rorty many seem convinced that Pragmatism holds that the truth of beliefs does not consist in their correspondence with reality, but in their usefulness and efficacy.


          The late 19th-century American philosophers Charles Peirce and William James were its co-founders, and it was later developed by John Dewey as instrumentalism. Since the usefulness of any belief at any time might be contingent on circumstance, Peirce and James conceptualised final truth as that which would be established only by the future, final settlement of all opinion. Critics have accused pragmatism of falling victim to a simple fallacy: because something that is true proves useful, that usefulness is the basis for its truth. Thinkers in the pragmatist tradition have included John Dewey, George Santayana, W.V.O. Quine and C.I. Lewis. Pragmatism has more recently been taken in new directions by Richard Rorty, John Lachs, Donald Davidson and Hilary Putnam.


          


          Phenomenology
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          Edmund Husserl's phenomenology was an ambitious attempt to lay the foundations for an account of the structure of conscious experience in general. An important part of Husserl's phenomenological project was to show that all conscious acts are directed at or about objective content, a feature that Husserl called intentionality.


          In the first part of his two-volume work, the Logical Investigations (1901), he launched an extended attack on psychologism. In the second part, he began to develop the technique of descriptive phenomenology, with the aim of showing how objective judgments are indeed grounded in conscious experience not, however, in the first-person experience of particular individuals, but in the properties essential to any experiences of the kind in question.


          He also attempted to identify the essential properties of any act of meaning. He developed the method further in Ideas (1913) as transcendental phenomenology, proposing to ground actual experience, and thus all fields of human knowledge, in the structure of consciousness of an ideal, or transcendental, ego. Later, he attempted to reconcile his transcendental standpoint with an acknowledgement of the intersubjective life-world in which real individual subjects interact. Husserl published only a few works in his lifetime, which treat phenomenology mainly in abstract methodological terms; but he left an enormous quantity of unpublished concrete analyses.


          Husserl's work was immediately influential in Germany, with the foundation of phenomenological schools in Munich and Gttingen. Phenomenology later achieved international fame through the work of such philosophers as Martin Heidegger (formerly Husserl's research assistant), Maurice Merleau-Ponty, and Jean-Paul Sartre. Indeed, through the work of Heidegger and Sartre, Husserl's focus on subjective experience influenced aspects of existentialism.


          


          Existentialism
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          Although they didn't use the term, the nineteenth century philosophers Sren Kierkegaard and Friedrich Nietzsche are widely regarded as the fathers of existentialism. Their influence, however, has extended beyond existentialist thought.


          The main target of Kierkegaard's writings was the idealist philosophical system of Hegel which, he thought, ignored or excluded the inner subjective life of living human beings. Kierkegaard, conversely, held that "truth is subjectivity", arguing that what is most important to an actual human being are questions dealing with an individual's inner relationship to existence. In particular, Kierkegaard, a Christian, believed that the truth of religious faith was a subjective question, and one to be wrestled with passionately.


          Although Kierkegaard and Nietzsche were among his influences, the extent to which the German philosopher Martin Heidegger should be considered an existentialist is debatable. In Being and Time he presented a method of rooting philosophical explanations in human existence (Dasein) to be analysed in terms of existential categories (existentiale); and this has led many commentators to treat him as an important figure in the existentialist movement. However, in The Letter on Humanism, Heidegger explicitly rejected the existentialism of Jean-Paul Sartre.


          Sartre became the best-known proponent of existentialism, exploring it not only in theoretical works such as Being and Nothingness , but also in plays and novels. Sartre, along with Albert Camus and Simone de Beauvoir, represented an avowedly atheistic branch of existentialism, which is now more closely associated with their ideas of nausea, contingency, bad faith, and the absurd than with Kierkegaard's spiritual angst. Nevertheless, the focus on the individual human being, responsible before the universe for the authenticity of his or her existence, is common to all these thinkers.


          


          Structuralism and post-structuralism
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          Inaugurated by the linguist Ferdinand de Saussure, structuralism sought to ferret out the underlying systems through analysing the discourses they both limit and make possible. Saussure conceived of the sign as being delimited by all the other signs in the system, and ideas as being incapable of existence prior to linguistic structure, which articulates thought. This led continental thought away from humanism, and toward what was termed the decentering of man: language is no longer spoken by man to express a true inner self, but language speaks man.


          Structuralism sought the province of a hard science, but its positivism soon came under fire by poststructuralism, a wide field of thinkers, some of whom were once themselves structuralists, but later came to criticize it. Structuralists believed they could analyse systems from an external, objective standing, for example, but the poststructuralists argued that this is incorrect, that one cannot transcend structures and thus analysis is itself determined by what it examines, that systems are ultimately self-referential. Furthermore, while the distinction between the signifier and signified was treated as crystalline by structuralists, poststructuralists asserted that every attempt to grasp the signified would simply result in the proliferation of more signifiers, so meaning is always in a state of being deferred, making an ultimate interpretation impossible.


          Structuralism came to dominate continental philosophy from the 1960s onward, encompassing thinkers as diverse as Michel Foucault and Jacques Lacan.


          


          The analytic tradition
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          The term analytic philosophy roughly designates a group of philosophical methods that stress detailed argumentation, attention to semantics, use of classical logic and non-classical logics and clarity of meaning above all other criteria. Michael Dummett in his Origins of Analytical Philosophy makes the case for counting Gottlob Frege The Foundations of Arithmetic as the first analytic work, on the grounds that in that book Frege took the linguistic turn, analysing philosophical problems through language. Bertrand Russell and G.E. Moore are also often counted as founders of analytic philosophy, beginning with their rejection of British idealism, their defense of realism and the emphasis they laid on the legitimacy of analysis. Russell's classic works The Principles of Mathematics, On Denoting and Principia Mathematica, aside from greatly promoting the use of classical first order logic in philosophy, set the ground for much of the research program in the early stages of the analytic tradition, emphasising such problems as: the reference of proper names, whether existence is a property, the meaning of propositions, the analysis of definite descriptions, the discussions on the foundations of mathematics; as well as exploring issues of metaphysical commitment and even metaphysical problems regarding time, the nature of matter, mind, persistence and change, which Russell tackled often with the aid of mathematical logic. The philosophy developed as a critique of Hegel and his followers in particular, and of grand systems of speculative philosophy in general, though by no means all analytic philosophers reject the philosophy of Hegel (see Charles Taylor) nor speculative philosophy. Some schools in the group include logical atomism, logical positivism, and ordinary language. The motivation behind the work of analytic philosophers has been varied. Some have held that philosophical problems arise through misuse of language or because of misunderstandings of the logic of our language, while some maintain that there are genuine philosophical problems and that philosophy is continuous with science.


          In 1921, Ludwig Wittgenstein published his Tractatus Logico-Philosophicus, which gave a rigidly "logical" account of linguistic and philosophical issues. At the time, he understood most of the problems of philosophy as mere puzzles of language, which could be solved by investigating and then minding the logical structure of language. Years later he would reverse a number of the positions he had set out in the Tractatus, in for example his second major work, Philosophical Investigations (1953). Investigations was influential in the development of "ordinary language philosophy", which was promoted by Gilbert Ryle, J.L. Austin, and a few others. In the United States, meanwhile, the philosophy of W. V. O. Quine was having a major influence, with such classics as Two Dogmas of Empiricism. In that paper Quine criticizes the distinction between analytic and synthetic statements, arguing that a clear conception of analyticity is unattainable. He argued for holism, the thesis that language, including scientific language, is a set of interconnected sentences, none of which can be verified on its own, rather, the sentences in the language depend on each other for their meaning and truth conditions. A consequence of Quine's approach is that language as a whole has only a very thin relation to experience, some sentences which refer directly to experience might be somewhat modified by sense impressions, but as the whole of language is theory-laden, for the whole language to be modified, more than this is required. However, most of the linguistic structure can in principle be revised, even logic, in order to better model the world. Notable students of Quine include Donald Davidson and Daniel Dennett. The former devised a program for giving a semantics to natural language and thereby answer the philosophical conundrum 'what is meaning?'. A crucial part of the program was the use of Alfred Tarski's semantic theory of truth. Dummett, among others, argued that truth conditions should be dispensed with in the theory of meaning, and replaced by assertibility conditions. Some propositions, on this view, are neither true nor false, and thus such a theory of meaning entails a rejection of the law of the excluded middle. This, for Dummett, entails antirealism, as Russell himself pointed out in An Inquiry into Meaning and Truth.


          By the 1970s there was a renewed interest in many traditional philosophical problems by the younger generations of analytic philosophers. David Lewis, Saul Kripke, Derek Parfit and others took an interest in traditional metaphysical problems, which they began exploring by the use of logic and philosophy of language. Among those problems some distinguished ones were: free will, essentialism, the nature of personal identity, identity over time, the nature of the mind, the nature of causal laws, space-time, the properties of material beings, modality, etc. In those universities where analytic philosophy has spread, these problems are still being discussed passionately. Analytic philosophers are also interested in the methodology of analytic philosophy itself, with Timothy Williamson, Wykeham Professor of Logic at Oxford, publishing recently a book entitled The Philosophy of Philosophy. Some notable figures in contemporary analytic philosophy are: Timothy Williamson, Theodore Sider, John Hawthorne, Alvin Goldman, Peter van Inwagen, Graham Priest, John Searle, Scott Soames, Nathan Salmon and Saul Kripke. Analytic philosophy has sometimes being accused of not contributing to the political debate or to traditional questions in aesthetics, however, with the appearance of A Theory of Justice by John Rawls and Anarchy, State and Utopia by Robert Nozick, analytic political philosophy acquired respectability. Analytic philosophers have also showed depth in their investigations of aesthetics, with Roger Scruton, Richard Wollheim, Jerome Levinson and others developing the subject to its current shape.


          


          Moral and political philosophy


          


          Human nature and political legitimacy
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          From ancient times, and well beyond them, the roots of justification for political authority were inescapably tied to outlooks on human nature. In The Republic, Plato declared that the ideal society would be run by a council of philosopher-kings, since those best at philosophy are best able to realize the good. Even Plato, however, required philosophers to make their way in the world for many years before beginning their rule at the age of fifty. For Aristotle, humans are political animals (i.e. social animals), and governments are set up in order to pursue good for the community. Aristotle reasoned that, since the state ( polis) was the highest form of community, it has the purpose of pursuing the highest good. Aristotle viewed political power as the result of natural inequalities in skill and virtue. Because of these differences, he favored an aristocracy of the able and virtuous. For Aristotle, the person cannot be complete unless he or she lives in a community. His The Nicomachean Ethics and The Politics are meant to be read in that order. The first book addresses virtues (or "excellences") in the person as a citizen; the second addresses the proper form of government to ensure that citizens will be virtuous, and therefore complete. Both books deal with the essential role of justice in civic life.


          Nicolas of Cusa rekindled Platonic thought in the early 15th century. He promoted democracy in Medieval Europe, both in his writings and in his organization of the Council of Florence. Unlike Aristotle and the Hobbesian tradition to follow, Cusa saw human beings as equal and divine (that is, made in God's image), so democracy would be the only just form of government. Cusa's views are credited by some as sparking the Italian Renaissance, which gave rise to the notion of "Nation-States".


          Later, Niccol Machiavelli rejected the views of Aristotle and Thomas Aquinas as unrealistic. The ideal sovereign is not the embodiment of the moral virtues; rather the sovereign does whatever is successful and necessary, rather than what is morally praiseworthy. Thomas Hobbes also contested many elements of Aristotle's views. For Hobbes, human nature is essentially anti-social: people are essentially egoistic, and this egoism makes life difficult in the natural state of things. Moreover, Hobbes argued, though people may have natural inequalities, these are trivial, since no particular talents or virtues that people may have will make them safe from harm inflicted by others. For these reasons, Hobbes concluded that the state arises from a common agreement to raise the community out of the state of nature. This can only be done by the establishment of a sovereign, in which (or whom) is vested complete control over the community, and which is able to inspire awe and terror in its subjects.


          Many in the Enlightenment were unsatisfied with existing doctrines in political philosophy, which seemed to marginalize or neglect the possibility of a democratic state. David Hume was among the first philosophers to question the existence of God. Jean-Jacques Rousseau was among those who attempted to overturn these doctrines: he responded to Hobbes by claiming that a human is by nature a kind of " noble savage", and that society and social contracts corrupt this nature. Another critic was John Locke. In Second Treatise on Government he agreed with Hobbes that the nation-state was an efficient tool for raising humanity out of a deplorable state, but he argued that the sovereign might become an abominable institution compared to the relatively benign unmodulated state of nature.


          Following the doctrine of the fact-value distinction, due in part to the influence of David Hume and his student Adam Smith, appeals to human nature for political justification were weakened. Nevertheless, many political philosophers, especially moral realists, still make use of some essential human nature as a basis for their arguments.


          


          Consequentialism, deontology, and the aretaic turn
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          One debate that has commanded the attention of ethicists in the modern era has been between consequentialism (actions are to be morally evaluated solely by their consequences) and deontology (actions are to be morally evaluated solely by consideration of agents' duties, the rights of those whom the action concerns, or both).


          Jeremy Bentham and John Stuart Mill are famous for propagating utilitarianism, which is the idea that the fundamental moral rule is to strive toward the "greatest happiness for the greatest number". However, in promoting this idea they also necessarily promoted the broader doctrine of consequentialism.


          Adopting a position opposed to consequentialism, Immanuel Kant argued that moral principles were simply products of reason. Kant believed that the incorporation of consequences into moral deliberation was a deep mistake, since it would deny the necessity of practical maxims in governing the working of the will. According to Kant, reason requires that we conform our actions to the categorical imperative, which is an absolute duty. An important 20th-century deontologist, W.D. Ross, has argued for weaker forms of duties called prima facie duties.


          More recent works have emphasized the role of character in ethics, a movement known as the aretaic turn (that is, the turn towards virtues). One strain of this movement followed the work of Bernard Williams. Williams noted that rigid forms of both consequentialism and deontology demanded that people behave impartially. This, Williams argued, requires that people abandon their personal projects, and hence their personal integrity, in order to be considered moral.


          G.E.M. Anscombe, in an influential paper, "Modern Moral Philosophy" (1958), revived virtue ethics as an alternative to what was seen as the entrenched positions of Kantianism and consequentialism. Aretaic perspectives have been inspired in part by research of ancient conceptions of virtue. For example, Aristotle's ethics demands that people follow the Aristotelian mean, or balance between two vices; and Confucian ethics argues that virtue consists largely in striving for harmony with other people. Virtue ethics in general has since gained many adherents, and has been defended by such philosophers as Philippa Foot, Alasdair MacIntyre, and Rosalind Hursthouse.


          


          Applied philosophy


          The thoughts a society thinks have profound repercussions on what it does. The applied study of philosophy yields applications such as those in ethics applied ethics in particular and political philosophy. The political and economic philosophies of Confucius, Sun Zi, Ibn Khaldun, Ibn Rushd, Ibn Taimiyyah, Niccol Machiavelli, Gottfried Leibniz, John Locke, Jean-Jacques Rousseau, Karl Marx, John Stuart Mill, Mahatma Gandhi, Martin Luther King Jr. and others all of these have been used to shape and justify governments and their actions.


          In the field of philosophy of education, progressive education as championed by John Dewey has had a profound impact on educational practices in the United States in the 20th century. Descendants of this movement include the current efforts in philosophy for children. Carl von Clausewitz's political philosophy of war has had a profound effect on statecraft, international politics, and military strategy in the 20th century, especially in the years around World War II. Logic has become crucially important in mathematics, linguistics, psychology, computer science, and computer engineering.


          Other important applications can be found in epistemology, which aid in understanding the requisites for knowledge, sound evidence, and justified belief (important in law, economics, decision theory, and a number of other disciplines). The philosophy of science discusses the underpinnings of the scientific method and has affected the nature of scientific investigation and argumentation. This has profound impacts. For example, the strictly empirical approach of Skinner's behaviourism affected for decades the approach of the American psychological establishment. Deep ecology and animal rights examine the moral situation of humans as occupants of a world that has non-human occupants to consider also. Aesthetics can help to interpret discussions of music, literature, the plastic arts, and the whole artistic dimension of life. In general, the various philosophies strive to provide practical activities with a deeper understanding of the theoretical or conceptual underpinnings of their fields.


          Often philosophy is seen as an investigation into an area not sufficiently well understood to be its own branch of knowledge. What were once philosophical pursuits have evolved into the modern day fields such as psychology, sociology, linguistics, and economics, for example. But as such areas of intellectual endeavour proliferate and expand, so will the broader philosophical questions that they generate.


          The New York Times reported an increase in philosophy majors at United States universities in 2008.


          


          Eastern philosophy


          Many societies have considered philosophical questions and built philosophical traditions based upon each other's works. Eastern and Middle Eastern philosophical traditions have influenced Western philosophers. Russian (which to many people still counts as Western), Jewish, Islamic, African, and recently Latin American philosophical traditions have contributed to, or been influenced by, Western philosophy: yet each has retained a distinctive identity.


          The differences between traditions are often well captured by consideration of their favored historical philosophers, and varying stress on ideas, procedural styles, or written language. The subject matter and dialogues of each can be studied using methods derived from the others, and there are significant commonalities and exchanges between them.


          Eastern philosophy refers to the broad traditions that originated or were popular in India, Persia, China, Korea, Japan, and to an extent, the Middle East (which overlaps with Western philosophy due to the spread of the Abrahamic religions and the continuing intellectual traffic between these societies and Europe.)


          


          Chinese philosophy


          
            [image: Confucius, illustrated in Myths & Legends of China, 1922, by E.T.C. Werner.]

            
              Confucius, illustrated in Myths & Legends of China, 1922, by E.T.C. Werner.
            

          


          Philosophy has had a tremendous effect on Chinese civilization, and East Asia as a whole. Many of the great philosophical schools were formulated during the Spring and Autumn Period and Warring States Period, and came to be known as the Hundred Schools of Thought. The four most influential of these were Confucianism, Taoism, Mohism, and Legalism. Later on, during the Tang Dynasty, Buddhism from India also became a prominent philosophical and religious discipline. (It should be noted that Eastern thought, unlike Western philosophy, did not express a clear distinction between philosophy and religion.) Like Western philosophy, Chinese philosophy covers a broad and complex range of thought, possessing a multitude of schools that address every branch and subject area of philosophy.


          Related Topics: Korean philosophy, Bushido, Zen, The Art of War, Asian Values


          


          Indian philosophy


          In the history of the Indian subcontinent, following the establishment of an Aryan Vedic culture, the development of philosophical and religious thought over a period of two millennia gave rise to what came to be called the six schools of astika, or orthodox, Indian or Hindu philosophy. These schools have come to be synonymous with the greater religion of Hinduism, which was a development of the early Vedic religion.


          Hindu philosophy constitutes an integral part of the culture of Southern Asia, and is the first of the Dharmic philosophies which were influential throughout the Far East. The great diversity in thought and practice of Hinduism is nurtured by its liberal universalism.


          


          Persian philosophy


          Persian philosophy can be traced back as far as Old Iranian philosophical traditions and thoughts, with their ancient Indo-Iranian roots. These were considerably influenced by Zarathustra's teachings. Throughout Iranian history and due to remarkable political and social influences such as the Macedonian, the Arab, and the Mongol invasions of Persia, a wide spectrum of schools of thought arose. These espoused a variety of views on philosophical questions, extending from Old Iranian and mainly Zoroastrianism-influenced traditions to schools appearing in the late pre-Islamic era, such as Manicheism and Mazdakism, as well as various post-Islamic schools. Iranian philosophy after Arab invasion of Persia is characterized by different interactions with the Old Iranian philosophy, the Greek philosophy and with the development of Islamic philosophy. The Illumination school and the Transcendent theosophy are regarded as two of the main philosophical traditions of that era in Persia. Zorasterianism has been identified as one of the key early events in the development of philosophy


          


          African philosophy


          Philosophical traditions such as African philosophy, are rarely studied by foreign academia. Since emphasis is mainly placed on Western philosophy as a reference point, the study, preservation and dissemination of valuable, but lesser known, non-Western philosophical works face many obstacles. Key African philosophers include the Fulani Usman Dan Fodio, founder of the Sokoto Caliphate of Northern Nigeria and Umar Tall of Senegal; both were prolific Islamic scholars. Other African philosophers worthy of note in the pre-colonial period were Anton Wilhelm Amo and Zera Yacob (15991692). In the post-colonial period, different images of what could be argued as "African" Philosophy from the level of epistemology have risen. These could include the thoughts and enquiries of such individuals as Cheik Anta Diop, Francis Ohanyido, CL Momoh, and Chinweizu.


          The philosophy of the modern and contemporary African world, including the diaspora, is often known as Africana Philosophy. Key philosophers include Frantz Fanon, Kwasi Wiredu, Paget Henry, Lewis Gordon, Mabogo Percy More and many others.
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          Philosophy of mind is the branch of philosophy that studies the nature of the mind, mental events, mental functions, mental properties, consciousness and their relationship to the physical body, particularly the brain. The mind-body problem, i.e., the relationship of the mind to the body, is commonly seen as the central issue in philosophy of mind, although there are other issues concerning the nature of the mind that do not involve its relation to the physical body.


          Dualism and monism are the two major schools of thought that attempt to resolve the mind-body problem. Dualism can be traced back to Plato, Aristotle and the Sankhya and Yoga schools of Hindu philosophy, but it was most precisely formulated by Ren Descartes in the 17th century. Substance dualists argue that the mind is an independently existing substance, whereas Property dualists maintain that the mind is a group of independent properties that emerge from and cannot be reduced to the brain, but that it is not a distinct substance.


          Monism is the position that mind and body are not ontologically distinct kinds of entities. This view was first advocated in Western Philosophy by Parmenides in the 5th century BC and was later espoused by the 17th century rationalist Baruch Spinoza. Physicalists argue that only the entities postulated by physical theory exist, and that the mind will eventually be explained in terms of these entities as physical theory continues to evolve. Idealists maintain that the mind is all that exists and that the external world is either mental itself, or an illusion created by the mind. Neutral monists adhere to the position that there is some other, neutral substance, and that both matter and mind are properties of this unknown substance. The most common monisms in the 20th and 21st centuries have all been variations of physicalism; these positions include behaviorism, the type identity theory, anomalous monism and functionalism.


          Many modern philosophers of mind adopt either a reductive or non-reductive physicalist position, maintaining in their different ways that the mind is not something separate from the body. These approaches have been particularly influential in the sciences, especially in the fields of sociobiology, computer science, evolutionary psychology and the various neurosciences. Other philosophers, however, adopt a non-physicalist position which challenges the notion that the mind is a purely physical construct. Reductive physicalists assert that all mental states and properties will eventually be explained by scientific accounts of physiological processes and states. Non-reductive physicalists argue that although the brain is all there is to the mind, the predicates and vocabulary used in mental descriptions and explanations are indispensable, and cannot be reduced to the language and lower-level explanations of physical science. Continued neuroscientific progress has helped to clarify some of these issues. However, they are far from having been resolved, and modern philosophers of mind continue to ask how the subjective qualities and the intentionality (aboutness) of mental states and properties can be explained in naturalistic terms.


          


          The mind-body problem


          The mind-body problem concerns the explanation of the relationship that exists between minds, or mental processes, and bodily states or processes. One of the aims of philosophers who work in this area is to explain how a supposedly non-material mind can influence a material body and vice-versa.


          Our perceptual experiences depend on stimuli which arrive at our various sensory organs from the external world and these stimuli cause changes in our mental states, ultimately causing us to feel a sensation, which may be pleasant or unpleasant. Someone's desire for a slice of pizza, for example, will tend to cause that person to move their body in a specific manner and in a specific direction to obtain what they want. The question, then, is how it can be possible for conscious experiences to arise out of a lump of gray matter endowed with nothing but electrochemical properties. A related problem is to explain how someone's propositional attitudes (e.g. beliefs and desires) can cause that individual's neurons to fire and his muscles to contract in exactly the correct manner. These comprise some of the puzzles that have confronted epistemologists and philosophers of mind from at least the time of Ren Descartes.


          


          Dualist solutions to the mind-body problem


          Dualism is a set of views about the relationship between mind and matter. It begins with the claim that mental phenomena are, in some respects, non-physical. One of the earliest known formulations of mind-body dualism was expressed in the eastern Sankhya and Yoga schools of Hindu philosophy (c. 650 BCE), which divided the world into purusha (mind/spirit) and prakrti (material substance). Specifically, the Yoga Sutra of Patanjali presents an analytical approach to the nature of the mind.


          In Western Philosophy, the earliest discussions of dualist ideas are in the writings of Plato and Aristotle. Each of these maintained, but for different reasons, that humans' "intelligence" (a faculty of the mind or soul) could not be identified with, or explained in terms of, their physical body. However, the best-known version of dualism is due to Ren Descartes (1641), and holds that the mind is a non-extended, non-physical substance. Descartes was the first to clearly identify the mind with consciousness and self-awareness, and to distinguish this from the brain, which was the seat of intelligence. He was therefore the first to formulate the mind-body problem in the form in which it still exists today.


          


          Arguments for dualism


          The main argument in favour of dualism is that it appeals to the common-sense intuition that conscious experience is distinct from inanimate matter. If asked what the mind is, the average person would usually respond by identifying it with their self, their personality, their soul, or some other such entity. They would almost certainly deny that the mind simply is the brain, or vice-versa, finding the idea that there is just one ontological entity at play to be too mechanistic, or simply unintelligible. The majority of modern philosophers of mind think that these intuitions, like many others, are probably misleading and that we should use our critical faculties, along with empirical evidence from the sciences, to examine these assumptions to determine whether there is any real basis to them.


          Another important argument in favour of dualism is the idea that the mental and the physical seem to have quite different, and perhaps irreconcilable, properties. Mental events have a certain subjective quality to them, whereas physical events do not. So, for example, one can reasonably ask what a burnt finger feels like, or what a blue sky looks like, or what nice music sounds like to a person. But it is meaningless, or at least odd, to ask what a surge in the uptake of glutamate in the dorsolateral portion of the hippocampus feels like.


          Philosophers of mind call the subjective aspects of mental events ' qualia' or 'raw feels'. There is something that it is like to feel pain, to see a familiar shade of blue, and so on. There are qualia involved in these mental events that seem particularly difficult to reduce to anything physical.


          


          Interactionist dualism
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          Interactionist dualism, or simply interactionism, is the particular form of dualism first espoused by Descartes in the Meditations. In the 20th century, its major defenders have been Karl Popper and John Carew Eccles. It is the view that mental states, such as beliefs and desires, causally interact with physical states.


          Descartes' famous argument for this position can be summarized as follows: Seth has a clear and distinct idea of his mind as a thinking thing which has no spatial extension (i.e., it cannot be measured in terms of length, weight, height, and so on). He also has a clear and distinct idea of his body as something that is spatially extended, subject to quantification and not able to think. It follows that mind and body are not identical because they have radically different properties.


          At the same time, however, it is clear that Seth's mental states (desires, beliefs, etc.) have causal effects on his body and vice-versa: A child touches a hot stove (physical event) which causes pain (mental event) and makes her yell (physical event), this in turn provokes a sense of fear and protectiveness in the caregiver (mental event), and so on.


          Descartes' argument crucially depends on the premise that what Seth believes to be "clear and distinct" ideas in his mind are necessarily true. Many contemporary philosophers doubt this. For example, Joseph Agassi believes that several scientific discoveries made since the early 20th century have undermined the idea of privileged access to one's own ideas. Freud has shown that a psychologically-trained observer can understand a person's unconscious motivations better than the person himself does. Duhem has shown that a philosopher of science can know a person's methods of discovery better than that person herself does, while Malinowski has shown that an anthropologist can know a person's customs and habits better than the person whose customs and habits they are. He also asserts that modern psychological experiments that cause people to see things that are not there provide grounds for rejecting Descartes' argument, because scientists can describe a person's perceptions better than the person herself can.


          


          Other forms of dualism
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            	Psychophysical parallelism, or simply parallelism, is the view that mind and body, while having distinct ontological statuses, do not causally influence one another. Instead, they run along parallel paths (mind events causally interact with mind events and brain events causally interact with brain events) and only seem to influence each other. This view was most prominently defended by Gottfried Leibniz. Although Leibniz was an ontological monist who believed that only one type of substance, the monad, exists in the universe, and that everything is reducible to it, he nonetheless maintained that there was an important distinction between "the mental" and "the physical" in terms of causation. He held that God had arranged things in advance so that minds and bodies would be in harmony with each other. This is known as the doctrine of pre-established harmony.


            	Occasionalism is the view espoused by Nicholas Malebranche which asserts that all supposedly causal relations between physical events, or between physical and mental events, are not really causal at all. While body and mind are different substances, causes (whether mental or physical) are related to their effects by an act of God's intervention on each specific occasion.


            	Epiphenomenalism is a doctrine first formulated by Thomas Henry Huxley. It consists in the view that mental phenomena are causally ineffectual. Physical events can cause other physical events and physical events can cause mental events, but mental events cannot cause anything, since they are just causally inert by-products (i.e. epiphenomena) of the physical world. This view has been defended most strongly in recent times by Frank Jackson.


            	Property dualism asserts that when matter is organized in the appropriate way (i.e. in the way that living human bodies are organized), mental properties emerge. Hence, it is a sub-branch of emergent materialism. These emergent properties have an independent ontological status and cannot be reduced to, or explained in terms of, the physical substrate from which they emerge. This position is espoused by David Chalmers and has undergone something of a renaissance in recent years.

          


          


          Monist solutions to the mind-body problem


          In contrast to dualism, monism states that there are no fundamental divisions. Today, the most common forms of monism in Western philosophy are physicalist. Physicalistic monism asserts that the only existing substance is physical, in some sense of that term to be clarified by our best science. However, a variety of formulations (see below) are possible. Another form of monism, idealism, states that the only existing substance is mental. Although pure idealism, such as that of George Berkeley, is uncommon in contemporary Western philosophy, a more sophisticated variant called panpsychism, according to which mental experience and properties may be at the foundation of physical experience and properties, has been espoused by some philosophers such as William Seager.


          Phenomenalism is the theory that representations (or sense data) of external objects are all that exist. Such a view was briefly adopted by Bertrand Russell and many of the logical positivists during the early 20th century. A third possibility is to accept the existence of a basic substance which is neither physical nor mental. The mental and physical would then both be properties of this neutral substance. Such a position was adopted by Baruch Spinoza and was popularized by Ernst Mach in the 19th century. This neutral monism, as it is called, resembles property dualism.


          


          Physicalistic monisms


          


          Behaviorism


          Behaviorism dominated philosophy of mind for much of the 20th century, especially the first half. In psychology, behaviorism developed as a reaction to the inadequacies of introspectionism. Introspective reports on one's own interior mental life are not subject to careful examination for accuracy and can not be used to form predictive generalizations. Without generalizability and the possibility of third-person examination, the behaviorists argued, psychology cannot be scientific. The way out, therefore, was to eliminate the idea of an interior mental life (and hence an ontologically independent mind) altogether and focus instead on the description of observable behaviour.


          Parallel to these developments in psychology, a philosophical behaviorism (sometimes called logical behaviorism) was developed. This is characterized by a strong verificationism, which generally considers unverifiable statements about interior mental life senseless. For the behaviorist, mental states are not interior states on which one can make introspective reports. They are just descriptions of behaviour or dispositions to behave in certain ways, made by third parties to explain and predict others' behaviour.


          Philosophical behaviorism, notably held by Wittgenstein, has fallen out of favour since the latter half of the 20th century, coinciding with the rise of cognitivism. Cognitivists reject behaviorism due to several perceived problems. For example, behaviorism could be said to be counter-intuitive when it maintains that someone is talking about behaviour in the event that a person is experiencing a painful headache.


          


          Identity theory


          Type physicalism (or type-identity theory) was developed by John Smart and Ullin Place as a direct reaction to the failure of behaviorism. These philosophers reasoned that, if mental states are something material, but not behaviour, then mental states are probably identical to internal states of the brain. In very simplified terms: a mental state M is nothing other than brain state B. The mental state "desire for a cup of coffee" would thus be nothing more than the "firing of certain neurons in certain brain regions".
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          Despite its initial plausibility, the identity theory faces a strong challenge in the form of the thesis of multiple realizability, first formulated by Hilary Putnam. It is obvious that not only humans, but many different species of animal can, for example, experience pain. However, it seems highly unlikely that all of these diverse organisms with the same pain experience are in the same identical brain state. And if the latter is the case, then pain cannot be identical to a specific brain state. The identity theory is thus empirically unfounded.


          On the other hand, even granted all above, it does not follow that identity theories of all types must be abandoned. According to token identity theories, the fact that a certain brain state is connected with only one mental state of a person does not have to mean that there is an absolute correlation between types of mental states and types of brain state. The type-token distinction can be illustrated by a simple example: the word "green" contains four types of letters (g, r, e, n) with two tokens (occurrences) of the letter e along with one each of the others. The idea of token identity is that only particular occurrences of mental events are identical with particular occurrences or tokenings of physical events. Anomalous monism (see below) and most other non-reductive physicalisms are token-identity theories. Despite these problems, there is a renewed interest in the type identity theory today, primarily due to the influence of Jaegwon Kim.


          


          Functionalism


          Functionalism was formulated by Hilary Putnam and Jerry Fodor as a reaction to the inadequacies of the identity theory. Putnam and Fodor saw mental states in terms of an empirical computational theory of the mind. At about the same time or slightly after, D.M. Armstrong and David Kellogg Lewis formulated a version of functionalism which analyzed the mental concepts of folk psychology in terms of functional roles. Finally, Wittgenstein's idea of meaning as use led to a version of functionalism as a theory of meaning, further developed by Wilfrid Sellars and Gilbert Harman. Another one, psychofunctionalism, is an approach adopted by naturalistic Philosophy of Mind associated with Jerry Fodor and Zenon Pylyshyn.


          What all these different varieties of functionalism share in common is the thesis that mental states are characterized by their causal relations with other mental states and with sensory inputs and behavioural outputs. That is, functionalism abstracts away from the details of the physical implementation of a mental state by characterizing it in terms of non-mental functional properties. For example, a kidney is characterized scientifically by its functional role in filtering blood and maintaining certain chemical balances. From this point of view, it does not really matter whether the kidney be made up of organic tissue, plastic nanotubes or silicon chips: it is the role that it plays and its relations to other organs that define it as a kidney.


          


          Nonreductive physicalism


          Many philosophers hold firmly to two essential convictions with regard to mind-body relations: 1) Physicalism is true and mental states must be physical states, but 2) All reductionist proposals are unsatisfactory: mental states cannot be reduced to behaviour, brain states or functional states. Hence, the question arises whether there can still be a non-reductive physicalism. Donald Davidson's anomalous monism is an attempt to formulate such a physicalism.


          A basic idea which all non-reductive physicalists share in common is the thesis of supervenience: mental states supervene on physical states, but are not reducible to them. "Supervenience" therefore describes a functional dependence: there can be no change in the mental without some change in the physical.


          


          Emergentism


          Emergentism is a form of "nonreductive physicalism" that involves a layered view of nature, with the layers arranged in terms of increasing complexity and each corresponding to its own special science. Some philosophers hold that emergent properties causally interact with more fundamental levels, while others maintain that higher-order properties simply supervene over lower levels without direct causal interaction. The latter group therefore holds a stricter definition of emergentism, which can be rigorously stated as follows: a property P of composite object O is emergent if it is metaphysically possible for another object to lack property P even if that object is composed of parts with intrinsic properties identical to those in O and has those parts in an identical configuration.


          Sometimes emergentist use the example of water having a new property when Hydrogen H and Oxygen O combine to form H20 (water). In this example there "emerges" a new property of a transparent liquid that would not have been predicted by understanding hydrogen and oxygen as a gas, but physicists would claim that they could predict outcome of these two elements combining so it may not be the best of examples. But such is to be a similar case with physical properties of the brain giving rise to a mental state. Emergentists try to solve the notorious mind-body gap this way. One problem for emergentism is the idea "causal closure" in the world that does not allow for a mind-to-body causation.


          


          Eliminative materialism


          If one is a materialist but believes that not all aspects of our common sense psychology will find reduction to a mature cognitive-neuroscience, and that a non-reductive materialism is mistaken, then one can adopt a final, more radical position: eliminative materialism.


          There are several varieties of eliminative materialism, but all maintain that our common-sense " folk psychology" badly misrepresents the nature of some aspect of cognition. Eliminativists regard folk psychology as a falsifiable theory, and one likely to be falsified by future cognitive-neuroscientific research. Should better theories of the mental come along they argue, we might need to discard certain basic common-sense mental notions that we have always taken for granted, such as belief, consciousness, emotion, qualia, or propositional attitudes.


          Eliminativists such as Patricia and Paul Churchland argue that while folk psychology treats cognition as fundamentally sentence-like, the non-linguistic vector/matrix model of neural network theory or connectionism will prove to be a much more accurate account of how the brain works.


          The Churchlands often invoke the fate of other, erroneous popular theories and ontologies which have arisen in the course of history. For example, Ptolemaic astronomy served to explain and roughly predict the motions of the planets for centuries, but eventually this model of the solar system was eliminated in favor of the Copernican model. The Churchlands believe the same eliminative fate awaits the "sentence-cruncher" model of the mind in which thought and behaviour are the result of manipulating sentence-like states called " propositional attitudes."


          


          Linguistic criticism of the mind-body problem


          Each attempt to answer the mind-body problem encounters substantial problems. Some philosophers argue that this is because there is an underlying conceptual confusion. These philosophers, such as Ludwig Wittgenstein and his followers in the tradition of linguistic criticism, therefore reject the problem as illusory. They argue that it is an error to ask how mental and biological states fit together. Rather it should simply be accepted that human experience can be described in different ways - for instance, in a mental and in a biological vocabulary. Illusory problems arise if one tries to describe the one in terms of the other's vocabulary or if the mental vocabulary is used in the wrong contexts. This is the case, for instance, if one searches for mental states of the brain. The brain is simply the wrong context for the use of mental vocabulary - the search for mental states of the brain is therefore a category error or a sort of fallacy of reasoning.


          Today, such a position is often adopted by interpreters of Wittgenstein such as Peter Hacker. However, Hilary Putnam, the inventor of functionalism, has also adopted the position that the mind-body problem is an illusory problem which should be dissolved according to the manner of Wittgenstein.


          


          Naturalism and its problems


          The thesis of physicalism is that the mind is part of the material (or physical) world. Such a position faces the problem that the mind has certain properties that no other material thing seems to possess. Physicalism must therefore explain how it is possible that these properties can nonetheless emerge from a material thing. The project of providing such an explanation is often referred to as the " naturalization of the mental." Some of the crucial problems that this project attempts to resolve include the existence of qualia and the nature of intentionality.


          


          Qualia


          Many mental states have the property of being experienced subjectively in different ways by different individuals. For example, it is characteristic of the mental state of pain that it hurts. Moreover, your sensation of pain may not be identical to mine, since we have no way of measuring how much something hurts nor of describing exactly how it feels to hurt. Philosophers and scientists ask where these experiences come from. Nothing indicates that a neural or functional state can be accompanied by such a pain experience. Often the point is formulated as follows: the existence of cerebral events, in and of themselves, cannot explain why they are accompanied by these corresponding qualitative experiences. The puzzle of why many cerebral processes occur with an accompanying experiential aspect in consciousness seems impossible to explain.


          Yet it also seems to many that science will eventually have to explain such experiences. This follows from the logic of reductive explanations. If I try to explain a phenomenon reductively (e.g., water), I also have to explain why the phenomenon has all of the properties that it has (e.g., fluidity, transparency). In the case of mental states, this means that there needs to be an explanation of why they have the property of being experienced in a certain way.


          The problem of explaining the introspective, first-person aspects of mental states, and consciousness in general, in terms of third-person quantitative neuroscience is called the explanatory gap. There are several different views of the nature of this gap among contemporary philosophers of mind. David Chalmers and the early Frank Jackson interpret the gap as ontological in nature; that is, they maintain that qualia can never be explained by science because physicalism is false. There are two separate categories involved and one cannot be reduced to the other. An alternative view is taken by philosophers such as Thomas Nagel and Colin McGinn. According to them, the gap is epistemological in nature. For Nagel, science is not yet able to explain subjective experience because it has not yet arrived at the level or kind of knowledge that is required. We are not even able to formulate the problem coherently. For McGinn, on other hand, the problem is one of permanent and inherent biological limitations. We are not able to resolve the explanatory gap because the realm of subjective experiences is cognitively closed to us in the same manner that quantum physics is cognitively closed to elephants. Other philosophers liquidate the gap as purely a semantic problem.


          


          Intentionality
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          Intentionality is the capacity of mental states to be directed towards (about) or be in relation with something in the external world. This property of mental states entails that they have contents and semantic referents and can therefore be assigned truth values. When one tries to reduce these states to natural processes there arises a problem: natural processes are not true or false, they simply happen. It would not make any sense to say that a natural process is true or false. But mental ideas or judgments are true or false, so how then can mental states (ideas or judgments) be natural processes? The possibility of assigning semantic value to ideas must mean that such ideas are about facts. Thus, for example, the idea that Herodotus was a historian refers to Herodotus and to the fact that he was an historian. If the fact is true, then the idea is true; otherwise, it is false. But where does this relation come from? In the brain, there are only electrochemical processes and these seem not to have anything to do with Herodotus.


          


          Philosophy of mind and science


          Humans are corporeal beings and, as such, they are subject to examination and description by the natural sciences. Since mental processes are not independent of bodily processes, the descriptions that the natural sciences furnish of human beings play an important role in the philosophy of mind. There are many scientific disciplines that study processes related to the mental. The list of such sciences includes: biology, computer science, cognitive science, cybernetics, linguistics, medicine, pharmacology, and psychology.


          


          Neurobiology


          The theoretical background of biology, as is the case with modern natural sciences in general, is fundamentally materialistic. The objects of study are, in the first place, physical processes, which are considered to be the foundations of mental activity and behaviour. The increasing success of biology in the explanation of mental phenomena can be seen by the absence of any empirical refutation of its fundamental presupposition: "there can be no change in the mental states of a person without a change in brain states."


          Within the field of neurobiology, there are many subdisciplines which are concerned with the relations between mental and physical states and processes: Sensory neurophysiology investigates the relation between the processes of perception and stimulation. Cognitive neuroscience studies the correlations between mental processes and neural processes. Neuropsychology describes the dependence of mental faculties on specific anatomical regions of the brain. Lastly, evolutionary biology studies the origins and development of the human nervous system and, in as much as this is the basis of the mind, also describes the ontogenetic and phylogenetic development of mental phenomena beginning from their most primitive stages.


          
            [image: Since the 1980s, sophisticated neuroimaging procedures, such as fMRI (above), have furnished increasing knowledge about the workings of the human brain, shedding light on ancient philosophical problems.]

            
              Since the 1980s, sophisticated neuroimaging procedures, such as fMRI (above), have furnished increasing knowledge about the workings of the human brain, shedding light on ancient philosophical problems.
            

          


          The methodological breakthroughs of the neurosciences, in particular the introduction of high-tech neuroimaging procedures, has propelled scientists toward the elaboration of increasingly ambitious research programs: one of the main goals is to describe and comprehend the neural processes which correspond to mental functions (see: neural correlate). Several groups are inspired by these advances. New approaches to this question are being pursued by Steven Ericsson-Zenith at the Institute for Advanced Science & Engineering, where they propose a new mechanics for devices called 'machines that experience', designed to implement sentience and the fundament mechanisms of motility and recognition. Jeff Hawkins has established the Redwood Centre for Theoretical Neuroscience at Berkeley, where they explore biomimicry for recognition algorithms.


          


          Computer science


          Computer science concerns itself with the automatic processing of information (or at least with physical systems of symbols to which information is assigned) by means of such things as computers. From the beginning, computer programmers have been able to develop programs which permit computers to carry out tasks for which organic beings need a mind. A simple example is multiplication. But it is clear that computers do not use a mind to multiply. Could they, someday, come to have what we call a mind? This question has been propelled into the forefront of much philosophical debate because of investigations in the field of artificial intelligence.


          Within AI, it is common to distinguish between a modest research program and a more ambitious one: this distinction was coined by John Searle in terms of a weak AI and strong AI. The exclusive objective of "weak AI", according to Searle, is the successful simulation of mental states, with no attempt to make computers become conscious or aware, etc. The objective of strong AI, on the contrary, is a computer with consciousness similar to that of human beings. The program of strong AI goes back to one of the pioneers of computation Alan Turing. As an answer to the question "Can computers think?", he formulated the famous Turing test. Turing believed that a computer could be said to "think" when, if placed in a room by itself next to another room which contained a human being and with the same questions being asked of both the computer and the human being by a third party human being, the computer's responses turned out to be indistinguishable from those of the human. Essentially, Turing's view of machine intelligence followed the behaviourist model of the mind - intelligence is as intelligence does. The Turing test has received many criticisms, among which the most famous is probably the Chinese room thought experiment formulated by Searle.


          The question about the possible sensitivity ( qualia) of computers or robots still remains open. Some computer scientists believe that the specialty of AI can still make new contributions to the resolution of the "mind body problem". They suggest that based on the reciprocal influences between software and hardware that takes place in all computers, it is possible that someday theories can be discovered that help us to understand the reciprocal influences between the human mind and the brain ( wetware).


          


          Psychology


          Psychology is the science that investigates mental states directly. It uses generally empirical methods to investigate concrete mental states like joy, fear or obsessions. Psychology investigates the laws that bind these mental states to each other or with inputs and outputs to the human organism.


          An example of this is the psychology of perception. Scientists working in this field have discovered general principles of the perception of forms. A law of the psychology of forms says that objects that move in the same direction are perceived as related to each other. This law describes a relation between visual input and mental perceptual states. However, it does not suggest anything about the nature of perceptual states. The laws discovered by psychology are compatible with all the answers to the mind-body problem already described.


          


          Philosophy of mind in the continental tradition


          Most of the discussion in this article has focused on the predominant style or tradition of philosophy in modern Western culture, usually called analytic philosophy (sometimes described as Anglo-American philosophy). Other schools of thought exist, however, which are sometimes subsumed under the broad label of continental philosophy. In any case, the various schools that fall under this label ( phenomenology, existentialism, etc.) tend to differ from the analytic school in that they focus less on language and logical analysis and more on directly understanding human existence and experience. With reference specifically to the discussion of the mind, this tends to translate into attempts to grasp the concepts of thought and perceptual experience in some direct sense that does not involve the analysis of linguistic forms.


          In Georg Wilhelm Friedrich Hegel's Phenomenology of Mind, Hegel discusses three distinct types of mind: the subjective mind, the mind of an individual; the objective mind, the mind of society and of the State; and the Absolute mind, a unity of all concepts. See also Hegel's Philosophy of Mind from his Encyclopedia.


          In modern times, the two main schools that have developed in response or opposition to this Hegelian tradition are phenomenology and existentialism. Phenomenology, founded by Edmund Husserl, focuses on the contents of the human mind (see noema) and how phenomenological processes shape our experiences. Existentialism, a school of thought founded upon the work of Sren Kierkegaard and Friedrich Nietzsche, focuses on the content of experiences and how the mind deals with such experiences.


          An important, though not very well known, example of a philosopher of mind and cognitive scientist who tries to synthesize ideas from both traditions is Ron McClamrock. Borrowing from Herbert Simon and also influenced by the ideas of existential phenomenologists such as Maurice Merleau-Ponty and Martin Heidegger, McClamrock suggests that humans' condition of being-in-the-world ("Dasein", "In-der-welt-sein") makes it impossible for them to understand themselves by abstracting away from it and examining it as if it were a detached experimental object of which they themselves are not an integral part.


          


          Consequences of philosophy of mind


          There are countless subjects that are affected by the ideas developed in the philosophy of mind. Clear examples of this are the nature of death and its definitive character, the nature of emotion, of perception and of memory. Questions about what a person is and what his or her identity consists of also have much to do with the philosophy of mind. There are two subjects that, in connection with the philosophy of the mind, have aroused special attention: free will and the self.


          


          Free will


          In the context of philosophy of mind, the problem of free will takes on renewed intensity. This is certainly the case, at least, for materialistic determinists. According to this position, natural laws completely determine the course of the material world. Mental states, and therefore the will as well, would be material states, which means human behaviour and decisions would be completely determined by natural laws. Some take this reasoning a step further: people cannot determine by themselves what they want and what they do. Consequently, they are not free.


          This argumentation is rejected, on the one hand, by the compatibilists. Those who adopt this position suggest that the question "Are we free?" can only be answered once we have determined what the term "free" means. The opposite of "free" is not "caused" but "compelled" or "coerced". It is not appropriate to identify freedom with indetermination. A free act is one where the agent could have done otherwise if it had chosen otherwise. In this sense a person can be free even though determinism is true. The most important compatibilist in the history of the philosophy was David Hume. More recently, this position is defended, for example, by Daniel Dennett, and, from a dual-aspect perspective, by Max Velmans.


          On the other hand, there are also many incompatibilists who reject the argument because they believe that the will is free in a stronger sense called libertarianism. These philosophers affirm that the course of the world is not completely determined by natural laws: the will at least does not have to be and, therefore, it is potentially free. Critics of this position accuse the incompatibilists of using an incoherent concept of freedom. They argue as follows: if our will is not determined by anything, then we desire what we desire by pure chance. And if what we desire is purely accidental, we are not free. So if our will is not determined by anything, we are not free.


          


          The self


          The philosophy of mind also has important consequences for the concept of self. If by "self" or "I" one refers to an essential, immutable nucleus of the person, most modern philosophers of mind will affirm that no such thing exists. The idea of a self as an immutable essential nucleus derives from the idea of an immaterial soul. Such an idea is unacceptable to most contemporary philosophers, due to their physicalistic orientations, and due to a general acceptance among philosophers of the scepticism of the concept of 'self' by David Hume, who could never catch himself doing, thinking or feeling anything. However, in the light of empirical results from developmental psychology, developmental biology and neuroscience, the idea of an essential inconstant, material nucleus - an integrated representational system distributed over changing patterns of synaptic connections - seems reasonable. The view of the self as an illusion is widely accepted by many philosophers, such as Daniel Dennett and Thomas Metzinger.
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          Phineas P. Gage (July 9?, 1823  May 21?, 1860) was a railroad worker now remembered for his incredible survival of a traumatic brain injury which destroyed one or both of his frontal lobes, and for the injury's reported effects on his personality and social functioningeffects said to be so profound that friends said he was "no longer Gage." His case played a role in the development of the understanding of the localization of brain function, and was among the first to suggest that damage to the frontal lobes can affect personality and behaviour.


          


          Family


          Phineas Gage was born around July 9, 1823, likely in Lebanon, New Hampshire, the son of Jesse Eaton Gage and Hannah Trussell (Swetland) Gage, and died in California on May 20 or 21, 1860, possibly in San Francisco. His physician's references to his family make no mention of a spouse or children.


          


          Gage's accident


          
            [image: ]

            

          


          On September 13, 1848, Phineas Gage was foreman of a work gang blasting rock while clearing the roadbed for a new rail line outside the town of Cavendish, Vermont. After a hole was drilled into a body of rock, one of Gage's duties was to add gunpowder, a fuse, and sand, then tamp the charge down with a large iron rod. Possibly because the sand was omitted, around 4:30 P.M. "the powder exploded, carrying an instrument through his head an inch and a fourth in circumference[ sic], and three feet and eight inches in length, which he was using at the time. The iron entered on the side of his face, shattering the upper jaw, and passing back of the left eye, and out the top of his head." (In fact, the iron was 1-1/4 inches in diameter, not circumference as given in the item at left -- from the Boston Post for September 21, reprinting an earlier report in the Ludlow [Vermont] Free Soil Union -- and was three feet seven inches long.) Weighing 13-1/4lb (6kg), the rod was said to have landed some 80 feet (25 meters) away.


          Amazingly, Gage spoke within a few minutes, walked with little or no assistance, and sat upright in a cart for the 3/4-mile ride to town. Though physicians Edward H. Williams and John Martyn Harlow found him weak from hemorrhage, he had a regular pulse of about 60 and was alert and coherent.


          


          Physical recovery


          Both medicine and common sense dictate that passage through the forebrain of a projectile 1-1/4inches in diameter should almost certainly be fatal, due to the probable damage to vital vascular structures such as the superior sagittal sinus. But the rod did not emerge exactly at the midline, so may have missed the sinus by passing beneath it; and the fact that it tapered to a 1/4-inch point at the leading end may have reduced its destructiveness.


          On initial examination, Gage's left pupil was reactive to light, suggesting that the iron had passed laterally to the left optic nerve. Whether the damage was to both frontal lobes, or just the left, is uncertain. Studies by Hanna Damasio and colleagues suggest bilateral damage to the medial frontal lobes, but a recent study by Ratiu and colleagues, based on a CT scan of Gage's skull, suggests that Gage's injury was more limited.


          Despite Harlow's skillful care, Gage's recuperation was long and difficult. A "fungal" infection left him semi-comatose from September 23rd to October 3rd, "seldom speaking unless spoken to, and then only answering in monosyllables." On October 7 he took his first step. On October 20th Dr. Harlow described Gage as "very childish," and while Harlow was absent for a week, Gage was "in the street every day except Sunday," his desire to return to his family in Lebanon, New Hampshire being "uncontrollable by his friends." He promptly developed a fever, but by mid-November he was "feeling better in every respect...walking about the house again; says he feels no pain in the head." Harlow's final prognosis in his contemporary (1848) case report was that Gage "appears to be in a way of recovering, if he can be controlled".


          


          Subsequent life and travels


          Except for loss of vision in the left eye, some facial paralysis, and probably severe facial disfigurement, Gage's physical recovery was apparently complete. By around the middle of 1849 he felt strong enough to resume work, but his employers refused to return him to his previous position, allegedly because of mental changes (see below).


          Harlow says that Gage was for a time an attraction at P. T. Barnum's New York museum, putting his injury (and the tamping iron which caused it) on display, though there is no independent confirmation of this. He later worked in a livery stable in New Hampshire and then for some years in Chile, probably as a coach driver. When his health failed in 1859, he left Chile for San Francisco, where he recovered under the care of his mother and sister (who had moved there from New Hampsire about the time Phineas went to Chile). For some months before his death he did farm work in Santa Clara.


          


          Death and subsequent travels


          In February of 1860, Gage had the first in a series of increasingly violent convulsions, and he died in May of that year. He was buried in San Francisco's Lone Mountain Cemetery.


          In 1866, Dr. Harlow somehow learned where Phineas had been, and opened a correspondence with his family, still in San Francisco. At his request they exhumed Phineas' skull. Soon after the accident, Phineas had given the tamping iron which injured him to Harvard's Dr. Bigelow, but he later reclaimed it and (according to Harlow) made it his "constant companion during the remainder of his life"; now it and the skull were delivered to Harlow back in New England. After studying them for an 1868 paper, he in turn donated them to the Harvard Medical School's Warren Anatomical Museum in Boston, where they remain on display today.


          
            [image: Illustration from Harlow's 1868 paper: "Front and lateral view of the cranium, representing the direction in which the iron traversed its cavity; the present appearance of the line of fracture, and also the large anterior fragment of the frontal bone, which was entirely detached, replaced and partially re-united."]

            
              Illustration from Harlow's 1868 paper: "Front and lateral view of the cranium, representing the direction in which the iron traversed its cavity; the present appearance of the line of fracture, and also the large anterior fragment of the frontal bone, which was entirely detached, replaced and partially re-united."
            

          


          The rod bears an inscription: "This is the bar that was shot through the head of Mr. Phinehas [ sic] P. Gage at Cavendish, Vermont, Sept. 14, [ sic] 1848. He fully recovered from the injury & deposited this bar in the Museum of the Medical College of Harvard University. Phinehas P. Gage Lebanon Grafton Cy N-H Jan 6 1850".


          Much later, Phineas' headless skeleton was moved to Cypress Lawn Cemetery, south of San Francisco, as part of a general transfer of remains out of the city.


          


          Mental changes


          The extent of the effect of Gage's injury on his mental state is uncertain. In An Odd Kind of Fame: Stories of Phineas Gage, psychologist Malcolm Macmillan shows that accounts that have entered both scientific and popular discourse are varying and inconsistent, typically poorly supported by the available evidence, and sometimes in direct contradiction to it. For example Dr. Harlow, writing in 1868 while in contact with Phineas' mother, gives the year of Gage's death as 1861, whereas Macmillan shows conclusively that Gage died in 1860a striking (if relatively unimportant) illustration of the uncertainty of almost all we know about Gage.


          More significantly for Gage's place in the history of neuroscience and related fields, almost nothing is known about his pre-injury personality and behaviour, and the descriptions offered after his death of post-injury changes are much more dramatic than anything reported while he was alive. In his initial (1848) report, Harlow mentioned psychological symptoms only in passing. And after observing Gage for several weeks, Henry Jacob Bigelow, Professor of Surgery at Harvard University, wrote in 1850 that Gage was "quite recovered in faculties of body and mind."


          It was Harlow's second report, written after he obtained Phineas' skull in 1868 (eight years after Gage's death and twenty years after the accident) that introduced the now-textbook mental changes. Now Harlow described the pre-accident Gage as having been hard-working, responsible, and popular with the men in his charge, but the post-accident Gage as


          
            
              fitful, irreverent, indulging at times in the grossest profanity (which was not previously his custom), manifesting but little deference for his fellows, impatient of restraint or advice when it conflicts with his desires, at times pertinaciously obstinate, yet capricious and vacillating, devising many plans of future operations, which are no sooner arranged than they are abandoned in turn for others appearing more feasible. A child in his intellectual capacity and manifestations, he has the animal passions of a strong man. Previous to his injury, although untrained in the schools, he possessed a well-balanced mind, and was looked upon by those who knew him as a shrewd, smart businessman, very energetic and persistent in executing all his plans of operation. In this regard his mind was radically changed, so decidedly that his friends and acquaintances said he was 'no longer Gage.'

            

          


          Later writers embellished Harlow's comments, adding drunkenness, braggadocio, a vainglorious tendency to show off his wound, an utter lack of foresight, and much more  all unmentioned by Harlow.


          The ambiguity of the evidence has allowed, as Macmillan puts it, "the fitting of almost any theory to the small number of facts we have." Thus, in the 19th-century controversy over whether or not various mental functions are localized in specific regions of the brain, both sides found ways to cite Gage in support of their positions. (Adherents of phrenology made use of Gage as well, claiming that his mental changes stemmed from destruction of his "Organ of Veneration" and/or the adjacent "Organ of Benevolence.")


          Neurologist Antonio Damasio's somatic marker hypothesis suggests a link between the frontal lobes, emotion and practical decision-making. He sees Gage's story as crucial in the history of neuroscience, arguing that it provided "the historical beginnings of the study of the biological basis of behaviour".


          It is often said that Gage's case inspired the development of frontal lobotomy, but careful inquiry refutes this claim; Macmillan states that, "The most that the Gage case indicated was that radical operations on the brain were possible."


          
            [image: This computer generated graphic, based on data from a "standard human skull", shows how the tamping rod may have penetrated Phineas Gage's skull, crossing the midline and damaging both frontal lobes, according to Damasio et al.]

            
              This computer generated graphic, based on data from a "standard human skull", shows how the tamping rod may have penetrated Phineas Gage's skull, crossing the midline and damaging both frontal lobes, according to Damasio et al.
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              An example of a phishing e-mail, disguised as an official e-mail from a (fictional) bank. The sender is attempting to trick the recipient into revealing secure information by "confirming" it at the phisher's website. Note the misspelling of the words received and discrepancy.
            

          


          In computing, phishing is the criminally fraudulent process of attempting to acquire sensitive information such as usernames, passwords and credit card details, by masquerading as a trustworthy entity in an electronic communication. Communications purporting to be from PayPal, eBay, Youtube or online banks are commonly used to lure the unsuspecting. Phishing is typically carried out by e-mail or instant messaging, and it often directs users to enter details at a website. Phishing is an example of social engineering techniques used to fool users. Attempts to deal with the growing number of reported phishing incidents include legislation, user training, public awareness, and technical security measures.


          A phishing technique was described in detail in 1987, and the first recorded use of the term "phishing" was made in 1996. The term is a variant of fishing, probably influenced by phreaking, and alludes to baits used to "catch" financial information and passwords.


          


          History and current status of phishing


          A phishing technique was described in detail in 1987, in a paper and presentation delivered to the International HP Users Group, Interex. The first recorded mention of the term "phishing" is on the alt.online-service.America-online Usenet newsgroup on January 2, 1996, although the term may have appeared earlier in the print edition of the hacker magazine 2600.


          


          Early phishing on AOL


          Phishing on AOL was closely associated with the warez community that exchanged pirated software. After AOL brought in measures in late 1995 to prevent using fake, algorithmically generated credit card numbers to open accounts, AOL crackers resorted to phishing for legitimate accounts.


          A phisher might pose as an AOL staff member and send an instant message to a potential victim, asking him to reveal his password. In order to lure the victim into giving up sensitive information the message might include imperatives like "verify your account" or "confirm billing information". Once the victim had revealed the password, the attacker could access and use the victim's account for fraudulent purposes or spamming. Both phishing and warezing on AOL generally required custom-written programs, such as AOHell. Phishing became so prevalent on AOL that they added a line on all instant messages stating: "no one working at AOL will ask for your password or billing information".


          After 1997, AOL's policy enforcement with respect to phishing and warez became stricter and forced pirated software off AOL servers. AOL simultaneously developed a system to promptly deactivate accounts involved in phishing, often before the victims could respond. The shutting down of the warez scene on AOL caused most phishers to leave the service, and many phishersoften young teensgrew out of the habit.


          


          Transition from AOL to financial institutions


          The capture of AOL account information may have led phishers to misuse credit card information, and to the realization that attacks against online payment systems were feasible. The first known direct attempt against a payment system affected E-gold in June 2001, which was followed up by a "post-911 id check" shortly after the September 11 attacks on the World Trade Centre. Both were viewed at the time as failures, but can now be seen as early experiments towards more fruitful attacks against mainstream banks. By 2004, phishing was recognized as a fully industrialized part of the economy of crime: specializations emerged on a global scale that provided components for cash, which were assembled into finished attacks.


          


          Recent phishing attempts


          
            [image: A chart showing the increase in phishing reports from October 2004 to June 2005.]

            
              A chart showing the increase in phishing reports from October 2004 to June 2005.
            

          


          Phishers are targeting the customers of banks and online payment services. E-mails, supposedly from the Internal Revenue Service, have been used to glean sensitive data from U.S. taxpayers. While the first such examples were sent indiscriminately in the expectation that some would be received by customers of a given bank or service, recent research has shown that phishers may in principle be able to determine which banks potential victims use, and target bogus e-mails accordingly. Targeted versions of phishing have been termed spear phishing. Several recent phishing attacks have been directed specifically at senior executives and other high profile targets within businesses, and the term whaling has been coined for these kinds of attacks.


          Social networking sites are a target of phishing, since the personal details in such sites can be used in identity theft; in late 2006 a computer worm took over pages on MySpace and altered links to direct surfers to websites designed to steal login details. Experiments show a success rate of over 70% for phishing attacks on social networks.


          Almost half of phishing thefts in 2006 were committed by groups operating through the Russian Business Network based in St. Petersburg.


          


          Phishing techniques


          


          Filter evasion


          Phishers have used images instead of text to make it harder for anti-phishing filters to detect text commonly used in phishing e-mails.


          


          Website forgery


          Once a victim visits the a phishing website the deception is not over. Some phishing scams use JavaScript commands in order to alter the address bar. This is done either by placing a picture of a legitimate URL over the address bar, or by closing the original address bar and opening a new one with the legitimate URL.


          An attacker can even use flaws in a trusted website's own scripts against the victim. These types of attacks (known as cross-site scripting) are particularly problematic, because they direct the user to sign in at their bank or service's own web page, where everything from the web address to the security certificates appears correct. In reality, the link to the website is crafted to carry out the attack, although it is very difficult to spot without specialist knowledge. Just such a flaw was used in 2006 against PayPal.


          A Universal Man-in-the-middle Phishing Kit, discovered by RSA Security, provides a simple-to-use interface that allows a phisher to convincingly reproduce websites and capture log-in details entered at the fake site.


          To avoid anti-phishing techniques that scan websites for phishing-related text, phishers have begun to use Flash-based websites. These look much like the real website, but hide the text in a multimedia object.


          


          Phone phishing


          Not all phishing attacks require a fake website. Messages that claimed to be from a bank told users to dial a phone number regarding problems with their bank accounts. Once the phone number (owned by the phisher, and provided by a Voice over IP service) was dialed, prompts told users to enter their account numbers and PIN. Vishing (voice phishing) sometimes uses fake caller-ID data to give the appearance that calls come from a trusted organization.


          


          Phishing examples


          


          PayPal phishing example


          


          In an example PayPal phish (right), spelling mistakes in the e-mail and the presence of an IP address in the link (visible in the tooltip under the yellow box) are both clues that this is a phishing attempt. Another giveaway is the lack of a personal greeting, although the presence of personal details would not be a guarantee of legitimacy. A legitimate Paypal communication will always greet the user with his or her real name, not just with a generic greeting like, "Dear Accountholder." Other signs that the message is a fraud are misspellings of simple words, bad grammar and the threat of consequences such as account suspension if the recipient fails to comply with the message's requests.


          Note that many phishing emails will include, as a real email from PayPal would, large warnings about never giving out your password in case of a phishing attack. Warning users of the possibility of phishing attacks, as well as providing links to sites explaining how to avoid or spot such attacks, are part of what makes the phishing email so deceptive. In this example, the phishing email warns the user that emails from PayPal will never ask for sensitive information. True to its word, it instead invites the user to follow a link to "Verify" their account; this will take them to a further phishing website, engineered to look like PayPal's website, and will there ask for their sensitive information.


          


          Damage caused by phishing


          The damage caused by phishing ranges from denial of access to e-mail to substantial financial loss. This style of identity theft is becoming more popular, because of the readiness with which unsuspecting people often divulge personal information to phishers, including credit card numbers, social security numbers, and mothers' maiden names. There are also fears that identity thieves can add such information to the knowledge they gain simply by accessing public records. Once this information is acquired, the phishers may use a person's details to create fake accounts in a victim's name. They can then ruin the victims' credit, or even deny the victims access to their own accounts.


          It is estimated that between May 2004 and May 2005, approximately 1.2 million computer users in the United States suffered losses caused by phishing, totaling approximately US$929 million. United States businesses lose an estimated US$2 billion per year as their clients become victims. In 2007 phishing attacks escalated. 3.6 million adults lost US$3.2 billion in the 12 months ending in August 2007. In the United Kingdom losses from web banking fraudmostly from phishingalmost doubled to 23.2m in 2005, from 12.2m in 2004, while 1 in 20 computer users claimed to have lost out to phishing in 2005.


          The stance adopted by the UK banking body APACS is that "customers must also take sensible precautions ... so that they are not vulnerable to the criminal." Similarly, when the first spate of phishing attacks hit the Irish Republic's banking sector in September 2006, the Bank of Ireland initially refused to cover losses suffered by its customers (and it still insists that its policy is not to do so), although losses to the tune of 11,300 were made good.


          


          Anti-phishing


          There are several different techniques to combat phishing, including legislation and technology created specifically to protect against phishing.


          


          Social responses


          One strategy for combating phishing is to train people to recognize phishing attempts, and to deal with them. Education can be effective, especially where training provides direct feedback. One newer phishing tactic, which uses phishing e-mails targeted at a specific company, known as spear phishing, has been harnessed to train individuals at various locations, including West Point Military Academy. In a June 2004 experiment with spear phishing, 80% of 500 West Point cadets who were sent a fake e-mail were tricked into revealing personal information.


          People can take steps to avoid phishing attempts by slightly modifying their browsing habits. When contacted about an account needing to be "verified" (or any other topic used by phishers), it is a sensible precaution to contact the company from which the e-mail apparently originates to check that the e-mail is legitimate. Alternatively, the address that the individual knows is the company's genuine website can be typed into the address bar of the browser, rather than trusting any hyperlinks in the suspected phishing message.


          Nearly all legitimate e-mail messages from companies to their customers contain an item of information that is not readily available to phishers. Some companies, for example PayPal, always address their customers by their username in e-mails, so if an e-mail addresses the recipient in a generic fashion ("Dear PayPal customer") it is likely to be an attempt at phishing. E-mails from banks and credit card companies often include partial account numbers. However, recent research has shown that the public do not typically distinguish between the first few digits and the last few digits of an account numbera significant problem since the first few digits are often the same for all clients of a financial institution. People can be trained to have their suspicion aroused if the message does not contain any specific personal information. Phishing attempts in early 2006, however, used personalized information, which makes it unsafe to assume that the presence of personal information alone guarantees that a message is legitimate. Furthermore, another recent study concluded in part that the presence of personal information does not significantly affect the success rate of phishing attacks, which suggests that most people do not pay attention to such details.


          The Anti-Phishing Working Group, an industry and law enforcement association, has suggested that conventional phishing techniques could become obsolete in the future as people are increasingly aware of the social engineering techniques used by phishers. They predict that pharming and other uses of malware will become more common tools for stealing information.


          


          Technical responses


          Anti-phishing measures have been implemented as features embedded in browsers, as extensions or toolbars for browsers, and as part of website login procedures. The following are some of the main approaches to the problem.


          


          Helping to identify legitimate sites


          Since phishing is based on impersonation, preventing it depends on some reliable way to determine a website's real identity. For example, some anti-phishing toolbars display the domain name for the visited website. The petname extension for Firefox lets users type in their own labels for websites, so they can later recognize when they have returned to the site. If the site is suspect, then the software may either warn the user or block the site outright.


          


          Browsers alerting users to fraudulent websites


          Another popular approach to fighting phishing is to maintain a list of known phishing sites and to check websites against the list. Microsoft's IE7 browser, Mozilla Firefox 2.0, and Opera all contain this type of anti-phishing measure. Firefox 2 uses Google anti-phishing software. Opera 9.1 uses live blacklists from PhishTank and GeoTrust, as well as live whitelists from GeoTrust. Some implementations of this approach send the visited URLs to a central service to be checked, which has raised concerns about privacy. According to a report by Mozilla in late 2006, Firefox 2 was found to be more effective than Internet Explorer 7 at detecting fraudulent sites in a study by an independent software testing company.


          An approach introduced in mid-2006 involves switching to a special DNS service that filters out known phishing domains: this will work with any browser, and is similar in principle to using a hosts file to block web adverts.


          To mitigate the problem of phishing sites impersonating a victim site by embedding its images (such as logos), several site owners have altered the images to send a message to the visitor that a site may be fraudulent. The image may be moved to a new filename and the original permanently replaced, or a server can detect that the image was not requested as part of normal browsing, and instead send a warning image.


          


          Augmenting password logins


          The Bank of America's website is one of several that ask users to select a personal image, and display this user-selected image with any forms that request a password. Users of the bank's online services are instructed to enter a password only when they see the image they selected. However, a recent study suggests few users refrain from entering their password when images are absent. In addition, this feature (like other forms of two-factor authentication) is susceptible to other attacks, such as those suffered by Scandinavian bank Nordea in late 2005, and Citibank in 2006.


          Security skins are a related technique that involves overlaying a user-selected image onto the login form as a visual cue that the form is legitimate. Unlike the website-based image schemes, however, the image itself is shared only between the user and the browser, and not between the user and the website. The scheme also relies on a mutual authentication protocol, which makes it less vulnerable to attacks that affect user-only authentication schemes.


          


          Eliminating phishing mail


          Specialized spam filters can reduce the number of phishing e-mails that reach their addressees' inboxes. These approaches rely on machine learning and natural language processing approaches to classify phishing e-mails.


          


          Monitoring and takedown


          Several companies offer banks and other organizations likely to suffer from phishing scams round-the-clock services to monitor, analyze and assist in shutting down phishing websites. Individuals can contribute by reporting phishing to both volunteer and industry groups, such as PhishTank.


          


          Legal responses


          On January 26, 2004, the U.S. Federal Trade Commission filed the first lawsuit against a suspected phisher. The defendant, a Californian teenager, allegedly created a webpage designed to look like the America Online website, and used it to steal credit card information. Other countries have followed this lead by tracing and arresting phishers. A phishing kingpin, Valdir Paulo de Almeida, was arrested in Brazil for leading one of the largest phishing crime rings, which in two years stole between US$18 million and US$37 million. UK authorities jailed two men in June 2005 for their role in a phishing scam, in a case connected to the U.S. Secret Service Operation Firewall, which targeted notorious "carder" websites. In 2006 eight people were arrested by Japanese police on suspicion of phishing fraud by creating bogus Yahoo Japan Web sites, netting themselves 100 million yen ($870,000 USD). The arrests continued in 2006 with the FBI Operation Cardkeeper detaining a gang of sixteen in the U.S. and Europe.


          In the United States, Senator Patrick Leahy introduced the Anti-Phishing Act of 2005 in Congress on March 1, 2005. This bill, if it had been enacted into law, would have subjected criminals who created fake web sites and sent bogus e-mails in order to defraud consumers to fines of up to $250,000 and prison terms of up to five years. The UK strengthened its legal arsenal against phishing with the Fraud Act 2006, which introduces a general offence of fraud that can carry up to a ten year prison sentence, and prohibits the development or possession of phishing kits with intent to commit fraud.


          Companies have also joined the effort to crack down on phishing. On March 31, 2005, Microsoft filed 117 federal lawsuits in the U.S. District Court for the Western District of Washington. The lawsuits accuse " John Doe" defendants of obtaining passwords and confidential information. March 2005 also saw a partnership between Microsoft and the Australian government teaching law enforcement officials how to combat various cyber crimes, including phishing. Microsoft announced a planned further 100 lawsuits outside the U.S. in March 2006, followed by the commencement, as of November 2006, of 129 lawsuits mixing criminal and civil actions. AOL reinforced its efforts against phishing in early 2006 with three lawsuits seeking a total of $18 million USD under the 2005 amendments to the Virginia Computer Crimes Act, and Earthlink has joined in by helping to identify six men subsequently charged with phishing fraud in Connecticut.


          In January 2007, Jeffrey Brett Goodin of California became the first defendant convicted by a jury under the provisions of the CAN-SPAM Act of 2003. He was found guilty of sending thousands of e-mails to America Online users, while posing as AOL's billing department, which prompted customers to submit personal and credit card information. Facing a possible 101 years in prison for the CAN-SPAM violation and ten other counts including wire fraud, the unauthorized use of credit cards, and the misuse of AOL's trademark, he was sentenced to serve 70 months. Goodin had been in custody since failing to appear for an earlier court hearing and began serving his prison term immediately.
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          The Phla-Pher languages form a subgroup of Gbe languages spoken mainly in south-eastern and south-western Benin; some communities are found in south-eastern Togo and south-western Nigeria. The group, comprised of about ten lects, was introduced by H.B. Capo in his 1988 classification of Gbe languages as one of the five main branches of Gbe. Additional research carried out by SIL International in the nineties corroborated many of Capo's findings and led to adjustment of some of his more tentative groupings; in particular, Phla-Pher was divided in an eastern and a western cluster. Phla-Pher is one the smaller Gbe branches in terms of number of speakers. It is also the most linguistically diverse branch of Gbe, due partly to the existence of several geographically separated communities, but mainly because of considerable influence by several non-Gbe languages in the past. Some of the Phla-Pher peoples are thought to be the original inhabitants of the region having intermingled with Gbe immigrants.


          The term Phla-Pher is a conjunction of the names of two major dialects of this grouping. There exist many spelling variants of both names. Phla, pronounced [ʷl], has been previously spelt Pla, Kpla, Xwla, Hwla, and Fla . Pher, pronounced [ʷl] or [ʷr], has been previously spelt Peda, Fida, Pda, and Houda. For simplicity's sake, this article will use the unified standard orthography of Gbe set forth by Capo.


          


          Geography and demography


          
            [image: The Gbe language area. Green spots are languages of the Phla-Pher� cluster according to Capo (1988).]

            
              The Gbe language area. Green spots are languages of the Phla-Pher cluster according to Capo (1988).
            

          


          Most Phla-Pher languages are spoken in the Mono, Atlantique, and Oueme (Weme) provinces of Benin. Alada, a lect that is sometimes included in the Phla-Pher group, is spoken in southwestern Nigeria just southeast of Benin's administrative capital Porto-Novo. One Phla-Pher language, Xwla, is spoken west of the Mono river, along the coast between Anexo (Togo) and Grand Popo (Benin); this language has been called Popo in the past . Fon in its various shapes, representing another branch of Gbe, is the dominant language in this area and communities of Phla-Pher speakers are scattered across the Fon area.


          The Phla-Pher languages are among the least investigated of the Gbe languages. In some cases, barely more is known than the name of a dialect and the village where it is spoken. Because of this, it is difficult to determine the total number of speakers of Phla-Pher languages. A tentative approximation, based on the scanty demographic data available in the Ethnologue, is 400 000 speakers excluding Alada, or 600 000 to 700 000 including Alada.


          


          Capo's initial classification


          Much of the comparative research for Hounkpati B.C. Capo's influential classification of the Gbe languages was carried out in the seventies, and partial results trickled down in the late seventies and early eighties in the form of articles on specific phonological developments in various branches of Gbe. In his 1988 work Renaissance du Gbe, the internal classification of Gbe was published in full for the first time (part of the introduction in his 1991 A Comparative Phonology of Gbe is an English translation of this). In this classification, Phla-Pher is considered one of the five branches of Gbe, the others being Ewe, Gen, Fon, and Aj. According to Capo (1988:15), the Phla-Pher group consists of the following lects:


          
            	Alada (Allada, Arda)  southwest Nigeria, southeast of Porto-Novo.


            	Tɔli (Tori)  Atlantique and Weme province, west of the Ayizɔ area.


            	Tɔfin (Toffi, Tofin)  Weme province, Benin, north of Nokou Lake.


            	Phel (Fida, Pda)  east of Ahme Lake in the Atlantique province of Benin.


            	Phla (Pla, Xwla, Hwla, Popo)  in the coastal borderland of Togo and Benin, between Anexo and Grand Popo.


            	Ayizɔ (Ayizo, Ayize)  Weme province, Benin.


            	Kotafon (Kotafohn)  Mono province, Benin.


            	Tsphɛ (Sahwe, Saxwe)  northern Mono province, Benin.


            	Gbsi (Gbesi)  Mono province, north of Ahme Lake, Benin.


            	Sɛ (Se)  west Mono province, Benin.

          


          Capo grouped the Phla-Pher lects mainly on the basis of a number of shared phonological and morphological features, including the development of proto-Gbe *th and *dh into /s/ and /z/, the retained distinction between *ɛ and *e, and the occurrence of various nominal prefixes.


          Capo noted that the name Phla-Pher is not used by speakers of the various lects which it comprises and that in fact, the Phla-Pher section is less unified than the others . However, according to Capo, their speakers recognise a closer link between the lects listed here than between any of those listed in other [branches]. He marked the Alada variety as an exception, as some people 'consider Alada and the Fon language Gun to be one and the same language'.


          


          Subsequent research


          In the early nineties, the Summer Institute of Linguistics initiated a study to assess which Gbe communities could benefit from existing literacy efforts and whether additional development programs in some of the remaining communities would be needed. Linguistic research carried out in the course of this study was to shed more light on the relations between the various varieties of Gbe. Some of the results of this study were presented in Kluge (2000, 2005, 2006).


          Based on a synchronic analysis of lexical and grammatical features elicited among 49 Gbe varieties, Kluge divided the Gbe languages into three major groupings: western, central, and eastern . The eastern grouping consists of three clusters: Fon (roughly equivalent to Capo's 'Fon' branch), western Phla-Phera, and eastern Phla-Phera (together roughly equivalent to Capo's Phla-Pher languages). Among other things, this part of Kluge's analysis confirmed the uncertainty of the classification of the Alada dialect: some possible results point to inclusion in the Fon group, while others suggest membership of one of the Phla-Pher clusters . Likewise, Kluge's results indicate uncertainty regarding the classification of Ayizo and Kotafon .


          A number of lects considered by Kluge were not included in Capo's research (cf. Capo 1991:14ff), namely Ajra, Daxe, Gbesi, Gbokpa, Movolo, Se, and Seto, all of which Kluge (2000:32, 2005:41ff,47, 2006:74ff,79) classified as Phla-Phera.


          


          Linguistic diversity


          Just like Capo readily admitted the considerable diversity of the Phla-Pher branch, Kluge's analysis did not result in conclusive evidence regarding the exact make-up of the western and eastern Phla-Pher branches  various modes of computation yielded different configurations of the respective dialects (cf. 2000:623, 2005:45ff). The diversity in this subfamily is probably due in part to the fact that the various Phla-Pher communities do not occupy one specific geographical area but are scattered along the coast of the Bight of Benin.


          However, a more substantial reason for the noted diversity is one of historical nature. In a 1979 work on the history of the Gbe peoples (called Adjatado back then), the Catholic missionary Roberto Pazzi pointed out that 'three dialects emerged out of the half-breeding between immigrant groups and the indigenes from Td: they are Gɛ̀n, Shw and Xweɖ.' . The latter two dialects are part of Capo's Phla-Pher branch, and Capo adds that Tsphɛ and Phel have Cbɛ ( Yoruboid) and E̟do respectively as substrata. This contact and intermingling of non-Gbe peoples with Gbe peoples and the influence of this processes on language inevitably diffuses the picture presented by comparative linguistic research. Further research into the historical origins of the Phla and Pher peoples has yet to take place .


          Due to the uncertainty about the internal structure of the eastern Gbe major grouping, the Ethnologue has omitted Phla-Pher altogether from its subclassification of Gbe languages. Some of the lects of Capo's and Kluge's Phla-Pher are included in other branches (for example, Xwla is found under Aja) while others are not included in any subgroup of Gbe (e.g. Xwela).


          
            Retrieved from " http://en.wikipedia.org/wiki/Phla-Pher%C3%A1_languages"
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        Phoenix (spacecraft)


        
          

          
            
              	Phoenix Mars Mission
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              Artist's impression of the Phoenix spacecraft as it lands on Mars
            


            
              	Organization

              	NASA
            


            
              	Major contractors

              	Lockheed Martin
            


            
              	Mission type

              	Lander
            


            
              	Launch date

              	August 4, 2007
            


            
              	Launch vehicle

              	Delta II 7925
            


            
              	Mission duration

              	90 sols, 92.46 days
            


            
              	Decay

              	May 25, 2008(2008-05-25)

              (soft landing on Mars)
            


            
              	NSSDC ID

              	2007-034A
            


            
              	Webpage

              	http://phoenix.lpl.arizona.edu/
            


            
              	Mass

              	350 kg
            

          


          Phoenix is a robotic spacecraft on a space exploration mission on Mars under the Mars Scout Program. The scientists conducting the mission are using instruments aboard the Phoenix lander to search for environments suitable for microbial life on Mars, and to research the history of water there. The multi-agency program is headed by the Lunar and Planetary Laboratory at the University of Arizona, under the direction of NASA's Jet Propulsion Laboratory. The program is a partnership of universities in the United States, Canada, Switzerland, Denmark, Germany, the United Kingdom, NASA, the Canadian Space Agency, the Finnish Meteorological Institute, Lockheed Martin Space Systems, MacDonald Dettwiler & Associates (MDA) and other aerospace companies.


          Phoenix is the sixth successful landing on Mars, out of twelve total attempts (seven of which were American). It is the most recent spacecraft to land successfully on Mars. It is also the first successful landing on a polar region of Mars.


          


          Program overview


          
            [image: A labeled look at NASA's Mars Phoenix Lander.]

            
              A labeled look at NASA's Mars Phoenix Lander.
            

          


          The mission has two goals. One is to study the geologic history of water, the key to unlocking the story of past climate change. The second is to search for evidence of a habitable zone that may exist in the ice-soil boundary, the "biological paydirt." Phoenix's instruments are suitable for uncovering information on the geological and possibly biological history of the Martian Arctic. Phoenix will be the first mission to return data from either of the poles, and will contribute to NASA's main strategy for Mars exploration, "Follow the water."


          The primary mission is anticipated to last 90 sols (Martian days)  just over 92Earth days. Researchers are hoping that the lander will survive into the Martian winter so that it can witness polar ice developing at the spacecraft's exploration area. As much as three feet of solid carbon dioxide ice could appear in the area. Even if it does survive part way into the winter, it is very unlikely that the lander will function throughout the entire winter due to the intense cold. The mission was chosen to be a fixed lander rather than a rover because:


          
            	costs were reduced through reuse of earlier equipment;


            	the area of Mars where Phoenix is landing is thought to be relatively uniform and thus traveling is of less value; and


            	the equipment weight that would be required to allow Phoenix to travel can instead be dedicated to more and better scientific instruments.

          


          The 2003-2004 observations of methane gas on Mars were made remotely by three teams working with separate data. If the methane is truly present in the atmosphere of Mars, then something must be producing it on the planet now, because the gas is broken down by sunlight within 300 years, therefore the importance to search for biological potential or habitability of the Martian arctic's soils. Methane could also be the product of a geochemical process or the result of volcanic or hydrothermal activity. Other future missions may enable us to discover whether life does indeed exist on Mars today.


          


          History of the program


          
            [image: Phoenix during testing in September 2006]

            
              Phoenix during testing in September 2006
            

          


          


          While the proposal for Phoenix was being written, the Mars Odyssey Orbiter used its gamma ray spectrometer and found the distinctive signature of hydrogen on some martian surface. The only plausible source of hydrogen would be water in the form of ice, frozen below the surface of Mars. The mission was funded on the expectation that Phoenix would find water ice on the arctic plains of Mars. In August 2003 NASA selected the University of Arizona "Phoenix" mission for launch in 2007. It was hoped this would be the first in a new line of smaller, low-cost, Scout missions in the agency's exploration of Mars program. The selection was the result of an intense two-year competition with proposals from other institutions. The $325 million NASA award is more than six times larger than any other single research grant in University of Arizona history.


          Peter H. Smith of the University of Arizona Lunar and Planetary Laboratory, as Principal Investigator, along with 24 Co-Investigators, were selected to lead the mission. The mission was named after the Phoenix, a mythological bird that is repeatedly reborn from its own ashes. The Phoenix spacecraft contains several previously built components. The lander used for the 200708 mission is the modified Mars Surveyor 2001 Lander (canceled in 2000), along with several of the instruments from both that and the previous unsuccessful Mars Polar Lander mission. Lockheed Martin, which built the lander, had kept the nearly complete lander in an environmentally controlled clean room from 2001 until the mission was funded by the NASA Scout Program.


          Phoenix is a partnership of universities, NASA centers, and the aerospace industry. The science instruments and operations will be a University of Arizona responsibility. NASA's Jet Propulsion Laboratory in Pasadena, California, will manage the project and provide mission design and control. Lockheed Martin Space Systems, Denver, Colorado, built and tested the spacecraft. The Canadian Space Agency will provide a meteorological station, including an innovative Laser-based atmospheric sensor. The co-investigator institutions include Malin Space Science Systems (California), Max Planck Institute for Solar System Research (Germany), NASA Ames Research Centre (California), NASA Johnson Space Centre (Texas), MDA (Canada), Optech Incorporated (Canada), SETI Institute, Texas A&M University, Tufts University, University of Colorado, University of Copenhagen (Denmark), University of Michigan, University of Neuchtel (Switzerland), University of Texas at Dallas, University of Washington, Washington University in St. Louis, and York University (Canada). Scientists from Imperial College London and Bristol University have provided hardware for the mission and will be part of the team operating the microscope station.


          On June 2, 2005, following a critical review of the project's planning progress and preliminary design, NASA approved the mission to proceed as planned. The purpose of the review was to confirm NASA's confidence in the mission.


          


          Launch


          
            [image: Phoenix is launched atop a Delta II 7925 rocket]

            
              Phoenix is launched atop a Delta II 7925 rocket
            

          


          
            [image: Noctilucent cloud created from the launch vehicle's exhaust gas.]

            
              Noctilucent cloud created from the launch vehicle's exhaust gas.
            

          


          Phoenix was launched on 4 August 2007, at 5:26:34 a.m. EDT (09:26:34 UTC) on a Delta 7925 launch vehicle from Pad 17-A of the Cape Canaveral Air Force Station. The launch was nominal with no significant anomalies. The Phoenix lander was placed on a trajectory of such precision that its first trajectory course correction burn, performed on 10 August 2007 at 7:30a.m. EDT (11:30UTC), was only 18m/s. The launch took place during a launch window extending from 3 August 2007 to 24 August 2007. Due to the small launch window the rescheduled launch of the Dawn mission (originally planned for 7 July) had to stand down and was launched after Phoenix in September. The Delta 7925 was chosen due to its successful launch history, which includes launches of the Spirit and Opportunity Mars Exploration Rovers in 2003 and Mars Pathfinder in 1996.


          A noctilucent cloud was created by the exhaust gas from the Delta II 7925 rocket used to launch Phoenix. The cloud took on not only the appearance of the mythical phoenix bird, but also the red and blue colors of the Phoenix Mars Lander logo. The colors in the cloud formed from the prism-like effect of the ice particles present in the exhaust trail.


          
            
              [image: Mars Reconnaissance Orbiter (MRO) imaged Phoenix (lower left corner) in the line of sight to the 10-km-wide Heimdall Crater (the craft is actually 20 km in front of it).]


              
                Mars Reconnaissance Orbiter (MRO) imaged Phoenix (lower left corner) in the line of sight to the 10-km-wide Heimdall Crater (the craft is actually 20 km in front of it).
              

            


            
              [image: MRO imaged Phoenix suspended from its parachute during descent through the Martian atmosphere.]


              
                MRO imaged Phoenix suspended from its parachute during descent through the Martian atmosphere.
              

            

          


          


          Landing


          The Jet Propulsion Laboratory made adjustments to the orbits of three satellites around Mars to be in the right place on May 25, 2008 to observe Phoenix as it entered the atmosphere and to monitor it up to one minute after landing. This information will allow for better design for future landers. The projected landing area was an ellipse 100km by 20km covering terrain which has been informally named " Green Valley" and may contain the largest concentration of water ice outside of the poles.


          Phoenix entered the Martian atmosphere at nearly 21,000km (13,000miles) per hour, and within 7minutes had to be able to decrease its speed to 8km (5miles) per hour before touching down on the surface. Confirmation of atmospheric entry was received at 4:46p.m. PDT (23:46 UTC). Radio signals received at 4:53:44p.m. PDT confirmed that Phoenix had survived its difficult descent and landed 15minutes earlier, thus completing a 680million km (422million mile) flight from Earth.


          Parachute deployment was about 7 seconds later than expected, leading to a landing position some 2528km long (east), near the edge of the predicted 99% landing ellipse. The reason for this delay is not yet publicly known.


          Mars Reconnaissance Orbiter's High Resolution Imaging Science Experiment (HiRISE) camera photographed Phoenix suspended from its parachute during its descent through the Martian atmosphere. This marks the first time ever one spacecraft has photographed another in the act of landing on a planet (the Moon not being a planet, but a satellite). The same camera also imaged Phoenix on the surface with enough resolution to distinguish the lander and its two solar cell arrays. Ground controllers used Doppler tracking data from Odyssey and Mars Reconnaissance Orbiter to determine the lander's precise location as 68.218830N 234.250778E. The landing site is here on the Google Mars web-based map and here on the NASA World Wind planetary viewer (free installation required; "MOLA Colour (ASU)" is the Google image).
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                Landing site
              

            


            
              [image: MRO image of Phoenix on the surface of Mars. Also see a larger image showing the parachute / backshell and heat shield.]


              
                MRO image of Phoenix on the surface of Mars. Also see a larger image showing the parachute / backshell and heat shield.
              

            

          


          Phoenix landed in the Green Valley of Vastitas Borealis on May 25, 2008, in the late Martian northern hemisphere spring ( Ls = 76.73), where the Sun will shine on its solar panels the whole Martian day. By the Martian northern Summer solstice ( 2008- 06-25), the Sun will appear at its maximum elevation of 47.0degrees. Phoenix will experience its first sunset at the start of September 2008.


          The landing was made on a flat surface, with the lander reporting only 0.3degrees of tilt. Just before landing, the craft used its thrusters to orient its solar panels along an east-west axis to maximize power generation. The lander waited 15minutes before opening its solar panels, to allow dust to settle. The first images from the lander became available around 7:00p.m. PDT ( 2008- 05-26 02:00UTC). The images show a surface strewn with pebbles and incised with small troughs into polygons about 5m across and 10cm high, with the expected absence of large rocks and hills.


          Like the 1970s era Viking spacecraft, Phoenix used rocket motors for its final descent. Experiments conducted by Nilton Renno, mission co-investigator from the University of Michigan, and his students have investigated how much surface dust would be kicked up on landing. Researchers at Tufts University, led by co-investigator Sam Kounaves, will be conducting additional in depth experiments to identify the extent of the ammonia contamination from the hydrazine propellant and its possible effects on the chemistry experiments. In 2007, a report to the American Astronomical Society by Washington State University professor Dirk Schulze-Makuch, suggested that Mars might harbour peroxide- based life forms which the Viking landers failed to detect because of the unexpected chemistry. The hypothesis was proposed long after any modifications to Phoenix could be made. One of the Phoenix mission investigators, NASA astrobiologist Chris McKay, stated that the report "piqued his interest" and that ways to test the hypothesis with Phoenix's instruments would be sought.


          


          Surface mission


          


          Communications from the surface


          
            [image: Approximate-color photomosaic of cryoturbation polygons due to the Martian permafrost.]

            
              Approximate-colour photomosaic of cryoturbation polygons due to the Martian permafrost.
            

          


          The robotic arm's first movement was delayed by one day when, on May 27, 2008, commands from Earth were not relayed to the Phoenix lander on Mars. The commands went to NASA's Mars Reconnaissance Orbiter as planned, but the orbiter's Electra UHF radio system for relaying commands to Phoenix temporarily shut off. Without new commands, the lander instead carried out a set of activity commands sent May 26 as a backup. On May 27 the Mars Reconnaissance Orbiter relayed images and other information from those activities back to Earth.


          "Phoenix is in perfect health," JPL's Barry Goldstein, Phoenix project manager, said Wednesday morning, May 28, 2008.


          Scientists leading NASA's Phoenix Mars mission from the University of Arizona in Tucson sent commands to unstow its robotic arm and take more images of its landing site on May 28.


          "We appear to have landed where we have access to digging down a polygon trough the long way, digging across the trough, and digging into the centre of a polygon. We've dedicated this polygon as the first national park system on Mars -- a "keep out" zone until we figure out how best to use this natural Martian resource", Imager co-investigator Mark Lemmon of Texas A&M University said.


          The robotic arm was a critical part of the Phoenix Mars mission. It was needed to trench into the icy layers of northern polar Mars and deliver samples to instruments that would analyze what Mars is made of, what its water is like, and whether it is or has ever been a possible habitat for life.


          Robotic arm manager Bob Bonitz of NASA's Jet Propulsion Laboratory, Pasadena, Calif., explained how the arm was to be unstowed on May 28. "It's a series of seven moves, beginning with rotating the wrist to release the forearm from its launch restraint. Another series of moves releases the elbow from its launch restraints and moves the elbow from underneath the biobarrier."


          The polygonal cracking in this area had previously been observed from orbit, and is similar to patterns seen in permafrost areas in polar and high altitude regions of Earth. A likely formation mechanism is that permafrost ice contracts when the temperature decreases, creating a polygonal pattern of cracks, which are then filled by loose soil falling in from above. When the temperature increases and the ice expands back to its former volume, it thus cannot assume its former shape, but is forced to buckle upwards. (On Earth, liquid water would probably enter at times along with soil, creating additional disruption due to ice wedging when the contents of the cracks freeze.)


          The Lander's Robotic Arm touched soil on the red planet for the first time on May 31, 2008. It scooped dirt and started sampling the Martian soil for ice. The robotic arm started digging after days of testing. Phoenix's Robotic Arm Camera took an image underneath the lander on sol 5 (see below) that shows patches of smooth bright surface uncovered when thruster exhaust blew off overlying loose soil. It is speculated that this may be ice. Ray Arvidson of Washington University in St. Louis said: "We could very well be seeing rock, or we could be seeing exposed ice in the retrorocket blast zone."


          


          Possible presence of shallow subsurface water ice


          On June 19, 2008, NASA announced that dice-sized clumps of bright material in the "Dodo-Goldilocks" trench dug by the robotic arm had vanished over the course of four days, suggesting that they were composed of water ice which sublimated following exposure (see images below). While dry ice also sublimates, under the conditions present it would do so at a rate much faster than observed.


          


          Wet Chemistry


          On June 24, 2008, NASA's scientists launched a major series of tests. The robotic arm scooped up more soil and delivered it to 3 different on-board analyzers: an oven that baked it and tested the emitted gases, a microscopic imager, and a wet chemistry lab. The lander's Robotic Arm scoop was positioned over the Wet Chemistry Lab delivery funnel on Sol 29 (the 29th Martian day after landing, i.e. June 24, 2008). The soil was transferred to the instrument on Sol 30 ( June 25, 2008), and Phoenix performed the first wet chemistry tests. On Sol 31 ( June 26, 2008) Phoenix returned the wet chemistry test results with information on the salts in the soil, and its acidity. The wet chemistry lab is part of the suite of tools called the Microscopy, Electrochemistry and Conductivity Analyzer (MECA).


          Preliminary wet chemistry lab results showed the surface soil is moderately alkaline, between pH 8 and 9. Magnesium, sodium, potassium and chloride ions were found; the overall level of salinity is modest. Chloride levels were low, and thus the bulk of the anions present were not initially identified. The pH and salinity level were viewed as benign from the standpoint of biology. TEGA analysis of its first soil sample indicated the presence of bound water and CO2 that were released during the final (highest-temperature, 1,000C) heating cycle.
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                    The first two trenches dug by Phoenix in Martian soil. The trench on the right, informally called "Baby Bear", is the source of the first samples delivered to TEGA and the optical microscope for analysis.
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                    Dice-sized clumps of bright material in the enlarged "Dodo-Goldilocks" trench vanished over the course of four days, implying that they were composed of ice which sublimated following exposure.
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                    Colour versions of the photos showing ice sublimation, with the lower left corner of the trench enlarged in the insets in the upper right of the images.
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                    Phoenix footpad image, taken over 15 minutes after landing to ensure any dust stirred up had settled.
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                    One of the first surface images from Phoenix.
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                    View underneath lander towards south foot pad, showing patchy exposures of a bright surface, possibly ice.

                  

                

              
            

          


          
            
              	
            

          


          
            [image: Landing site panorama. The top portion is vertically exaggerated.]


            
              Landing site panorama. The top portion is vertically exaggerated.
            

          


          A 360-degree panorama assembled from images taken on sols 1 and 3 after landing. The upper portion has been vertically stretched by a factor of 8 to bring out details. Visible near the horizon at full resolution are the backshell and parachute (a bright speck above the right edge of the left solar array, about 300 m distant) and the heat shield and its bounce mark (two end-to-end dark streaks above the centre of the left solar array, about 150 m distant); on the horizon, left of the weather mast, is a crater. (Scroll right if you do not initially see them.)
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                    Comparison between polygons photographed by Phoenix on Mars...
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                    ... and as photographed (in false colour) from Mars orbit...
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                    ... with patterned ground on Devon Island in the Canadian Arctic, on Earth.

                  

                

              
            

          


          
            
              	
            

          


          


          Hardware Overview


          Lander systems include a RAD6000 based computer system for commanding the spacecraft and handling data, and a digital telecommunications system that can communicate directly with Earth or via Mars Odyssey, Mars Reconnaissance Orbiter, or Mars Express, all now using turbo codes for error correction. The interconnections use the Proximity-1 protocol.


          Other parts of the lander are an electrical system containing solar arrays and batteries, a guidance system to land the spacecraft, eight 1.0lbf (4.4N) and 5.0lbf (22N) monopropellant hydrazine engines built by Aerojet-Redmond Operations for the cruise phase, twelve 68.0lbf (302N) Aerojet monopropellant hydrazine thrusters to land the Phoenix, mechanical and structural elements, and a thermo-control system to ensure the spacecraft does not get too cold.


          The lander has a mass of 350kg, and measures 2.2m tall by 5.5m long with its solar panels deployed. The science deck is about 1.5m in diameter.


          


          Scientific payload
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          Phoenix carries improved versions of University of Arizona panoramic cameras and volatiles-analysis instrument from the ill-fated Mars Polar Lander, as well as experiments that had been built for the canceled Mars Surveyor 2001 Lander, including a JPL trench-digging robot arm, a set of wet chemistry laboratories, and optical and atomic force microscopes. The science payload also includes a descent imager and a suite of meteorological instruments.


          


          Robotic arm and camera


          
            [image: The robotic digging arm. Left: at landing, with covering in place. Right: the next day, with covering pushed aside.]

            
              The robotic digging arm. Left: at landing, with covering in place. Right: the next day, with covering pushed aside.
            

          


          The Robotic Arm (RA) is designed to extend 2.35m from its base on the lander, and have the ability to dig down to 0.5m below the surface. It will take samples of dirt and ice that will be analyzed by other instruments on the lander. The arm was designed and built for the Jet Propulsion Laboratory by Alliance Spacesystems, LLC (a subsidiary of MacDonald Dettwiler & Associates (MDA)) in Pasadena, California. Commands were sent for the arm to be deployed on May 28, 2008, beginning with the pushing aside of a protective covering intended to serve as a redundant precaution against potential contamination of Martian subsoil by Earthly lifeforms. The Robotic Arm Camera (RAC) attached to the Robotic Arm just above the scoop is able to take full-colour pictures of the area, as well as verify the samples that the scoop will return, and examine the grains of the area where the Robotic Arm has just dug. The camera was made by the University of Arizona and Max Planck Institute for Solar System Research, Germany.


          
            [image: Surface Stereo Imager (SSI) built by the University of Arizona.]

            
              Surface Stereo Imager (SSI) built by the University of Arizona.
            

          


          


          Surface stereo imager


          The Surface Stereo Imager (SSI) is the primary camera on the spacecraft. It is a stereo camera that is described as "a higher resolution upgrade of the imager used for Mars Pathfinder and the Mars Polar Lander". It is expected to take many stereo images of the Martian Arctic. It will also be able, using the Sun as a reference, to measure the atmospheric distortion of the Martian atmosphere due to dust, air and other features. The camera was provided by the University of Arizona in collaboration with the Max Planck Institute for Solar System Research.



          


          Thermal and evolved gas analyzer
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              Thermal and Evolved Gas Analyzer (TEGA).
            

          


          The Thermal and Evolved Gas Analyzer (TEGA) is a combination of a high-temperature furnace with a mass spectrometer. It will be used to bake samples of Martian dust, and determine the content of this dust. It has eight ovens, each about the size of a large ball-point pen, which will be able to analyze one sample each, for a total of eight separate samples. Team members can measure how much water vapor and carbon dioxide gas are given off, how much water ice the samples contain, and what minerals are present that may have formed during a wetter, warmer past climate. The instrument will also be capable of measuring any organic volatiles, such as methane, down to 10 ppb. TEGA was built by the University of Arizona and University of Texas at Dallas.


          On May 29, 2008, electrical tests indicated an intermittent short circuit in TEGA . Specifically, the glitch is in one of the two filaments responsible for ionizing volatiles. NASA worked around the problem by configuring the backup filament as the primary and vice-versa.


          On June 11 the first of the eight ovens was filled with the a soil sample after several tries to get the soil sample through the screen of TEGA. On June 17, it was announced that no water was found in this sample; however, since it had been exposed to the atmosphere for several days prior to entering the oven, any initial water ice it might have contained could have been lost via sublimation.


          


          Mars Descent Imager


          
            [image: Mars Descent Imager built by Malin Space Science Systems.]

            
              Mars Descent Imager built by Malin Space Science Systems.
            

          


          The Mars Descent Imager ("MARDI") was intended to take pictures of the landing site during the last three minutes of descent. As originally planned, it would have begun taking pictures after the aeroshell departed, about 8km above the Martian soil.


          Before launch, testing of the assembled spacecraft uncovered a potential data corruption problem with an interface card that was designed to route MARDI image data as well as data from various other parts of the spacecraft. The potential problem could occur if the interface card were to receive a MARDI picture during a critical phase of the spacecraft's final descent, at which point data from the spacecraft's Inertial Measurement Unit could have been lost; this data was critical to controlling the descent and landing. This was judged to be an unacceptable risk, and it was decided to not use MARDI during the mission. As the flaw was discovered too late for repairs, the camera remains installed on Phoenix; it was not used to take pictures, nor was its built-in microphone used.


          After launch, an alternative plan was developed for MARDI to capture a single image during descent; but it was determined that this would have required changes to the timing of events during descent, so the alternative plan was also discarded, in favour of reducing risk.


          MARDI images had been intended to help pinpoint exactly where the lander has landed, and possibly help find potential science targets. It was also to be used to learn if the area where the lander lands is typical of the surrounding terrain. MARDI was built by Malin Space Science Systems.


          MARDI is the lightest and most efficient camera ever to land on Mars. It would have used only 3 watts of power during the imaging process, less than most other space cameras. It had originally been designed and built to perform the same function on the Mars Surveyor 2001 Lander mission; after that mission was canceled, MARDI spent several years in storage until it was deployed on the Phoenix lander.


          


          Microscopy, electrochemistry, and conductivity analyzer


          
            [image: A prototype wet chemistry beaker showing some of the electrochemistry sensors on the sides of the beaker.]

            
              A prototype wet chemistry beaker showing some of the electrochemistry sensors on the sides of the beaker.
            

          


          The Microscopy, Electrochemistry, and Conductivity Analyzer (MECA) is an instrument package originally designed for the canceled Mars Surveyor 2001 Lander mission. It consists of a wet chemistry lab (WCL), optical and atomic force microscope, and a thermal and electrical conductivity probe. The Jet Propulsion Laboratory built MECA. A Swiss consortium led by the University of Neuchatel contributed the atomic force microscope.


          Using MECA, researchers will examine soil particles as small as 16 m across; additionally, they will determine the chemical composition of water soluble ions in the soil. They will measure electrical and thermal conductivity of soil particles using a probe on the robotic arm scoop.


          Optical microscope


          The optical microscope is capable of making images of the Martian regolith with a resolution of 256 pixels/mm or 16 microns/pixel. The field of view of the microscope is a 2x2 mm sample holder to which the robotic arm delivers the sample. The sample is illuminated either by 9 red, green and blue LEDs or by 3 LEDs emitting ultraviolet light. The electronics for the readout of the CCD chip are shared with the robotic arm camera which has an identical CCD chip. The University of Arizona designed the optical microscope.


          


          Atomic force microscope


          The atomic force microscope has access to a small area of the sample delivered to the optical microscope. The instrument scans over the sample with one of 8 silicon crystal tips and measures the repulsion of the tip from the sample. The maximum resolution will be 0.1 microns. It was designed by the University of Neuchatel.


          


          Wet chemistry lab


          
            [image: Illustration of how the wet chemistry lab onboard Phoenix mixes a Martian soil sample with water]

            
              Illustration of how the wet chemistry lab onboard Phoenix mixes a Martian soil sample with water
            

          


          Tufts University developed reagents and sensors for the wet chemistry lab. Imperial College London provided the microscope sample substrates.


          The robotic arm will scoop up some soil, put it in one of four wet chemistry lab cells, where water will be added, and while stirring, an array of electrochemical sensors will measure a dozen dissolved ions such as sodium, magnesium, calcium, and sulfate that have leached out from the soil into the water. This will provide information on the biological compatibility of the soil, both for possible indigenous microbes and for possible future Earth visitors. Sensors will also measure the pH and conductivity of the soil-water mixture, telling if the wet soil is super acidic or alkaline and salty, or full of oxidants that can destroy life.


          Every wet chemistry cell has 26 chemical sensors and a temperature sensor. The polymer Ion Selective Electrodes are able to determine the concentration of ions by measuring the change of electric potential within the sensor, which is separated from the wet chemistry cell by an ion selective membrane. The two gas sensing electrodes for oxygen and carbon dioxide work on the same principle and are separated from the wet chemistry cell by a gas permeable membrane. A gold micro-electrode array is used for the Cyclic voltammetry and Anodic Stripping Voltammetry. Cyclovoltammetry is a method to study ions by applying a waveform of varying potential and measuring the current-voltage curve. Anodic Stripping Voltammetry first deposits the metals onto the gold electrode with an applied potential. After the potential is reversed the current is measured while the metals are stripped off the electrode.


          The first measurement indicated that the surface layer contains water soluble salts and has a pH between 8 and 9.


          


          Thermal and Electrical Conductivity Probe (TECP)


          The MECA contains a Thermal and Electrical Conductivity Probe (TECP). TECP has four short fat probes and one port on the side of the housing that will make the following measurements:


          
            	Martian Soil ( Regolith) temperature


            	Humidity


            	Thermal conductivity


            	Electrical conductivity


            	Dielectric permittivity


            	Wind speed


            	Atmospheric temperature

          


          Three of the four probes have tiny heating elements and temperature sensors inside them. One probe uses internal heating elements to send out a pulse of heat, recording the time the pulse is sent and monitoring the rate at which the heat is dissipated away from the probe. Adjacent needles sense when the heat pulse arrives. The speed that the heat travels away from the probe as well as the speed that it travels between probes allows scientists to measure thermal conductivity specific heat (the ability of the regolith to conduct heat relative to its ability to store heat) and thermal diffusivity (the speed at which a thermal disturbance is propagated in the soil).


          The probes will also measure the dialectric permittivity and electrical conductivity, which can be used to calculate moisture and salinity of the regolith.


          Needles 1 and 2 work in conjunction to measure salts in the regolith, heat the soil to measure thermal properties (thermal conductivity, specific heat and thermal diffusivity) of the regolith, and measure soil temperature. Needles 3 and 4 measure liquid water in the regolith. Needle 4 is a reference thermometer for needles 1 and 2. Port 5 measures relative humidity.


          


          Meteorological station


          The Meteorological Station (MET) will record the daily weather during the course of the Phoenix mission. It is equipped with a wind indicator and pressure and temperature sensors. The MET also contains a LIDAR (light detection and ranging) device for sampling the number of dust particles in the air. It was designed in Canada and supported by the Canadian Space Agency. A team headed by York University will oversee the science operations of the station. The York University team includes contributions from the University of Alberta, University of Aarhus (Denmark), Dalhousie University, Finnish Meteorological Institute, Optech, and the Geological Survey of Canada. Canadarm maker MacDonald Dettwiler and Associates (MDA) of Richmond, B.C. built the MET.


          
            [image: Meteorological Station (MET) built by the Canadian Space Agency.]

            
              Meteorological Station (MET) built by the Canadian Space Agency.
            

          


          
            [image: Phoenix deployed and then imaged the MET weather mast that holds the wind-strength and direction-measuring telltale at a height of 2.3�m. This enhanced image shows wind from the northeast on Sol 3.]

            
              Phoenix deployed and then imaged the MET weather mast that holds the wind-strength and direction-measuring telltale at a height of 2.3m. This enhanced image shows wind from the northeast on Sol 3.
            

          


          The surface wind velocity, pressure and temperatures will also be monitored over the mission (from the tell-tale, pressure and temperature sensors) and show the evolution of the atmosphere with time. To measure dust and ice contribution to the atmosphere, a LIDAR is employed. The LIDAR collects information about the time-dependent structure of the planetary boundary layer by investigating the vertical distribution of dust, ice, fog and clouds in the local atmosphere.


          There are three temperature sensors ( thermocouples) on a 1 m vertical mast (shown at left in it's stowed position) at heights of approximately 250, 500 and 1000mm above the lander deck. The sensors are referenced to a measurement of absolute temperature at the base of the mast. A pressure sensor built by Finnish Meteorological Institute is located in the Payload Electronics Box, which sits on the surface of the deck, and houses the acquisition electronics for the MET payload. The Pressure and Temperature sensors commenced operations on Sol 0 ( May 26, 2008), and operate continuously, sampling once every 2 seconds.


          The Telltale is a joint Canadian, Danish instrument (right) which provides a course estimate of wind speed and direction. The speed is based on the amount of deflection from vertical that is observed, while the wind direction is provided by which way this deflection occurs. A mirror, located under the telltale, and a calibration "cross," above (as observed through the mirror) are employed to increase the accuracy of the measurement. Either the SSI or RAC cameras can make this measurement, though the former is typically used. Periodic observations both day and night aid in understanding the diurnal variability of wind at the Phoenix landing site.


          


          The vertical pointing LIDAR detects multiple types of backscattering (for example Rayleigh scattering and Mie Scattering), with the delay between laser pulse generation and the return of light scattered by atmospheric particles determining the altitude at which scattering occurs. Additional information can be obtained from backscattered light at different wavelengths (colors), and the Phoenix system transmits both 532nm and 1064nm. Such wavelength dependence may make it possible to discriminate between ice and dust, and serve as an indicator of the effective particle size.


          


          The Phoenix LIDAR laser is a passive Q-switched Nd:YAG laser with the dual wavelengths of 1064nm and 532nm. It operates at 100Hz with a pulse width of 10 ns. The scattered light is received by two detectors that operate (green and IR) and the green signal is collected in both analog and photon counting modes.


          The LIDAR was operated for the first time at noon on Sol 3 ( May 29, 2008), recording the first surface extraterrestrial atmospheric profile. This first profile indicated well mixed dust in the first few kilometers of the atmosphere, where the planetary boundary layer was observed by a marked decrease in scattering signal. The contour plot (right) shows the amount of dust as a function of time and altitude, with warmer colors (red-orange) indicating more dust, and cooler colors (blues-green), indicating less dust. There is also an instrumentation effect of the laser warming up, causing the appearance of dust increasing with time. A Layer at 3.5km can be observed in the plot, which could be extra dust, or less likely given the time of sol this was acquired, a low altitude ice cloud.


          The image at left shows the LIDAR operating on Mars, with its telescope (large black tube); laser window (small tube in foreground); shrouded in its thermal blanket. The system with the cover closed is shown below in celebration of ( July 1, 2008), Canada Day. The pink hue is due to airborne dust collecting on the blanket.


          
            Image:Ohcanada2.jpg
          


          


          The Phoenix DVD


          
            [image: The Planetary Society's "Phoenix DVD", on Mars.]

            
              The Planetary Society's "Phoenix DVD", on Mars.
            

          


          Attached to the deck of the lander (next to the US flag) is the "Phoenix DVD", compiled by the Planetary Society. The disc contains Visions of Mars, a multimedia collection of literature and art about the Red Planet. Works include the text of H.G. Wells' War of the Worlds (and the radio broadcast by Orson Welles), Percival Lowell's Mars as the Abode of Life with a map of his proposed canals, Ray Bradbury's The Martian Chronicles, and Kim Stanley Robinson's Green Mars. There are also messages directly addressed to future Martian visitors or settlers from, among others, Carl Sagan and Arthur C. Clarke. In 2006, The Planetary Society collected a quarter million names submitted through the Internet and placed them on the disc, which claims, on the front, to be "the first library on Mars".


          The Phoenix DVD is made of a special silica glass designed to withstand the Martian environment, lasting for hundreds (if not thousands) of years on the surface while it awaits discoverers.


          The text just below the centre of the disk reads:


          This archive, provided to the NASA Phoenix mission by The Planetary Society, contains literature and art (Visions of Mars), greetings from Mars visionaries of our day, and names of 21st century Earthlings who wanted to send their names to Mars. This DVD-ROM is designed to be read on personal computers in 2007. Information is stored in a spiral groove on the disc. A laser beam can scan the groove when metallized or a microscope can be used. Very small bumps and holes represent the zeroes and ones of digital information. The groove is about 0.74 microns wide. For more information refer to the standards document ECMA-268 (80 mm DVD Read-Only Disk).
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        Phonograph cylinder


        
          

          The earliest method of recording and reproducing sound was on phonograph cylinders. Commonly known simply as "records" in their era of greatest popularity (c. 18881915), these cylinder shaped objects had an audio recording engraved on the outside surface which could be reproduced when the cylinder was played on a mechanical phonograph. The competing disc-shaped gramophone record system triumphed in the market place to become the dominant commercial audio medium in the 1910s, and commercial mass production of phonograph cylinders ended in 1929.


          
            [image: Two Edison cylinder records (on either end) and their cardboard storage cartons (center).]

            
              Two Edison cylinder records (on either end) and their cardboard storage cartons (centre).
            

          


          


          Early development of the phonograph cylinder
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                    Portion of the label on the outside of a Columbia Records cylinder package, before 1901. Note the title of the recording is hand written on the label.
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                    Rim of Edison "Blue Amberol" cylinder
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                    Proper way to hold a cylinder record: put fingers on the inside; do not touch the outer surface which has the recording.
                  

                

              
            

          


          The phonograph was conceived by Thomas Edison on 18 July 1877 for recording telephone messages, his first test using waxed paper. In early production versions the recordings were done on the outside surface of a strip of tinfoil wrapped around a rotating metal cylinder. By the 1880s wax cylinders were mass marketed. These had sound recordings in the grooves on the outside of hollow cylinders of slightly soft wax. These cylinders could easily be removed and replaced on the mandrel of the machine which played them. Early cylinder records would commonly wear out after they were played a few dozen times. The buyer could then either bring the worn cylinders back to the dealer to be traded in as partial credit for purchase of new recordings, or have their surface shaved smooth so new recordings could be made on them. In 1890 Charles Tainter patented the use of hard carnauba wax as a replacement for the common mixture of paraffin and beeswax used on phonograph cylinders.


          Early cylinder machines of the late 1880s and the 1890s were often sold with recording attachments. The ability to record as well as play back sound was an advantage to cylinder phonographs over the competition from cheaper disc record phonographs which began to be mass marketed at the end of the 1890s, as the disc system machines could be used only to play back pre-recorded sound.


          In the earliest stages of phonograph manufacturing various competing incompatible types of cylinder recordings were made. A standard system was decided upon by Edison Records, Columbia Phonograph, and other companies in the late 1880s. The standard cylinders were about 4 inches (10 cm) long, 2 inches in diameter, and played about two minutes of music or other sound.


          


          Commercial packaging


          Cylinders were sold in cardboard tubes, with cardboard lids at each end. These containers helped protect the recordings. These containers and the shape of the cylinders (together with the "tinny" sound of early records compared to live music) prompted bandleader John Philip Sousa to deride the records as canned music. Record companies usually had a generic printed label on the outside of the cylinder package, with no indication of the identity of the individual recording inside. Early on such information would be written on the labels by hand, one at a time. Slightly later, the record number would be stamped on the top lid, then a bit later the title and artist of the recording would be printed on to labels on the lid. Shortly after the start of the 20th century, an abbreviated version of this information (together with the name of the record company) would be printed or impressed on to one edge of the cylinder itself. Previously the actual cylinders had no such visual identification. However they would have a spoken announcement of the song or performance title, recording artist, and record company recorded on to the beginning of the recording.


          Small paper inserts with the recording information were placed inside the package with the cylinders. At first this was hand written or typed on each slip, but printed versions became more common once cylinders of certain songs were sold in large enough quantities to make this economically practical. Note that in the example in the image below, from Edison Records, 1902, the consumer is invited to cut out the circle with printed information. This paper circle could then be pasted either to the lid of the cylinder container, or (as this example prompts) to a spindle for this cylinder in specially built cabinets for holding cylinder records which were marketed by record companies. Only a minority of cylinder record customers purchased such cabinets, however.


          


          Further improvements of commercial cylinders


          Over the years the type of wax used in cylinders was improved and hardened so that cylinders could be played over 100 times. In 1902 Edison Records launched a line of improved hard wax cylinders marketed as "Edison Gold Moulded Records".


          


          Hard plastic replaces wax


          In 1906 the Indestructible Record Company began mass marketing cylinder records made of celluloid, an early hard plastic, that would not break if dropped and could be played thousands of times without wearing out. This hard inflexible material could not be shaved and recorded over like wax cylinders, but had the advantage of being a nearly permanent record. (Such "Indestructible" style cylinders are arguably the most durable form of sound recording produced in the entire era of analogue audio before the introduction of digital audio; they can withstand a great number more playbacks before wearing out than such later media as the vinyl record or audio tape.) This superior technology was purchased by the Columbia Phonograph Company. The Edison company then developed their own type of long lasting cylinder, consisting of a type of plastic called Amberol around a plaster core; these were called Amberol cylinders. Around the same time Edison introduced 4 minute cylinders, having twice the playing time of the old standard cylinder, achieved simply by shrinking the groove size and spacing them twice as close together in the spiral around the cylinder. Most (but not all) Amberol cylinders are of the four-minute variety. Edison phonographs for playing these improved cylinder records were called Amberolas. See also: Blue Amberol Records.


          


          Cylinders versus discs


          In the era before World War I phonograph cylinders and disc records competed with each other for public favour.


          The audio fidelity of a sound groove is not inherently better if it is engraved on either a disc or a cylinder, and the competition was due to other factors.


          


          Advantages of cylinders


          The cylinder system had certain advantages. As noted, wax cylinders could be used for home recordings, and "indestructible" types could be played over and over many more times than the disc. Cylinders usually rotated at a greater speed than discs, creating a greater linear velocity of the stylus in the groove. In theory, this would provide better audio fidelity. Furthermore, since constant angular velocity translates into constant linear velocity (the radius of the spiral track is constant), cylinders were also free from inner groove problems suffered by disc recordings. Around 1900 cylinders on average were indeed of notably higher audio quality than contemporary discs, but as disc makers improved their technology by 1910 the fidelity differences between better discs and cylinders became minimal.


          Cylinder phonographs generally used a worm gear to move the stylus in synchronization with the grooves of the recording, whereas most disc machines relied on the grooves to pull the stylus along. This resulted in cylinder records played a number of times having less degradation than discs, but this added mechanism made cylinder machines more expensive.


          


          Advantages of discs


          Both the disc records and the machines to play them on were cheaper to mass-produce than the products of the cylinder system. Disc records were also easier and cheaper to store in bulk, as they could be stacked, or when in paper sleeves put in rows on shelves like books.


          Many cylinder phonographs used a belt to turn the mandrel; slight slippage of this belt could make the mandrel not turn evenly, thus resulting in pitch fluctuations. Disc phonographs using a direct system of gears could not really turn unevenly; the heavy metal turntable of disc machines acted as a flywheel, helping to minimize speed wobble.


          In 1908 Columbia Records introduced mass production of disc records with recordings pressed on both sides, which soon became the industry standard. Patrons of disc records could now get two recordings for less than the price of one on cylinder.


          Mention should also be made of the superior advertising and promotion done by the disc companies, most notably by the Victor Talking Machine Company in the United States and the Gramophone Company/ HMV in the Commonwealth. Great singers like Enrico Caruso were hired to record exclusively, helping put the idea in the public mind that that company's product was superior.


          


          The end of cylinders


          Cylinder recordings continued to compete with the growing disc record market into the 1910s, when discs won the commercial battle. In that decade Columbia (which had been making both discs and cylinders) switched exclusively to discs, and Edison started marketing their own disc records. However Edison continued to sell new cylinder records to consumers with cylinder phonograph machines through 1929. The latest of the new cylinders were simply dubs of disc records, and as such are of lower fidelity than the disc versions.


          


          Later application of phonograph cylinder technology


          
            [image: Cylinder on Dictaphone dictation machine. The recording head moved R-L. The black lines are shiny gaps between tracks. Wax cylinders could record 1200-1500 words. They could be reused 100-120 times by putting them in a machine that erased them by 'shaving' off the surface.]

            
              Cylinder on Dictaphone dictation machine. The recording head moved R-L. The black lines are shiny gaps between tracks. Wax cylinders could record 1200-1500 words. They could be reused 100-120 times by putting them in a machine that erased them by 'shaving' off the surface.
            

          


          Cylinder phonograph technology continued to be used for Dictaphone and Ediphone recordings for office use for decades.


          In 1947, Dictaphone replaced wax cylinders with their DictaBelt technology, which cut a mechanical groove into a plastic belt instead of into a wax cylinder. This was later replaced by magnetic tape recording. However cylinders for older style dictating machines continued to be available for some years, and it was not unusual to encounter cylinder dictating machines into the 1950s.


          In the late 20th and early 21st century some new recordings have been made on cylinders for the novelty effect of using obsolete technology. Probably the most famous of these are by They Might Be Giants, who in 1996 recorded "I Can Hear You," performed without electricity, on an 1898 Edison wax recording studio phonograph at the Edison National Historic Site in West Orange, New Jersey. This song was released on Factory Showroom in 1996 and re-released on the 2002 compilation Dial-A-Song: 20 Years of They Might Be Giants. (The band also performed and recorded a song about Edison, a studio recording of which appeared on their 1999 internet-only release Long Tall Weekend and subsequently on their first album aimed towards a younger audience, No!.)


          


          Preservation of cylinder recordings


          Because of the nature of the recording medium, playback of cylinders can cause degradation of the recording. Currently, the only professional machine manufactured for the playback of cylinder recordings is the Archeophone Series I player, designed by Henri Chamoux. The Archeophone is presently used by the Edison National Historic Site, Bowling Green State University (Bowling Green, Ohio) and The Department of Special Collections, Donald C Davidson Library at The University of California, Santa Barbara. Further information on this player may be sighted on the external links below.


          Other modern so-called 'plug-in' mounts, each incorporating the use of a Stanton 500AL MK II magnetic cartridge, have been manufactured from time to time. Information on each may be sighted on the Phonograph Makers Pages link. It is possible to use these on the Edison cylinder players.


          In an attempt to preserve the historic content of the recordings, cylinders can be read with a confocal microscope and converted to a digital recording format. The resulting sound clip in most cases sounds better than stylus playback from the original cylinder. Having an electronic version of the original recordings enables archivists to open access to the recordings to a wider audience. This technique also has the potential to allow for reconstruction of damaged or broken cylinders. (Fadeyev & Haber, 2003)


          Modern reproductions of cylinder and disc recordings usually give the impression that the introduction of discs was a quantum leap in audio fidelity, but this is on modern playback equipment; played on equipment from around 1900, the cylinders do not have noticeably more rumble and poorer bass reproduction than the discs. Another factor is that many cylinders are amateur recordings, while disc recording equipment was simply too expensive for anyone but professional engineers. In other words, while many extremely poor recordings were made on cylinder, the vast majority of disc recordings were competently recorded. Nevertheless, it does not mean that a professional engineer will necessarily get worse results on cylinder than on disc.


          Also important is the quality of the material: the earliest tinfoil recordings wore out fast. Once the tinfoil was removed from the cylinder it was nearly impossible to re-align in playable condition. None of the earliest tinfoil recordings has been played back since the 19th century. (Hypothetically in the future some sound might be salvaged from few surviving flattened out early tinfoil records.) The earliest soft wax recordings also wore out quite fast, though they have better fidelity than the early rubber discs.


          In addition to poor states of preservation, the poor impression modern listeners can get of wax cylinders is from their early date, which can compare unfavorably to recordings made even a dozen years later. Other than a single playable example from 1878 (from an experimental phonograph-clock), the oldest playable preserved cylinders are from the year 1888. These include a severely degraded recording of Johannes Brahms and a short speech by Sir Arthur Sullivan which was fortunately dubbed in moderately listenable condition. Somewhat later are the almost unlistenable 1889 amateur recordings of Nina Grieg. The earliest preserved rubber disc recordings are children's records, featuring animal noises and nursery rhymes. This means that the earliest disc recordings most music lovers will hear are shellac discs made after 1900, after more than ten years of development.
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              	Phosphoric acid
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              	Other names

              	Orthophosphoric acid
            


            
              	Identifiers
            


            
              	CAS number

              	[7664-38-2]
            


            
              	Properties
            


            
              	Molecular formula

              	H3PO4
            


            
              	Molar mass

              	98.0 g/mol
            


            
              	Appearance

              	white solid or

              colourless, viscous liquid (>42C)
            


            
              	Density

              	1.685 g/ml (liquid)
            


            
              	Melting point

              	
                42.35C, 316K, 108F

              
            


            
              	Boiling point

              	
                158C, 431K, 316F (decomp.)

              
            


            
              	Acidity (pKa)

              	2.12, 7.21, 12.67
            


            
              	Viscosity

              	85% aqueous solution

              ? cP
            


            
              	Hazards
            


            
              	EU classification

              	Corrosive(C)
            


            
              	R-phrases

              	R34
            


            
              	S-phrases

              	(S1/2), S26, S45
            


            
              	Related compounds
            


            
              	Other anions

              	Nitric acid

              Arsenic acid
            


            
              	Other cations

              	Ammonium phosphate

              Trisodium phosphate
            


            
              	Related Phosphorus acid

              	Hypophosphorous acid

              Phosphorous acid

              Pyrophosphoric acid

              Tripolyphosphoric acid

              Hypophosphoric acid

              Perphosphoric acid

              Permonophosphoric acid
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Phosphoric acid, also known as orthophosphoric acid or phosphoric(V) acid, is a mineral (inorganic) acid having the chemical formula H3PO4. By contrast, orthophosphoric acid molecules can combine with themselves to form a variety of compounds referred to as phosphoric acids in a more general way. The term phosphoric acid can also refer to a chemical or reagent consisting of phosphoric acids, usually mostly orthophosphoric acid.


          


          Orthophosphoric acid chemistry


          Pure anhydrous phosphoric acid is a white solid that melts at 42.35 C to form a colorless, viscous liquid.


          Most people and even chemists refer to orthophosphoric acid as phosphoric acid, which is the IUPAC name for this compound. The prefix ortho is used to distinguish the acid from other phosphoric acids, called polyphosphoric acids. Orthophosphoric acid is a non- toxic, inorganic, rather weak triprotic acid, which, when pure, is a solid at room temperature and pressure. The chemical structure of orthophosphoric acid is shown above in the data table. Orthophosphoric acid is a very polar molecule; therefore it is highly soluble in water. The oxidation state of phosphorus (P) in ortho- and other phosphoric acids is +5; the oxidation state of all the oxygen atoms (O) is -2 and all the hydrogen atoms (H) is +1. Triprotic means that an orthophosphoric acid molecule can dissociate up to three times, giving up an H+ each time, which typically combines with a water molecule, H2O, as shown in these reactions:


          
            	H3PO4(s) + H2O(l) ⇌ H3O+(aq) + H2PO4(aq)  Ka1= 7.5103

          


          
            	H2PO4(aq)+ H2O(l) ⇌ H3O+(aq) + HPO42(aq)  Ka2= 6.2108

          


          
            	HPO42(aq)+ H2O(l) ⇌ H3O+(aq) + PO43(aq)  Ka3= 2.141013

          


          The anion after the first dissociation, H2PO4, is the dihydrogen phosphate anion. The anion after the second dissociation, HPO42, is the hydrogen phosphate anion. The anion after the third dissociation, PO43, is the phosphate or orthophosphate anion. For each of the dissociation reactions shown above, there is a separate acid dissociation constant, called Ka1, Ka2, and Ka3 given at 25C. Associated with these three dissociation constants are corresponding pKa1=2.12 , pKa2=7.21 , and pKa3=12.67 values at 25C. Even though all three hydrogen (H ) atoms are equivalent on an orthophosphoric acid molecule, the successive Ka values differ since it is energetically less favorable to lose another H+ if one (or more) has already been lost and the molecule/ion is more negatively-charged.


          Because the triprotic dissociation of orthophosphoric acid, the fact that its conjugate bases (the phosphates mentioned above) cover a wide pH range, and, because phosphoric acid/phosphate solutions are, in general, non-toxic, mixtures of these types of phosphates are often used as buffering agents or to make buffer solutions, where the desired pH depends on the proportions of the phosphates in the mixtures. Similarly, the non-toxic, anion salts of triprotic organic citric acid are also often used to make buffers. Phosphates are found pervasively in biology, especially in the compounds derived from phosphorylated sugars, such as DNA, RNA, and adenosine triphosphate (ATP). There is a separate article on phosphate as an anion or its salts.


          Upon heating orthophosphoric acid, condensation of the phosphoric units can be induced by driving off the water formed from condensation. When one molecule of water has been removed for each two molecules of phosphoric acid, the result is pyrophosphoric acid (H4P2O7). When an average of one molecule of water per phosphoric unit has been driven off, the resulting substance is a glassy solid having an empirical formula of HPO3 and is called metaphosphoric acid. Metaphosphoric acid is a singly anhydrous version of orthophosphoic acid and is sometimes used as a water- or moisture-absorbing reagent. Further dehydrating is very difficult, and can be accomplished only by means of an extremely strong desiccant (and not by heating alone). It produces phosphoric anhydride, which has an empirical formula P2O5, although an actual molecule has a chemical formula of P4O10. Phosphoric anhydride is a solid, which is very strongly moisture-aborbing and is used as a desiccant.


          


          pH and composition of a phosphoric acid solution


          For a given total acid concentration [A] = [H3PO4] + [H2PO4] + [HPO42] + [PO43] ([A] is the total number of moles of pure H3PO4 which have been used to prepare 1 liter of solution) , the composition of an aqueous solution of phosphoric acid can be calculated using the equilibrium equations associated with the three reactions described above together with the [H+][OH] = 1014 relation and the electrical neutrality equation. The system may be reduced to a fifth degree equation for [H+] which can be solved numerically, yielding:


          
            
              	[A] (mol/L)

              	pH

              	[H3PO4]/[A] (%)

              	[H2PO4]/[A] (%)

              	[HPO42]/[A] (%)

              	[PO43]/[A] (%)
            


            
              	1

              	1.08

              	91.7

              	8.29

              	6.20106

              	1.601017
            


            
              	101

              	1.62

              	76.1

              	23.9

              	6.20105

              	5.551016
            


            
              	102

              	2.25

              	43.1

              	56.9

              	6.20104

              	2.331014
            


            
              	103

              	3.05

              	10.6

              	89.3

              	6.20103

              	1.481012
            


            
              	104

              	4.01

              	1.30

              	98.6

              	6.19102

              	1.341010
            


            
              	105

              	5.00

              	0.133

              	99.3

              	0.612

              	1.30108
            


            
              	106

              	5.97

              	1.34102

              	94.5

              	5.50

              	1.11106
            


            
              	107

              	6.74

              	1.80103

              	74.5

              	25.5

              	3.02105
            


            
              	1010

              	7.00

              	8.24104

              	61.7

              	38.3

              	8.18105
            

          


          For large acid concentrations, the solution is mainly composed of H3PO4. For [A] = 102, the pH is closed to pKa1, giving an equimolar mixture of H3PO4 and H2PO4. For [A] below 103, the solution is mainly composed of H2PO4 with [HPO42] becoming non negligible for very dilute solutions. [PO43] is always negligible.


          


          Phosphoric acid as a chemical reagent


          Pure 75-85% aqueous solutions (the most common) are clear, colourless, odourless, non- volatile, rather viscous, syrupy liquids, but still pourable. Phosphoric acid is very commonly used as an aqueous solution of 85% phosphoric acid or H3PO4. Because it is a concentrated acid, an 85% solution can be corrosive, although nontoxic when diluted. Because of the high percentage of phosphoric acid in this reagent, at least some of the orthophosphoric acid is condensed into polyphosphoric acids in a temperature-dependent equilibrium, but, for the sake of labeling and simplicity, the 85% represents H3PO4 as if it were all orthophosphoric acid. Other percentages are possible too, even above 100%, where the phosphoric acids and water would be in an unspecified equilibrium, but the overall elemental mole content would be considered specified. When aqueous solutions of phosphoric acid and/or phosphate are dilute, they are in or will reach an equilibrium after a while where practically all the phosphoric/phosphate units are in the ortho- form.


          


          Preparation of hydrogen halides


          Phosphoric acid reacts with halides to form the corresponding hydrogen halide gas (steamy fumes are observed on warming the reaction mixture). This is a common practice for the laboratory preparation of hydrogen halides.


          
            	3NaCl(s) + H3PO4(l)  NaH2PO4(s) + HCl(g)


            	3NaBr(s) + H3PO4(l)  NaH2PO4(s) + HBr(g)


            	3NaI(s) + H3PO4(l)  NaH2PO4(s) + HI(g)

          


          


          Rust removal


          Phosphoric acid may be used by direct application to rusted iron, steel tools, or surfaces to convert iron(III) oxide ( rust) to a water-soluble phosphate compound. It is usually available as a greenish liquid, suitable for dipping (acid bath), but is more generally used as a component in a gel, commonly called naval jelly. As a thick gel, it may be applied to sloping, vertical, or even overhead surfaces. Care must be taken to avoid acid burns of the skin and especially the eyes, but the residue is easily diluted with water. When sufficiently diluted, it can even be nutritious to plant life, containing the essential nutrients phosphorus and iron. It is sometimes sold under other names, such as "rust remover" or "rust killer." It should not be directly introduced into surface water such as creeks or into drains, however. After treatment, the reddish-brown iron oxide will be converted to a black iron phosphate compound coating that may be scrubbed off. Multiple applications of phosphoric acid may be required to remove all rust. The resultant black compound can provide further corrosion resistance (such protection is somewhat provided by the superficially similar Parkerizing and blued electrochemical conversion coating processes.) After application and removal of rust using phosphoric acid compounds, the metal should be oiled (if to be used bare, as in a tool) or appropriately painted, by using a multiple coat process of primer, intermediate, and finish coats.


          


          Processed food use


          Food-grade phosphoric acid is used to acidify foods and beverages such as various colas, but not without controversy regarding its health effects. It provides a tangy taste, and, being a mass-produced chemical, is available cheaply and in large quantities. The low cost and bulk availability is unlike more expensive natural seasonings that give comparable flavours, such as ginger for tangyness, or citric acid for sourness, obtainable from lemons and limes. (However most citric acid in the food industry is not extracted from citrus fruit, but fermented by Aspergillus niger mold from scrap molasses, waste starch hydrolysates and phosphoric acid.) It is labeled as E number E338.


          


          Biological effects on bone calcium and kidney health


          Phosphoric acid, used in many soft drinks (primarily cola), has been linked to lower bone density in epidemiological studies. For example, a study using dual-energy X-ray absorptiometry rather than a questionnaire about breakage, provides reasonable evidence to support the theory that drinking cola results in lower bone density. This study was published in the American Journal of Clinical Nutrition. A total of 1672 women and 1148 men were studied between 1996 and 2001. Dietary information was collected using a food frequency questionnaire that had specific questions about the number of servings of cola and other carbonated beverages and that also made a differentiation between regular, caffeine-free, and diet drinks. The paper cites significant statistical evidence to show that women who consume cola daily have lower bone density. Total phosphorus intake was not significantly higher in daily cola consumers than in nonconsumers; however, the calcium-to-phosphorus ratios were lower. The study also suggests that further research is needed to confirm the findings.


          On the other hand, a study funded by Pepsi suggests that low intake of phosphorus leads to lower bone density. The study does not examine the effect of phosphoric acid, which binds with magnesium and calcium in the digestive tract to form salts that are not absorbed, but, rather, it studies general phosphorus intake.


          However, a well-controlled clinical study by Heaney and Rafferty using calcium-balance methods found no impact of carbonated soft drinks containing phoshporic acid on calcium excretion. The study compared the impact of water, milk, and various soft drinks (two with caffeine and two without; two with phosphoric acid and two with citric acid) on the calcium balance of 20- to 40-year-old women who customarily consumed ~3 or more cups (680 ml) of a carbonated soft drink per day. They found that, relative to water, only milk and the two caffeine-containing soft drinks increased urinary calcium, and that the calcium loss associated with the caffeinated soft drink consumption was about equal to that previously found for caffeine alone. Phosphoric acid without caffeine had no impact on urine calcium, nor did it augment the urinary calcium loss related to caffeine. Because studies have shown that the effect of caffeine is compensated for by reduced calcium losses later in the day, Heaney and Rafferty concluded that the net effect of carbonated beverages  including those with caffeine and phosphoric acid - is negligible, and that the skeletal effects of carbonated soft drink consumption are likely due primarily to milk displacement.


          Other chemicals such as caffeine (also a significant component of popular common cola drinks) were also suspected as possible contributors to low bone density, due to the known effect of caffeine on calciuria. One other study, comprised of 30 women over the course of a week, suggests that phosphoric acid in colas has no such effect, and postulates that caffeine has only a temporary effect, which is later reversed. The authors of this study conclude that the skeletal effects of carbonated beverage consumption are likely due primarily to milk displacement. (Another possible confounding factor may be an association between high soft drink consumption and sedentary lifestyle.)


          Cola consumption has also been linked to chronic kidney disease and kidney stones through medical research. This study differentiated between the effects of cola (generally contains phosphoric acid), non-cola carbonated beverages (substitute citric acid) and coffee (control for caffeine), and found that drinking 2 or more colas per day more than doubled the incidence of kidney disease.


          


          Medical use


          Phosphoric acid is used in dentistry and orthodontics as an etching solution, to clean and roughen the surfaces of teeth where dental appliances or fillings will be placed. Phosphoric acid is also an ingredient in over-the-counter anti-nausea medications that also contain high levels of sugar (glucose and fructose). It should not be used by diabetics without consultation with a doctor. This acid is also used in teeth whiteners to eliminate any plaque that may be on your teeth.


          


          Preparation of phosphoric acid


          Phosphoric acid can be prepared by two routes - the Thermal Process and the Wet Process.


          Thermal phosphoric acid: This very pure phosphoric acid is obtained by burning elemental phosphorus to produce phosphorus pentoxide and dissolving the product in dilute phosphoric acid. This produces a very pure phosphoric acid, since most impurities present in the rock have been removed when extracting phosphorus from the rock in a furnace. The end result is food-grade, thermal phosphoric acid; however, for critical applications, additional processing to remove arsenic compounds may be needed.


          Wet phosphoric acid: Wet process phosphoric acid is prepared by adding sulfuric acid to calcium phosphate rock.


          The simplified reaction is:


          
            	3 H2SO4 + Ca3(PO4)2 + 6 H2O  2 H3PO4 + 3 CaSO4.2H2O

          


          Wet-process acid can be purified by removing fluorine to produce animal-grade phosphoric acid, or by solvent extraction and arsenic removal to produce food-grade phosphoric acid.


          


          Other applications


          Phosphoric acid is used as the electrolyte in phosphoric-acid fuel cells. It is also used as an external standard for phosphorus-31 nuclear magnetic resonance (NMR).


          Phosphoric acid is used as a cleaner by construction trades to remove mineral deposits, cementitious smears, and hard water stains. It is also used as an ingredient in some household cleaners aimed at similar cleaning tasks.


          Hot phosphoric acid is used in microfabrication to etch silicon nitride (Si3N4). It is highly selective in etching Si3N4 instead of SiO2, silicon dioxide.


          Phosphoric acid is used as a flux by hobbyists (such as model railroaders) as an aid to soldering.


          Phosphoric acid is also used in hydroponics pH solutions to lower the pH of nutrient solutions. While other types of acids can be used, phosphorus is a nutrient used by plants, especially during flowering, making phosphoric acid particularly desirable. General Hydroponics pH Down liquid solution contains phosphoric acid in addition to citric acid and ammonium bisulfate with buffers to maintain a stable pH in the nutrient reservoir.


          Phosphoric acid is used as a pH adjuster in cosmetics and skin-care products.


          Phosphoric acid is used as a chemical oxidizing agent for activated carbon production.


          
            Retrieved from " http://en.wikipedia.org/wiki/Phosphoric_acid"
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              	General
            


            
              	Name, symbol, number

              	phosphorus, P, 15
            


            
              	Chemical series

              	nonmetals
            


            
              	Group, period, block

              	15, 3, p
            


            
              	Appearance

              	waxy white/ red/

              black/ colorless/ yellow

              [image: ]
            


            
              	Standard atomic weight

              	30.973762 (2)gmol1
            


            
              	Electron configuration

              	[Ne] 3s2 3p3
            


            
              	Electrons per shell

              	2, 8, 5
            


            
              	Density (near r.t.)

              	(white) 1.823 gcm3
            


            
              	Density (near r.t.)

              	(red) 2.34 gcm3
            


            
              	Density (near r.t.)

              	(black) 2.69 gcm3
            


            
              	Melting point

              	(white) 317.3 K

              (44.2 C, 111.6 F)
            


            
              	Boiling point

              	550 K

              (277  C, 531  F)
            


            
              	Heat of fusion

              	(white) 0.66 kJmol1
            


            
              	Heat of vaporization

              	12.4 kJmol1
            


            
              	Specific heat capacity

              	(25 C) (white)

              23.824 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure(white)
                  

                  
                    	P/Pa

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T/K

                    	279

                    	307

                    	342

                    	388

                    	453

                    	549
                  

                

              
            


            
              	
                
                  
                    Vapor pressure(red)
                  

                  
                    	P/Pa

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T/K

                    	455

                    	489

                    	529

                    	576

                    	635

                    	704
                  

                

              
            


            
              	Oxidation states

              	5, 4, 3, 2 , 1 , -3

              (mildly acidic oxide)
            


            
              	Electronegativity

              	2.19 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 1011.8 kJmol1
            


            
              	2nd: 1907 kJmol1
            


            
              	3rd: 2914.1 kJmol1
            


            
              	Atomic radius

              	100 pm
            


            
              	Atomic radius (calc.)

              	98 pm
            


            
              	Covalent radius

              	106 pm
            


            
              	Van der Waals radius

              	180 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	no data
            


            
              	Thermal conductivity

              	(300 K) (white)

              0.236Wm1K1
            


            
              	Bulk modulus

              	11 GPa
            


            
              	CAS registry number

              	7723-14-0
            


            
              	Selected isotopes
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                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	31P

                    	100%

                    	31P is stable with 16 neutrons
                  


                  
                    	32P

                    	syn

                    	14.28 d

                    	-

                    	1.709

                    	32S
                  


                  
                    	33P

                    	syn

                    	25.3 d

                    	-

                    	0.249

                    	33S
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          Phosphorus, (IPA: /ˈfɒsfərəs/), is the chemical element that has the symbol P and atomic number 15. The name comes from the Greek: phs (meaning "light") and phoros (meaning "bearer"). A multivalent nonmetal of the nitrogen group, phosphorus is commonly found in inorganic phosphate rocks.


          Due to its high reactivity, phosphorus is never found as a free element in nature on Earth. One form of phosphorus (white phosphorus) emits a faint glow upon exposure to oxygen (hence its Greek derivation and the Latin 'light-bearer', meaning the planet Venus as Hesperus or "Morning Star").


          Phosphorus is a component of DNA and RNA and an essential element for all living cells. The most important commercial use of phosphorus-based chemicals is the production of fertilizers.


          Phosphorus compounds are also widely used in explosives, nerve agents, friction matches, fireworks, pesticides, toothpaste, and detergents.


          


          Characteristics


          


          Allotropes


          Phosphorus is an excellent example of an element that exhibits allotropy, as its various allotropes have strikingly different properties.


          The two most common allotropes are white phosphorus and red phosphorus. A third form, scarlet phosphorus, is obtained by allowing a solution of white phosphorus in carbon disulfide to evaporate in sunlight. A fourth allotrope, black phosphorus, is obtained by heating white phosphorus under very high pressures (12,000 atmospheres). In appearance, properties and structure it is very like graphite, being black and flaky, a conductor of electricity and has puckered sheets of linked atoms. Another allotrope is diphosphorus - which is highly reactive.


          
            [image: ]
          


          White phosphorus (P4) exists as individual molecules made up of four atoms in a tetrahedral arrangement, resulting in very high ring strain and instability. It contains 6 single bonds.


          White phosphorus is a white, waxy transparent solid. This allotrope is thermodynamically unstable at normal condition and will gradually change to red phosphorus. This transformation, which is accelerated by light and heat, makes white phosphorus almost always contain some red phosphorus and appear yellow. For this reason, it is also called yellow phosphorus. It glows greenish in the dark (when exposed to oxygen), is highly flammable and pyrophoric (self-igniting) upon contact with air as well as toxic (causing severe liver damage on ingestion). The odour of combustion of this form has a characteristic garlic smell, and samples are commonly coated with white "(di) phosphorus pentoxide", which consists of P4O10 tetrahedra with oxygen inserted between the phosphorus atoms and at their vertices. White phosphorus is insoluble in water but soluble in carbon disulfide.


          The white allotrope can be produced using several different methods. In one process, calcium phosphate, which is derived from phosphate rock, is heated in an electric or fuel-fired furnace in the presence of carbon and silica. Elemental phosphorus is then liberated as a vapour and can be collected under phosphoric acid. This process is similar to the first synthesis of phosphorus from calcium phosphate in urine.


          Red phosphorus may be formed by heating white phosphorus to 250C (482F) or by exposing white phosphorus to sunlight. Phosphorus after this treatment exists as an amorphous network of atoms which reduces strain and gives greater stability; further heating results in the red phosphorus becoming crystalline. Red phosphorus does not catch fire in air at temperatures below 240C, whereas white phosphorus ignites at about 30C.


          In 1865 Hittorf discovered that when phosphorus was recrystallized from molten lead, a red/purple form is obtained. This purple form is sometimes known as "Hittorf's phosphorus." In addition, a fibrous form exists with similar phosphorus cages. Below is shown a chain of phosphorus atoms which exhibits both the purple and fibrous forms.


          [image: ]

        


        


        Glow


        The glow from phosphorus was the attraction of its discovery around 1669, but the mechanism for that glow was not fully described until 1974. It was known from early times that the glow would persist for a time in a stoppered jar but then cease. Robert Boyle in the 1680s ascribed it to "debilitation" of the air; in fact it is oxygen being consumed. By the 18th century it was known that in pure oxygen phosphorus does not glow at all, there is only a range of partial pressure where it does. Heat can be applied to drive the reaction at higher pressures.


        In 1974 the glow was explained by R. J. van Zee and A. U. Khan. A reaction with oxygen takes place at the surface of the solid (or liquid) phosphorus, forming the short-lived molecules HPO and P2O2 that both emit visible light. The reaction is slow and only very little of the intermediates is required to produce the luminescence, hence the extended time the glow continues in a stoppered jar.


        Although the term phosphorescence is derived from phosphorus, the reaction which gives phosphorus its glow is properly called luminescence (glowing by its own reaction, in this case chemoluminescence), not phosphorescence (re-emitting light that previously fell on it).


        


        Isotopes


        Radioactive isotopes of phosphorus include


        
          	32P; a beta-emitter (1.71 MeV) with a half-life of 14.3 days which is used routinely in life-science laboratories, primarily to produce radiolabeled DNA and RNA probes, e.g. for use in Northern blots or Southern blots. Because the high energy beta particles produced penetrate skin and corneas, and because any 32P ingested, inhaled, or absorbed is readily incorporated into bone and nucleic acids, Occupational Safety and Health Administration requires that a lab coat, disposable gloves, and safety glasses or goggles be worn when working with 32P, and that working directly over an open container be avoided in order to protect the eyes. Monitoring personal, clothing, and surface contamination is also required. In addition, due to the high energy of the beta particles, shielding this radiation with the normally used dense materials (e.g. lead), gives rise to secondary emission of X-rays via a process known as Bremsstrahlung, meaning braking radiation. Therefore shielding must be accomplished with low density materials, e.g. Plexiglas, Lucite, plastic, wood, or water.


          	33P; a beta-emitter (0.25 MeV) with a half-life of 25.4 days. It is used in life-science laboratories in applications in which lower energy beta emissions are advantageous such as DNA sequencing.

        


        


        Occurrence


        Due to its reactivity with air and many other oxygen-containing substances, phosphorus is not found free in nature but it is widely distributed in many different minerals.


        Phosphate rock, which is partially made of apatite (an impure tri-calcium phosphate mineral), is an important commercial source of this element. About 50 per cent of the global phosphorus reserves are in the Arab nations. Large deposits of apatite are located in China, Russia, Morocco, Florida, Idaho, Tennessee, Utah, and elsewhere. Albright and Wilson in the United Kingdom and their Niagara Falls plant, for instance, were using phosphate rock in the 1890s and 1900s from Connetable, Tennessee and Florida; by 1950 they were using phosphate rock mainly from Tennessee and North Africa. In the early 1990s Albright and Wilson's purified wet phosphoric acid business was being affected by phosphate rock sales by China and the entry of their long standing Moroccan phosphate suppliers into the purified wet phosphoric acid business.


        At today's rate of consumption, the supply of phosphorus is estimated to run out in 345 years.


        


        Compounds


        
          
            	Hydride: PH3


            	Halides: PBr5, PBr3, PCl3, PI3


            	Oxides: P4O6, P4O10


            	Sulfides: P2S5, P4S3


            	Acids: H3PO2, H3PO4


            	Phosphates: (NH4)3PO4, Ca3(PO4)2), FePO4, Fe3(PO4)2, Na3PO4, Ca(H2PO4)2, KH2PO4


            	Phosphides: Ca3P2, GaP, Zn3P2


            	Organophosphorus and organophosphates: Lawesson's reagent, Parathion, Sarin, Soman, Tabun, Triphenyl phosphine, VX nerve gas

          

        


        


        As an exception to the octet rule


        The simple Lewis structure for the trigonal bipyramidal PCl5 molecule contains five covalent bonds, implying a hypervalent molecule with ten valence electrons contrary to the octet rule.


        An alternate description of the bonding, however, respects the octet rule by using 3-centre-4-electron (3c-4e) bonds. In this model the octet on the P atom corresponds to six electrons which form three Lewis (2c-2e) bonds to the three equatorial Cl atoms, plus the two electrons in the 3-centre Cl-P-Cl bonding molecular orbital for the two axial Cl electrons. The two electrons in the corresponding nonbonding molecular orbital are not included because this orbital is localized on the two Cl atoms and does not contribute to the electron density on P.


        


        Applications


        Concentrated phosphoric acids, which can consist of 70% to 75% P2O5, are very important to agriculture and farm production in the form of fertilisers. Global demand for fertilizers led to large increases in phosphate (PO43-) production in the second half of the 20th century. Other uses;


        
          	Phosphates are utilized in the making of special glasses that are used for sodium lamps.


          	Bone-ash, calcium phosphate, is used in the production of fine china.


          	Sodium tripolyphosphate made from phosphoric acid is used in laundry detergents in several countries, and banned for this use in others.


          	Phosphoric acid made from elemental phosphorus is used in food applications such as soda beverages. The acid is also a starting point to make food grade phosphates. These include mono-calcium phosphate which is employed in baking powder and sodium tripolyphosphate and other sodium phosphates. Among other uses these are used to improve the characteristics of processed meat and cheese. Others are used in toothpaste. Trisodium phosphate is used in cleaning agents to soften water and for preventing pipe/boiler tube corrosion.


          	Phosphorus is widely used to make organophosphorus compounds, through the intermediates phosphorus chlorides and the two phosphorus sulfides: phosphorus pentasulfide, and phosphorus sesquisulfide. Organophosphorus compounds have many applications, including in plasticizers, flame retardants, pesticides, extraction agents, and water treatment.


          	Phosphorus is also an important component in steel production, in the making of phosphor bronze, and in many other related products.


          	White phosphorus is used in military applications as incendiary bombs, for smoke-screening as smoke pots and smoke bombs, and in tracer ammunition.


          	Red phosphorus is essential for manufacturing matchbook strikers, flares, safety matches, pharmaceutical grade and street methamphetamine, and is used in cap gun caps.


          	Phosphorus sesquisulfide is used in heads of strike-anywhere matches.


          	In trace amounts, phosphorus is used as a dopant for N-type semiconductors.


          	32P and 33P are used as radioactive tracers in biochemical laboratories (see Isotopes).

        


        


        Biological role


        Phosphorus is a key element in all known forms of life. Inorganic phosphorus in the form of the phosphate PO43- plays a major role in biological molecules such as DNA and RNA where it forms part of the structural framework of these molecules. Living cells also use phosphate to transport cellular energy via adenosine triphosphate (ATP). Nearly every cellular process that uses energy obtains it in the form of ATP. ATP is also important for phosphorylation, a key regulatory event in cells. Phospholipids are the main structural components of all cellular membranes. Calcium phosphate salts assist in stiffening bones.


        An average adult human contains a little less than 1 kg of phosphorus, about 85% of which is present in bones and teeth in the form of apatite, and the remainder inside cells in soft tissues. A well-fed adult in the industrialized world consumes and excretes about 1-3 g of phosphorus per day in the form of phosphate. Only about 0.1% of body phosphate circulates in the blood, but this amount reflects the amount of phosphate available to soft tissue cells.


        In medicine, low phosphate syndromes are caused by malnutrition, by failure to absorb phosphate, and by metabolic syndromes which draw phosphate from the blood or pass too much of it into the urine. All are characterized by hypophosphatemia (see article for medical details). Symptoms of low phosphate include muscle and neurological dysfunction, and disruption of muscle and blood cells due to lack of ATP.


        Phosphorus is an essential macromineral for plants, which is studied extensively in soil conservation in order to understand plant uptake from soil systems. In ecological terms, phosphorus is often a limiting nutrient in many environments; i.e. the availability of phosphorus governs the rate of growth of many organisms. In ecosystems an excess of phosphorus can be problematic, especially in aquatic systems, see eutrophication and algal blooms.


        


        History


        Phosphorus ( Greek phosphoros was the ancient name for the planet Venus, but in Greek mythology, Hesperus and Eosphorus could be confused with Phosphorus) was discovered by German alchemist Hennig Brand in 1669 through a preparation from urine, which contains considerable quantities of dissolved phosphates from normal metabolism. Working in Hamburg, Brand attempted to distill some salts by evaporating urine, and in the process produced a white material that glowed in the dark and burned brilliantly. Since that time, phosphorescence has been used to describe substances that shine in the dark without burning.


        Phosphorus was first made commercially, for the match industry, in the 19th century, by distilling off phosphorus vapor from precipitated phosphates heated in a retort. The precipitated phosphates were made from ground-up bones that had been de-greased and treated with strong acids. This process became obsolete in the late 1890s when the electric arc furnace was adapted to reduce phosphate rock.


        Early matches used white phosphorus in their composition, which was dangerous due to its toxicity. Murders, suicides and accidental poisonings resulted from its use. (An apocryphal tale tells of a woman attempting to murder her husband with white phosphorus in his food, which was detected by the stew giving off luminous steam). In addition, exposure to the vapours gave match workers a necrosis of the bones of the jaw, the infamous " phossy jaw." When a safe process for manufacturing red phosphorus was discovered, with its far lower flammability and toxicity, laws were enacted, under a Berne Convention, requiring its adoption as a safer alternative for match manufacture.


        The electric furnace method allowed production to increase to the point where phosphorus could be used in weapons of war. In World War I it was used in incendiaries, smoke screens and tracer bullets. A special incendiary bullet was developed to shoot at hydrogen-filled Zeppelins over Britain (hydrogen being highly inflammable if it can be ignited). During World War II, Molotov cocktails of benzene and phosphorus were distributed in Britain to specially selected civilians within the British resistance operation, for defence; and phosphorus incendiary bombs were used in war on a large scale. Burning phosphorus is difficult to extinguish and if it splashes onto human skin it has horrific effects (see precautions below). People covered in it have been known to commit suicide due to the torment.


        Today phosphorus production is larger than ever. It is used as a precursor for various chemicals, in particular the herbicide glyphosate sold under the brand name Roundup. Production of white phosphorus takes place at large facilities and it is transported heated in liquid form. Some major accidents have occurred during transportation, train derailments at Brownston, Nebraska and Miamisburg, Ohio led to large fires. The worst accident in recent times was an environmental one in 1968 when phosphorus spilled into the sea from a plant at Placentia Bay, Newfoundland.


        


        Spelling and etymology


        According to the Oxford English Dictionary the correct spelling of the element is phosphorus. The word phosphorous is the adjectival form of the P3+ valency: so, just as sulfur forms sulfurous and sulfuric compounds, phosphorus forms phosphorous compounds (see e.g. phosphorous acid) and P5+ valency phosphoric compounds (see e.g. Phosphoric acids and phosphates).


        


        Precautions


        
          [image: ]
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        Organic compounds of phosphorus form a wide class of materials, some of which are extremely toxic. Fluorophosphate esters are among the most potent neurotoxins known. A wide range of organophosphorus compounds are used for their toxicity to certain organisms as pesticides ( herbicides, insecticides, fungicides, etc.) and weaponized as nerve agents. Most inorganic phosphates are relatively nontoxic and essential nutrients. For environmentally adverse effects of phosphates see eutrophication and algal blooms.


        The white phosphorus allotrope should be kept under water at all times as it presents a significant fire hazard due to its extreme reactivity with atmospheric oxygen, and it should only be manipulated with forceps since contact with skin can cause severe burns. Chronic white phosphorus poisoning leads to necrosis of the jaw called " phossy jaw". Ingestion of white phosphorus may cause a medical condition known as "Smoking Stool Syndrome".


        When the white form is exposed to sunlight or when it is heated in its own vapour to 250C, it is transmuted to the red form, which does not phosphoresce in air. The red allotrope does not spontaneously ignite in air and is not as dangerous as the white form. Nevertheless, it should be handled with care because it reverts to white phosphorus in some temperature ranges and it also emits highly toxic fumes that consist of phosphorus oxides when it is heated.


        Upon exposure to elemental phosphorus, in the past it was suggested to wash the affected area with 2% copper sulfate solution to form harmless compounds that can be washed away. According to the recent US Navy's Treatment of Chemical Agent Casualties and Conventional Military Chemical Injuries: FM8-285: Part 2 Conventional Military Chemical Injuries, "Cupric (copper(II)) sulfate has been used by U.S. personnel in the past and is still being used by some nations. However, copper sulfate is toxic and its use will be discontinued. Copper sulfate may produce kidney and cerebral toxicity as well as intravascular hemolysis."


        
          [image: Phosphorus explosion]

          
            Phosphorus explosion
          

        


        The manual suggests instead "a bicarbonate solution to neutralize phosphoric acid, which will then allow removal of visible WP. Particles often can be located by their emission of smoke when air strikes them, or by their phosphorescence in the dark. In dark surroundings, fragments are seen as luminescent spots." Then, "Promptly debride the burn if the patient's condition will permit removal of bits of WP which might be absorbed later and possibly produce systemic poisoning. DO NOT apply oily-based ointments until it is certain that all WP has been removed. Following complete removal of the particles, treat the lesions as thermal burns." As white phosphorus readily mixes with oils, any oily substances or ointments are not recommended until the area is thoroughly cleaned and all white phosphorus removed.


        Further warnings of toxic effects and recommendations for treatment can be found in the Emergency War Surgery NATO Handbook: Part I: Types of Wounds and Injuries: Chapter III: Burn Injury: Chemical Burns And White Phosphorus injury.


        


        DEA List I status


        Phosphorus can reduce elemental iodine to hydroiodic acid, which is a reagent effective for reducing ephedrine or pseudoephedrine to methamphetamine. For this reason, two allotropes of elemental phosphorusred phosphorus and white phosphoruswere designated by the United States Drug Enforcement Administration as List I precursor chemicals under 21 CFR 1310.02 effective November 17, 2001. As a result, in the United States, handlers of red phosphorus or white phosphorus are subject to stringent regulatory controls pursuant to the Controlled Substances Act in order to reduce diversion of these substances for use in clandestine production of controlled substances.


        
          Retrieved from " http://en.wikipedia.org/wiki/Phosphorus"
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        Phosphorus tribromide


        
          

          
            
              	Phosphorus tribromide
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              	[image: Phosphorus tribromide]
            


            
              	IUPAC name

              	phosphorus tribromide
            


            
              	Other names

              	phosphorus(III) bromide

              phosphorous bromide

              tribromophosphine
            


            
              	Identifiers
            


            
              	CAS number

              	[7789-60-8]
            


            
              	RTECS number

              	TH4460000
            


            
              	Properties
            


            
              	Molecular formula

              	PBr3
            


            
              	Molar mass

              	270.70 g/mol
            


            
              	Appearance

              	clear, colourless liquid
            


            
              	Density

              	2.852 g/cm3, liquid
            


            
              	Melting point

              	
                -41.5 C (231.7 K)

              
            


            
              	Boiling point

              	
                173.2 C (446.4 K)

              
            


            
              	Solubility in water

              	rapid hydrolysis
            


            
              	Structure
            


            
              	Molecular shape

              	trigonal pyramidal
            


            
              	Hazards
            


            
              	MSDS

              	External MSDS
            


            
              	Main hazards

              	corrosive, toxic, reactive

              with water and alcohols
            


            
              	R-phrases

              	14, 34, 37
            


            
              	S-phrases

              	25, 45
            


            
              	Related compounds
            


            
              	Other anions

              	phosphorus trifluoride

              phosphorus trichloride

              phosphorus triiodide
            


            
              	Other cations

              	nitrogen tribromide

              arsenic tribromide

              antimony tribromide
            


            
              	Related compounds

              	phosphorus pentabromide

              phosphorus oxybromide
            


            
              	Supplementary data page
            


            
              	Structure and

              properties

              	n, r, etc.
            


            
              	Thermodynamic

              data

              	Phase behaviour

              Solid, liquid, gas
            


            
              	Spectral data

              	UV, IR, NMR, MS
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Phosphorus tribromide is a colourless liquid with the formula PBr3. It fumes in air due to hydrolysis and has a penetrating odour. It is widely used in the laboratory for the conversion of alcohols to alkyl bromides.


          


          Chemical properties


          Phosphorus tribromide, like PCl3 and PF3, has both properties of a Lewis base and a Lewis acid. For example, with a Lewis acid such as boron tribromide it forms stable 1:1 adducts such as Br3B-PBr3. At the same time PBr3 can react as an electrophile or Lewis acid in many of its reactions, for example with amines.


          The most important reaction of PBr3 is with alcohols, where it replaces an OH group with a bromine atom to produce an alkyl bromide. Note that all three bromines can be transferred.


          
            	PBr3 + 3 ROH  3 RBr + HP(O)(OH)2

          


          The mechanism (shown for a primary alcohol) involves initial activation of the alcohol oxygen by the electrophilic phosphorus (to form a good leaving group), followed by an SN2 substitution at the alcohol carbon.


          [image: ]


          Because of the SN2 substitution step, the reaction generally works well for primary and secondary alcohols, but fails for tertiary alcohols. If the reacting carbon centre is chiral, the reaction usually occurs with inversion of configuration at the alcohol alpha carbon, as is usual with an SN2 reaction.


          In a similar reaction, PBr3 also converts carboxylic acids to acyl bromides.


          
            	PBr3 + 3 RCOOH  3 RCOBr + HP(O)(OH)2

          


          PBr3 is a reasonably strong reducing agent, and the oxidation of PBr3 with oxygen gas is more vigorous than seen with PCl3. It gives an explosive reaction that forms P2O5 and Br2.


          


          Preparation


          PBr3 is prepared by treating phosphorus with bromine, using PBr3 itself as the solvent (white phosphorus is soluble in PBr3). An excess of phosphorus is used in order to prevent formation of PBr5.


          
            	P4 + 6 Br2  4 PBr3

          


          


          Uses


          The main use for phosphorus tribromide is for conversion of primary or secondary alcohols to alkyl bromides, as described above. PBr3 usually gives higher yields than hydrobromic acid, and it avoids problems of carbocation rearrangement- for example even neopentyl bromide can be made from the alcohol in 60% yield.


          Another use for PBr3 is as a catalyst for the -bromination of carboxylic acids. Although acyl bromides are rarely made in comparison with acyl chlorides, they are used as intermediates in Hell-Volhard-Zelinsky halogenation]. Initially PBr3 reacts with the carboxylic acid to form the acyl bromide, which is more reactive towards bromination. The overall process can be represented as


          [image: ]


          On a commercial scale, phosphorus tribromide is used in the manufacture of pharmaceuticals such as alprazolam, methohexital and fenoprofen. It is also a potent fire suppression agent marketed under the name PhostrEx .


          


          Precautions


          PBr3 evolves corrosive HBr, is toxic, and reacts violently with water and alcohols.


          In reactions that produce phosphorous acid as a by-product, when working up by distillation be aware that this can decompose above about 160 C to give phosphine which can cause explosions in contact with air.


          
            Retrieved from " http://en.wikipedia.org/wiki/Phosphorus_tribromide"
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        Phosphorus trichloride


        
          

          
            
              	Phosphorus trichloride
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              	IUPAC name

              	Phosphorus trichloride
            


            
              	Other names

              	Phosphorus(III) chloride

              Phosphorous chloride

              Monophosphorus trichloride
            


            
              	Identifiers
            


            
              	CAS number

              	[7719-12-2]
            


            
              	EINECS number

              	
            


            
              	RTECS number

              	TH3675000
            


            
              	Properties
            


            
              	Molecular formula

              	PCl3
            


            
              	Molar mass

              	137.33 g/mol
            


            
              	Appearance

              	colourless liquid
            


            
              	Melting point

              	
                -93.6 C (179.6 K)

              
            


            
              	Boiling point

              	
                76.1 C (349.3 K)

              
            


            
              	Solubility in other solvents

              	Water: hydrolysis

              Methanol: decomposes

              Benzene: soluble

              Chloroform: soluble

              Diethyl ether: soluble
            


            
              	Dipole moment

              	0.97 D
            


            
              	Thermochemistry
            


            
              	Std enthalpy of

              formation fHo298

              	319.7 kJ/ mol (liquid)
            


            
              	Hazards
            


            
              	MSDS

              	External MSDS
            


            
              	Main hazards

              	Corrosive, toxic

              releases HCl
            


            
              	R-phrases

              	14-26/28-29-35-48/20
            


            
              	S-phrases

              	26-36/37/39-45-7/8
            


            
              	Flash point

              	?C
            


            
              	Related compounds
            


            
              	Related phosphorus

              compounds

              	PCl5

              POCl3

              P2Cl4
            


            
              	Supplementary data page
            


            
              	Structure and

              properties

              	n, r, etc.
            


            
              	Thermodynamic

              data

              	Phase behaviour

              Solid, liquid, gas
            


            
              	Spectral data

              	UV, IR, NMR, MS
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Phosphorus trichloride (formula PCl3) is the most important of the three phosphorus chlorides. It is an important industrial chemical, being used for the manufacture of organophosphorus compounds for a wide variety of applications.


          


          Chemical properties


          The phosphorus in PCl3 is often considered to have the +3 oxidation state and the chlorine atoms are considered to be in the -1 oxidation state. Most of its reactivity is consistent with this description.


          


          Redox reactions


          PCl3 is a precursor to other phosphorus compound, undergoing oxidation to e.g. phosphorus pentachloride (PCl5), thiophosphoryl chloride (PSCl3), or phosphorus oxychloride (POCl3).


          If an electric discharge is passed through a mixture of PCl3 vapour and hydrogen gas, a rare chloride of phosphorus is formed, diphosphorus tetrachloride (P2Cl4).


          


          PCl3 as an electrophile


          Phosphorus trichloride is the precursor to organophosphorus compounds that contain one or more (P3+) atoms, most notably phosphites and phosphonates. These compounds do not usually contain the chlorine atoms found in PCl3.


          PCl3 reacts rapidly and exothermically with water to form phosphorous acid, H3PO3 and HCl. A large number of similar substitution reactions are known, the most important of which is the formation of phosphite esters by reaction with alcohols or phenols. For example, with phenol, triphenyl phosphite is formed:


          
            	3 PhOH + PCl3  P(OPh)3 + 3 HCl

          


          where "Ph" stands for phenyl group, -C6H5. Alcohols such as ethanol react similarly in the presence of a base such as:


          
            	PCl3 + 3 EtOH + 3 R3N  P(OEt)3 + 3 R3NH+Cl-

          


          Of the many related compounds can be prepared similarly, triisopropyl phosphite is an example (b.p. 43.5 C/1.0 mm; CAS# 116-17-6).


          In the absence of base, however, the reaction affords a dialkyl phosphonate and an alkyl chloride, according to the following stoichiometry:


          
            	PCl3 + 3 C2H5OH  (C2H5O)2P(=O)H + C2H5Cl + 2 HCl

          


          Amines, R2NH, form P(NR2)3, and thiols (RSH) form P(SR)3. An industrially relevant reaction of PCl3 with amines is phosphonomethylation, which employs formaldehyde:


          
            	R2NH + PCl3 + CH2O  (HO)2P(O)CH2NR2 + 3 HCl

          


          Aminophosphonates are widely used as sequestring and antiscale agents in water treatment. The large volume herbicide glyphosate is also produced this way. The reaction of PCl3 with Grignard reagents and organolithium reagents is a useful method for the preparation of organic phosphines with the formula R3P (sometimes called phosphanes) such as triphenylphosphine, Ph3P.


          
            	3 PhMgBr + PCl3  Ph3P + 3 MgBrCl

          


          Under controlled conditions PCl3 can be used to prepare PhPCl2 and Ph2PCl.


          


          PCl3 as a nucleophile


          Phosphorus trichloride has a lone pair, and therefore can act as a Lewis base, for example with the Lewis acids BBr3 it forms a 1:1 adduct, Br3B+PCl3. Metal complexes such as Ni(PCl3)4 are known. This Lewis basicity is exploited in one useful route to organophosphorus compounds:


          
            	PCl3 + RCl + AlCl3  (RPCl3)+AlCl4

          


          The (RPCl3)+ product can then be decomposed with water to produce an alkylphosphonic dichloride RP(=O)Cl2.


          


          Preparation


          World production exceeds one-third of a million tonnes. Phosphorus trichloride is prepared industrially by the reaction of chlorine with a refluxing solution of white phosphorus in phosphorus trichloride, with continuous removal of PCl3 as it is formed.


          
            	P4 + 6 Cl2  4 PCl3

          


          Industrial production of phosphorus trichloride is controlled under the Chemical Weapons Convention, where it is listed in schedule 3.In the laboratory it may be more convenient to use the less toxic red phosphorus. It is sufficiently inexpensive that it would not be synthesized for laboratory use.


          


          Uses


          PCl3 is important indirectly as a precursor to PCl5, POCl3 and PSCl3. which in turn enjoy many applications in herbicides, insecticides, plasticisers, oil additives, and flame retardants.


          For example oxidation of PCl3 gives POCl3, which is used for the manufacture of triphenyl phosphate and tricresyl phosphate, which find application as flame retardants and plasticisers for PVC. They are also used to make insecticides such as diazinon. Phosphonates include the herbicide glyphosate.


          PCl3 is the precursor to triphenylphosphine for the Wittig reaction, and phosphite esters which may be used as industrial intermediates, or used in the Horner-Wadsworth-Emmons reaction, both important methods for making alkenes. It can be used to make trioctylphosphine oxide (TOPO), used as an extraction agent, although TOPO is usually made via the corresponding phosphine.


          PCl3 is also used directly as a reagent in organic synthesis. It is used to convert primary and secondary alcohols into alkyl chlorides, or carboxylic acids into acyl chlorides, although thionyl chloride generally gives better yields than PCl3.


          


          Precautions


          PCl3 is toxic, with a concentration of 600 ppm being lethal in just a few minutes. PCl3 is classified as very toxic and corrosive under EU Directive 67/548/EEC, and the risk phrases R14, R26/28, R35 and R48/20 are obligatory.
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        Phosphoryl chloride


        
          

          
            
              	Phosphoryl chloride
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              	IUPAC name

              	Phosphoryl chloride or

              Phosphorus oxide trichloride
            


            
              	Other names

              	Phosphorus oxychloride

              Phosphoric trichloride
            


            
              	Identifiers
            


            
              	CAS number

              	[10025-87-3]
            


            
              	RTECS number

              	TH4897000
            


            
              	Properties
            


            
              	Molecular formula

              	POCl3
            


            
              	Molar mass

              	153.33 g/mol
            


            
              	Appearance

              	Clear, colourless liquid,

              fumes in moist air
            


            
              	Density

              	1.645 g/cm3, liquid
            


            
              	Melting point

              	
                1.25 C (274.4 K)

              
            


            
              	Boiling point

              	
                105.8 C (379.0 K)

              
            


            
              	Solubility in water

              	Reacts
            


            
              	Viscosity

              	? c P at? C
            


            
              	Structure
            


            
              	Molecular shape

              	tetrahedral
            


            
              	Dipole moment

              	2.54 D
            


            
              	Hazards
            


            
              	MSDS

              	External MSDS
            


            
              	Main hazards

              	Highly corrosive,

              lachrymator, toxic
            


            
              	R-phrases

              	14-22-26-29-35-48/23
            


            
              	S-phrases

              	26-45-7/8
            


            
              	Related compounds
            


            
              	Related compounds

              	
                Thiophosphoryl chloride


                Phosphorus oxybromide

                Phosphorus trichloride

                Phosphorus pentachloride

              
            


            
              	Supplementary data page
            


            
              	Structure and

              properties

              	n, r, etc.
            


            
              	Thermodynamic

              data

              	Phase behaviour

              Solid, liquid, gas
            


            
              	Spectral data

              	UV, IR, NMR, MS
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Phosphoryl chloride (commonly called phosphorus oxychloride) is a colourless liquid with the formula POCl3. It hydrolyses in moist air to phosphoric acid to release choking fumes of hydrogen chloride. It is manufactured industrially on a large scale from phosphorus trichloride and oxygen or phosphorus pentoxide. It is mainly used to make phosphate esters such as tricresyl phosphate.


          


          Structure


          Like phosphate, phosphoryl chloride is tetrahedral in shape. It features three P-Cl bonds and one very strong P=O double bond, with an estimated bond dissociation energy of 533.5 kJ/mol. On the basis of bond length and electronegativity, the Schomaker-Stevenson rule suggests that the double bond form is very dominant (in contrast with POF3). The P=O bond does not resemble the  bond in a carbonyl group as in a ketone. The appropriate description of the P-O interaction is a matter of long discussion. Older textbooks favour a description that invokes participation of the d-orbitals on phosphorus. Some of these d-orbitals project toward the O atom, overlapping with p-orbitals on oxygen. More modern texts seem to favour a description where the P-O  bonding involves the sigma* components of the P-Cl bonds. These descriptions do not consider a role for d-orbitals.


          [image: ]


          
            	
              
                	
                  
                    	where pm = picometers

                  

                

              

            

          


          


          Chemical properties


          POCl3 reacts with water and alcohols to give phosphoric acid or phosphate esters, respectively, for example


          
            	O=PCl3 + 3 H2O  O=P(OH)3 + 3 HCl

          


          If the water is replaced by an alcohol, the trialkyl phosphate esters result. Such reactions are often performed in the presence of an HCl acceptor such as pyridine or an amine. If POCl3 is heated with an excess of a phenol ( ArOH) in the presence of a Lewis acid catalyst such as magnesium chloride a triaryl phosphate ester is formed, for example:


          
            	3 C6H5OH + O=PCl3  O=P(OC6H5)3 + 3 HCl

          


          POCl3 can also act as a Lewis base, forming adducts with a variety of Lewis acids such as titanium tetrachloride:


          
            	Cl3P+-O + TiCl4  Cl3P+-O-TiCl4

          


          The aluminium chloride adduct (POCl3AlCl3) is quite stable, and so POCl3 can be used to remove AlCl3 completely from reaction mixtures at the end of a Friedel-Crafts reaction. POCl3 reacts with hydrogen bromide in the presence of AlCl3 to produce POBr3.


          


          Preparation


          Phosphoryl chloride can be prepared by the reaction of phosphorus trichloride with oxygen at 20-50 C (air is ineffective):


          2 PCl3 + O2  2 O=PCl3


          An alternative synthesis involves the reaction of phosphorus pentachloride and phosphorus pentoxide. Since these compounds are both solids, a convenient way of performing the reaction is to chlorinate a mixture of PCl3 and P4O10, which generates the PCl5 in situ. As the PCl3 is consumed, the POCl3 becomes the reaction solvent.


          6 PCl3 + 6 Cl2  6 PCl5


          6 PCl5 + P4O10  10 POCl3


          Phosphorus pentachloride also forms POCl3 by reaction with water, but this reaction is less easily controlled than the above reaction.


          


          Uses


          The most important use for phosphoryl chloride is in the manufacture of triarylphosphate esters (as described above) such as triphenyl phosphate and tricresyl phosphate. These esters have been used for many years as flame retardants and plasticisers for PVC. Meanwhile trialkyl esters such as tributyl phosphate (made similarly from butan-1-ol) are used as liquid-liquid extraction solvents in nuclear reprocessing and elsewhere.


          In the semiconductor industry, POCl3 is used as a safe liquid phosphorus source in diffusion processes. The phosphorus acts as a dopant used to create N-type layers on a silicon wafer.


          In the laboratory, POCl3 is widely used as a dehydrating agent, for example the conversion of amides to nitriles. Similarly, certain cyclic amides can be cyclised to dihydro isoquinoline derivatives using the Bischler-Napieralski reaction.


          
            [image: Two uses for phosphorus oxychloride in organic chemistry]
          


          Such reactions are believed to go via an imidoyl chloride; in certain cases where it is stable, the imidoyl chloride is the final product. For example pyridones and pyrimidones can be converted to chloro- derivatives of pyridines and pyrimidines, which are important intermediates in the pharmaceutical industry. Likewise barbituric acid is converted to 2,4,6-trichloropyrimidine. by reaction with POCl3 at 140 C.


          
            [image: ]
          


          Related to this chemistry is the use of POCl3 in acylation of activated aromatic rings via the Vilsmeier-Haack reaction to produce aryl aldehydes and ketones. The reaction most often uses a formamide such as DMF or N-phenyl-N-methylformamide, and it produces an iminium salt which is easily hydrolysed to the aldehyde upon workup. For example anthracene gives 9-anthraldehyde:


          
            [image: Vilsmeier-Haack formylation of anthracene]
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          Photography (IPA: [fә'tɒgrәfi] or IPA: [fә'tɑːgrәfi]) is the process and art of recording pictures by means of capturing light on a light-sensitive medium, such as a film or electronic sensor. Light patterns reflected or emitted from objects expose a sensitive silver halide based chemical or electronic medium during a timed exposure, usually through a photographic lens in a device known as a camera that also stores the resulting information chemically or electronically. Photography has many uses for both business and pleasure. It is often the basis of advertising and in fashion print. Photography can also be viewed as a commercial and artistic endeavor.


          
            [image: Lens and mounting of a large-format camera]

            
              Lens and mounting of a large-format camera
            

          


          
            [image: A handheld digital camera.]

            
              A handheld digital camera.
            

          


          
            [image: The Nikon D1, the first DSLR to truly compete with, and begin to replace, film cameras in the professional photojournalism and sports photography fields.]

            
              The Nikon D1, the first DSLR to truly compete with, and begin to replace, film cameras in the professional photojournalism and sports photography fields.
            

          


          The word "photography" comes from the French photographie which is based on the Greek ώ (phos) "light" + ί (graphis) "stylus", "paintbrush" or ή (graph) "representation by means of lines" or "drawing", together meaning "drawing with light." Traditionally, the product of photography has been called a photograph, commonly shortened to photo.


          



          


          Photographic cameras


          The camera or camera obscura is the image-forming device, and photographic film or a silicon electronic image sensor is the sensing medium. The respective recording medium can be the film itself, or a digital electronic or magnetic memory.


          Photographers control the camera and lens to "expose" the light recording material (such as film) to the required amount of light to form a " latent image" (on film) or "raw file" (in digital cameras) which, after appropriate processing, is converted to a usable image. Digital cameras replace film with an electronic image sensor based on light-sensitive electronics such as charge-coupled device (CCD) or complementary metal-oxide-semiconductor (CMOS) technology. The resulting digital image is stored electronically, but can be reproduced on paper or film.


          In all but certain specialized cameras, the process of obtaining a usable exposure must involve the use, manually or automatically, of a few controls to ensure the photograph is clear, sharp and well illuminated. The controls usually include but are not limited to the following:


          
            	Focus of the lens


            	Aperture of the lens  adjustment of the iris, measured as f-number, which controls the amount of light passing through the lens. Aperture also has an effect on focus and depth of field, namely, the smaller the opening [aperture], the less light but the greater the depth of field--that is, the greater the range within which objects appear to be sharply focused.


            	Shutter speed  adjustment of the speed (often expressed either as fractions of seconds or as an angle, with mechanical shutters) of the shutter to control the amount of time during which the imaging medium is exposed to light for each exposure. Shutter speed may be used to control the amount of light striking the image plane; 'faster' shutter speeds (that is, those of shorter duration) decrease both the amount of light and the amount of image blurring from subject motion or camera motion.


            	White balance  on digital cameras, electronic compensation for the colour temperature associated with a given set of lighting conditions, ensuring that white light is registered as such on the imaging chip and therefore that the colors in the frame will appear natural. On mechanical, film-based cameras, this function is served by the operator's choice of film stock. In addition to using white balance to register natural coloration of the image, photographers may employ white balance to aesthetic end, for example white balancing to a blue object in order to obtain a warm colour temperature.


            	Metering  measurement of exposure at a midtone so that highlights and shadows are exposed according to the photographer's wishes. Many modern cameras feature this ability, though it is traditionally accomplished with the use of a separate light metering device. To translate the amount of light into a usable aperture and shutter speed, the meter needs to input the sensitivity of the film or sensor to light. Thus there needs to be a setting for "film speed" or ISO sensitivity.


            	ISO speed  traditionally used to "tell the camera" the film speed of the selected film on film cameras, ISO speeds are employed on modern digital cameras as an indication of the system's gain from light to numerical output and to control the automatic exposure system. A correct combination of ISO speed, aperture, and shutter speed leads to an image that is neither too dark nor too light.


            	Auto-focus point  on some cameras, the selection of a point in the imaging frame upon which the auto-focus system will attempt to focus. Many Single-lens reflex cameras (SLR) feature multiple auto-focus points in the viewfinder.

          


          Many other elements of the imaging device itself may have a pronounced effect on the quality and/or aesthetic effect of a given photograph; among them are:


          
            	Focal length and type of lens ( telephoto or "long" lens, macro, wide angle, fisheye, or zoom)


            	Filters or scrims placed between the subject and the light recording material, either in front of or behind the lens


            	Inherent sensitivity of the medium to light intensity and colour/wavelengths.


            	The nature of the light recording material, for example its resolution as measured in pixels or grains of silver halide.

          


          


          Controlling the photographic exposure and rendering


          Camera controls are inter-related. The total amount of light reaching the film plane (the "exposure") changes with the duration of exposure, aperture of the lens, and, the effective focal length of the lens (which in variable focal length lenses, can change as the lens is zoomed). Changing any of these controls can alter the exposure. Many cameras may be set to adjust most or all of these controls automatically. This automatic functionality is useful for occasional photographers in many situations.


          The duration of an exposure is referred to as shutter speed, often even in cameras that don't have a physical shutter, and is typically measured in fractions of a second. Aperture is expressed by an f-number or f-stop (derived from focal ratio), which is proportional to the ratio of the focal length to the diameter of the aperture. If the f-number is decreased by a factor of [image: \sqrt 2], the aperture diameter is increased by the same factor, and its area is increased by a factor of 2. The f-stops that might be found on a typical lens include 2.8, 4, 5.6, 8, 11, 16, 22, 32, where going up "one stop" (using lower f-stop numbers) doubles the amount of light reaching the film, and stopping down one stop halves the amount of light.


          Exposures can be achieved through various combinations of shutter speed and aperture. For example, f/8 at 8 ms (=1/125th of a second) and f/5.6 at 4 ms (=1/250th of a second) yield the same amount of light. The chosen combination has an impact on the final result. In addition to the subject or camera movement that might vary depending on the shutter speed, the aperture (and focal length of the lens) determine the depth of field, which refers to the range of distances from the lens that will be in focus. For example, using a long lens and a large aperture (f/2.8, for example), a subject's eyes might be in sharp focus, but not the tip of the nose. With a smaller aperture (f/22), or a shorter lens, both the subject's eyes and nose can be in focus. With very small apertures, such as pinholes, a wide range of distance can be brought into focus.


          Image capture is only part of the image forming process. Regardless of material, some process must be employed to render the latent image captured by the camera into the final photographic work. This process consists of two steps, development, and printing.


          During the printing process, modifications can be made to the print by several controls. Many of these controls are similar to controls during image capture, while some are exclusive to the printing process. Most controls have equivalent digital concepts, but some create different effects. For example, dodging and burning controls are different between digital and film processes. Other printing modifications include:


          
            	Chemicals and process used during film development


            	Duration of exposure  equivalent to shutter speed


            	Printing aperture  equivalent to aperture, but has no effect on depth of field


            	Contrast


            	Dodging  reduces exposure of certain print areas, resulting in lighter areas


            	Burning  increases exposure of certain areas, resulting in darker areas


            	Paper texture  glossy, matte, etc


            	Paper type  resin-coated (RC) or fibre-based (FB)


            	Paper size


            	Toners  used to add warm to cool tones to black and white

          


          


          Uses of photography


          Photography gained the interest of many scientists and artists from its inception. Scientists have used photography to record and study movements, such as Eadweard Muybridge's study of human and animal locomotion in 1887. Artists are equally interested by these aspects but also try to explore avenues other than the photo-mechanical representation of reality, such as the pictorialist movement. Military, police, and security forces use photography for surveillance, recognition and data storage. Photography is used to preserve memories of favorite times, to capture special moments, to tell stories, to send messages, and as a source of entertainment.


          Commercial advertising relies heavily on photography and has contributed greatly to its development.


          


          History of photography
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          Photography is the result of combining several technical discoveries. Long before the first photographs were made, Ibn al-Haytham (Alhazen) (9651040) invented the camera obscura and pinhole camera, Albertus Magnus (11931280) discovered silver nitrate, and Georges Fabricius (15161571) discovered silver chloride. Daniel Barbaro described a diaphragm in 1568. Wilhelm Homberg described how light darkened some chemicals (photochemical effect) in 1694. The fiction book Giphantie, by French author Tiphaigne de la Roche, described what can be interpreted as photography.


          Photography as a usable process goes back to the 1820s with the development of chemical photography. The first permanent photograph was an image produced in 1826 by the French inventor Nicphore Nipce. However, the picture took eight hours to expose, so he went about trying to find a new process. Working in conjunction with Louis Daguerre, they experimented with silver compounds based on a Johann Heinrich Schultz discovery in 1724 that a silver and chalk mixture darkens when exposed to light. Nipce died in 1833, but Daguerre continued the work, eventually culminating with the development of the daguerreotype in 1837. Eventually, France agreed to pay Daguerre a pension for his formula, in exchange for his promise to announce his discovery to the world as the gift of France, which he did in 1839.


          Meanwhile, Hercules Florence had already created a very similar process in 1832, naming it Photographie, and William Fox Talbot had earlier discovered another means to fix a silver process image but had kept it secret. After reading about Daguerre's invention, Talbot refined his process so that it might be fast enough to take photographs of people. By 1840, Talbot had invented the calotype process, which creates negative images. John Herschel made many contributions to the new methods. He invented the cyanotype process, now familiar as the "blueprint". He was the first to use the terms "photography", "negative" and "positive". He discovered sodium thiosulphate solution to be a solvent of silver halides in 1819, and informed Talbot and Daguerre of his discovery in 1839 that it could be used to "fix" pictures and make them permanent. He made the first glass negative in late 1839.


          In March of 1851, Frederick Scott Archer published his findings in "The Chemist" on the wet plate collodion process. This became the most widely used process between 1852 and the late 1880s when the dry plate was introduced. There are three subsets to the Collodion process; the Ambrotype (positive image on glass), the Ferrotype or Tintype (positive image on metal) and the negative which was printed on Albumen or Salt paper.


          Many advances in photographic glass plates and printing were made in through the nineteenth century. In 1884, George Eastman developed the technology of film to replace photographic plates, leading to the technology used by film cameras today.


          In 1908 Gabriel Lippmann won the Nobel Laureate in Physics for his method of reproducing colours photographically based on the phenomenon of interference, also known as the Lippmann plate.


          


          Photography types
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          Black-and-white photography


          All photography was originally monochrome, most of these photographs were black-and-white. Even after colour film was readily available, black-and-white photography continued to dominate for decades, due to its lower cost and its "classic" photographic look. It is important to note that some monochromatic pictures are not always pure blacks and whites, but also contain other hues depending on the process. The Cyanotype process produces an image of blue and white for example. The albumen process which was used more then 150 years ago had brown tones.


          Many photographers continue to produce some monochrome images. Some full colour digital images are processed using a variety of techniques to create black and whites, and some cameras have even been produced to exclusively shoot monochrome.


          


          Colour photography


          Colour photography was explored beginning in the mid 1800s. Early experiments in color could not fix the photograph and prevent the color from fading. The first permanent colour photo was taken in 1861 by the physicist James Clerk Maxwell.


          
            [image: Early color photograph taken by Prokudin-Gorskii (1915)]

            
              Early colour photograph taken by Prokudin-Gorskii (1915)
            

          


          One of the early methods of taking color photos was to use three cameras. Each camera would have a colour filter in front of the lens. This technique provides the photographer with the three basic channels required to recreate a colour image in a darkroom or processing plant. Russian photographer Sergei Mikhailovich Prokudin-Gorskii developed another technique, with three colour plates taken in quick succession.


          Practical application of the technique was held back by the very limited colour response of early film; however, in the early 1900s, following the work of photo-chemists such as H. W. Vogel, emulsions with adequate sensitivity to green and red light at last became available.


          The first colour plate, Autochrome, invented by the French Lumire brothers, reached the market in 1907. It was based on a 'screen-plate' filter made of dyed dots of potato starch, and was the only colour film on the market until German Agfa introduced the similar Agfacolor in 1932. In 1935, American Kodak introduced the first modern ('integrated tri-pack') colour film, Kodachrome, based on three colored emulsions. This was followed in 1936 by Agfa's Agfacolor Neue. Unlike the Kodachrome tri-pack process, the color couplers in Agfacolor Neue were integral with the emulsion layers, which greatly simplified the film processing. Most modern colour films, except Kodachrome, are based on the Agfacolor Neue technology. Instant colour film was introduced by Polaroid in 1963.


          Colour photography may form images as a positive transparency, intended for use in a slide projector or as color negatives, intended for use in creating positive color enlargements on specially coated paper. The latter is now the most common form of film (non-digital) colour photography owing to the introduction of automated photoprinting equipment.


          



          


          Full-spectrum, ultraviolet and infrared photography


          Ultraviolet and infrared films have been available for many decades and employed in a variety of photographic avenues since the 1960s. New technological trends in digital photography have opened a new direction in full spectrum photography, where careful filtering choices across the ultraviolet, visible and infrared lead to new artistic visions.


          Modified digital cameras can detect some ultraviolet, all of the visible and much of the near infrared spectrum, as most digital imaging sensors are sensitive from about 350nm to 1000nm. An off-the-shelf digital camera contains an infrared hot mirror filter that blocks most of the infrared and a bit of the ultraviolet that would otherwise be detected by the sensor, narrowing the accepted range from about 400nm to 700nm. Replacing a hot mirror or infrared blocking filter with an infrared pass or a wide spectrally transmitting filter allows the camera to detect the wider spectrum light at greater sensitivity. Without the hot-mirror, the red, green and blue (or cyan, yellow and magenta) colored micro-filters placed over the sensor elements pass varying amounts of ultraviolet (blue window) and infrared (primarily red, and somewhat lesser the green and blue micro-filters).


          Uses of full spectrum photography are for fine art photography, geology, forensics & law enforcement, and even some claimed use in ghost hunting.


          


          Digital photography


          
            [image: Nikon dSLR and scanner, which converts film images to digital]

            
              Nikon dSLR and scanner, which converts film images to digital
            

          


          Traditional photography burdened photographers working at remote locations without easy access to processing facilities, and competition from television pressured photographers to deliver images to newspapers with greater speed. Photo journalists at remote locations often carried miniature photo labs and a means of transmitting images through telephone lines. In 1981, Sony unveiled the first consumer camera to use a charge-coupled device for imaging, eliminating the need for film: the Sony Mavica. While the Mavica saved images to disk, the images were displayed on television, and the camera was not fully digital. In 1990, Kodak unveiled the DCS 100, the first commercially available digital camera. Although its high cost precluded uses other than photojournalism and professional photography, commercial digital photography was born.


          Digital imaging uses an electronic image sensor to record the image as a set of electronic data rather than as chemical changes on film. The primary difference between digital and chemical photography is that chemical photography resists manipulation because it involves film and photographic paper, while digital imaging is a highly manipulative medium. This difference allows for a degree of image post-processing that is comparatively difficult in film-based photography and permits different communicative potentials and applications.


          Digital point-and-shoot cameras have become widespread consumer products, outselling film cameras, and including new features such as video and audio recording. Kodak announced in January 2004 that it would no longer sell reloadable 35 mm cameras in western Europe, Canada and the United States after the end of that year. Kodak was at that time a minor player in the reloadable film cameras market. In January 2006, Nikon followed suit and announced that they will stop the production of all but two models of their film cameras: the low-end Nikon FM10, and the high-end Nikon F6. On May 25, 2006, Canon announced they will stop developing new film SLR cameras.


          According to a survey made by Kodak in 2007, 75 percent of professional photographers say they will continue to use film, even though some embrace digital.


          According to the U.S. survey results, more than two-thirds (68 percent) of professional photographers prefer the results of film to those of digital for certain applications including:


          
            	films superiority in capturing more information on medium and large format films (48 percent);


            	creating a traditional photographic look (48 percent);


            	capturing shadow and highlighting details (45 percent);


            	the wide exposure latitude of film (42 percent); and


            	archival storage (38 percent)

          


          Because photography is popularly synonymous with truth ("The camera doesn't lie."), digital imaging has raised many ethical concerns. Many photojournalists have declared they will not crop their pictures, or are forbidden from combining elements of multiple photos to make "illustrations," passing them as real photographs. Many courts will not accept digital images as evidence because of their inherently manipulative nature. Today's technology has made picture editing relatively simple for even the novice photographer.


          Recent changes of in-camera processing allows digital fingerprinting of RAW photos to verify against tampering of digital photos for forensics use.


          


          Photography styles


          


          Commercial photography
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          Commercial photography is probably best defined as any photography to which money exchanges hands. In this light money could be paid for the subject of the photograph or the photograph itself. Wholesale, retail, and professional uses of photography would fall under this definition. The commercial photographic world could include:


          
            	Advertising photography: photographs made to illustrate and usually sell a service or product. These images are generally done with an advertising agency, design firm or with an in-house corporate design team.


            	Fashion and glamour photography: This type of photography usually incorporates models. Fashion photography emphasizes the clothes or product, glamour emphasizes the model. Glamour photography is popular in advertising and in men's magazines. Models in glamour photography may be nude, but this is not always the case.


            	Crime Scene Photography: This type of photography consists of photographing scenes of crime such as robberies and murders. A black and white camera or an infrared camera may be used to capture specific details.


            	Still life photography usually depicts inanimate subject matter, typically commonplace objects which may be either natural or man-made.


            	Food photography can be used for editorial, packaging or advertising use. Food photography is similar to still life photography, but requires some special skills.


            	Editorial photography: photographs made to illustrate a story or idea within the context of a magazine. These are usually assigned by the magazine.


            	Photojournalism: this can be considered a subset of editorial photography. Photographs made in this context are accepted as a documentation of a news story.


            	Portrait and wedding photography: photographs made and sold directly to the end user of the images.


            	Fine art photography: photographs made to fulfill a vision, and reproduced to be sold directly to the customer.


            	Landscape photography: photographs of different locations made to be sold to tourists as postcards


            	Conceptual photography: Photography that turns a concept or idea into a photograph. Even though what is depicted in the photographs are real objects, the subject is strictly abstract.


            	Wildlife photography that demonstrates life of the animals.


            	Pornography: explicit depiction of sexual subject matter, especially with the sole intention of sexually exciting the viewer using a variety of media including photography. See History of erotic photography.


            	Photo sharing: publishing or transfer of a user's digital photos online.

          


          The market for photographic services demonstrates the aphorism "one picture is worth a thousand words," which has an interesting basis in the history of photography. Magazines and newspapers, companies putting up Web sites, advertising agencies and other groups pay for photography.


          Many people take photographs for self-fulfillment or for commercial purposes. Organizations with a budget and a need for photography have several options: they can employ a photographer directly, organize a public competition, or obtain rights to stock photographs. Photo stock can be procured through traditional stock giants, such as Getty Images or Corbis; smaller microstock agencies, such as Fotolia; or web marketplaces, such as Cutcaster.


          


          Photography as an art form
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          During the twentieth century, both fine art photography and documentary photography became accepted by the English-speaking art world and the gallery system. In the United States, a handful of photographers, including Alfred Stieglitz, Edward Steichen, John Szarkowski, and Edward Weston, spent their lives advocating for photography as a fine art. At first, fine art photographers tried to imitate painting styles. This movement is called Pictorialism, often using soft focus for a dreamy, 'romantic' look. In reaction to that, Weston, Ansel Adams, and others formed the f/64 Group to advocate 'straight photography', the photograph as a (sharply focused) thing in itself and not an imitation of something else.


          The aesthetics of photography is a matter that continues to be discussed regularly, especially in artistic circles. Many artists argued that photography was the mechanical reproduction of an image. If photography is authentically art, then photography in the context of art would need redefinition, such as determining what component of a photograph makes it beautiful to the viewer. The controversy began with the earliest images "written with light"; Nicphore Nipce, Louis Daguerre, and others among the very earliest photographers were met with acclaim, but some questioned if their work met the definitions and purposes of art.


          Clive Bell in his classic essay Art states that only "significant form" can distinguish art from what is not art.


          
            
              	

              	There must be some one quality without which a work of art cannot exist; possessing which, in the least degree, no work is altogether worthless. What is this quality? What quality is shared by all objects that provoke our aesthetic emotions? What quality is common to Sta. Sophia and the windows at Chartres, Mexican sculpture, a Persian bowl, Chinese carpets, Giotto's frescoes at Padua, and the masterpieces of Poussin, Piero della Francesca, and Cezanne? Only one answer seems possible - significant form. In each, lines and colors combined in a particular way, certain forms and relations of forms, stir our aesthetic emotions.

              	
            

          


          On February 14th 2006 Sothebys London sold the 2001 photograph " 99 Cent II Diptychon" for an unprecedented $3,346,456 to an anonymous bidder making it the most expensive of all time.


          


          Technical photography
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          The camera has a long and distinguished history as a means of recording phenomena from the first use by Daguerre and Fox-Talbot, such as astronomical events (eclipses for example) and small creatures when the camera was attached to the eyepiece of microscopes (in photomicroscopy). The camera also proved useful in recording crime scenes and the scenes of accidents, one of the first uses being at the scene of the Tay Rail Bridge disaster of 1879. The set of accident photographs was used in the subsequent court of inquiry so that witnesses could identify pieces of the wreckage, and the technique is now commonplace in courts of law. The set of over 50 Tay bridge photographs are of very high quality and when scanned at high resolution, can be enlarged to show details of the failed components such as broken cast iron lugs and the tie bars which failed to hold the towers in place. They show that the bridge was badly designed, badly built and badly maintained.


          Between 1846 and 1852 Charles Brooke invented a technology for the automatic registration of instruments by photography. These instruments included barometers, thermometers, psychrometers, and magnetometers, which recorded their readings by means of an automated photographic process.


          


          Other photographic image forming techniques


          Besides the camera, other methods of forming images with light are available. For instance, a photocopy or xerography machine forms permanent images but uses the transfer of static electrical charges rather than photographic film, hence the term electrophotography. Photograms are images produced by the shadows of objects cast on the photographic paper, without the use of a camera. Objects can also be placed directly on the glass of an image scanner to produce digital pictures.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Photography"
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          In physics, the photon is the elementary particle responsible for electromagnetic phenomena. It is the carrier of electromagnetic radiation of all wavelengths, including gamma rays, X-rays, ultraviolet light, visible light, infrared light, microwaves, and radio waves. The photon differs from many other elementary particles, such as the electron and the quark, in that it has zero rest mass; therefore, it travels (in vacuum) at the speed of light, c. Like all quanta, the photon has both wave and particle properties (waveparticle duality). Photons show wave-like phenomena, such as refraction by a lens and destructive interference when reflected waves cancel each other out; however, as a particle, it can only interact with matter by transferring the amount of energy


          
            	[image: E = \frac{hc}{\lambda},]

          


          where h is Planck's constant, c is the speed of light, and  is its wavelength. This is different from a classical wave, which may gain or lose arbitrary amounts of energy. For visible light the energy carried by a single photon is around a tiny 41019 joules; this energy is just sufficient to excite a single molecule in a photoreceptor cell of an eye, thus contributing to vision.


          Apart from having energy, a photon also carries momentum and has a polarization. It follows the laws of quantum mechanics, which means that often these properties do not have a well-defined value for a given photon. Rather, they are defined as a probability to measure a certain polarization, position, or momentum. For example, although a photon can excite a single molecule, it is often impossible to predict beforehand which molecule will be excited.


          The above description of a photon as a carrier of electromagnetic radiation is commonly used by physicists. However, in theoretical physics, a photon can be considered as a mediator for any type of electromagnetic interactions, including magnetic fields and electrostatic repulsion between like charges.


          The modern concept of the photon was developed gradually (190517) by Albert Einstein to explain experimental observations that did not fit the classical wave model of light. In particular, the photon model accounted for the frequency dependence of light's energy, and explained the ability of matter and radiation to be in thermal equilibrium. Other physicists sought to explain these anomalous observations by semiclassical models, in which light is still described by Maxwell's equations, but the material objects that emit and absorb light are quantized. Although these semiclassical models contributed to the development of quantum mechanics, further experiments proved Einstein's hypothesis that light itself is quantized; the quanta of light are photons.


          The photon concept has led to momentous advances in experimental and theoretical physics, such as lasers, BoseEinstein condensation, quantum field theory, and the probabilistic interpretation of quantum mechanics. According to the Standard Model of particle physics, photons are responsible for producing all electric and magnetic fields, and are themselves the product of requiring that physical laws have a certain symmetry at every point in spacetime. The intrinsic properties of photonssuch as charge, mass and spinare determined by the properties of this gauge symmetry.


          The concept of photons is applied to many areas such as photochemistry, high-resolution microscopy, and measurements of molecular distances. Recently, photons have been studied as elements of quantum computers and for sophisticated applications in optical communication such as quantum cryptography.


          


          Nomenclature


          The photon was originally called a light quantum (das Lichtquant) by Albert Einstein. The modern name photon derives from the Greek word for light, ῶ, (transliterated phs), and was coined in 1926 by the physical chemist Gilbert N. Lewis, who published a speculative theory in which photons were uncreatable and indestructible. Although Lewis' theory was never acceptedbeing contradicted by many experimentshis new name, photon, was adopted immediately by most physicists. Isaac Asimov credits Arthur Compton with defining quanta of light as photons in 1927.


          In physics, a photon is usually denoted by the symbol , the Greek letter gamma. This symbol for the photon probably derives from gamma rays, which were discovered and named in 1900 by Villard and shown to be a form of electromagnetic radiation in 1914 by Rutherford and Andrade. In chemistry and optical engineering, photons are usually symbolized by h, the energy of a photon, where h is Planck's constant and the Greek letter  ( nu) is the photon's frequency. Much less commonly, the photon can be symbolized by hf, where its frequency is denoted by f.


          


          Physical properties
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          The photon is massless, has no electric charge and does not decay spontaneously in empty space. A photon has two possible polarization states and is described by exactly three continuous parameters: the components of its wave vector, which determine its wavelength  and its direction of propagation. The photon is the gauge boson for electromagnetism, and therefore all other quantum numberssuch as lepton number, baryon number, or strangenessare exactly zero.


          Photons are emitted in many natural processes, e.g., when a charge is accelerated, during a molecular, atomic or nuclear transition to a lower energy level, or when a particle and its antiparticle are annihilated. Photons are absorbed in the time-reversed processes which correspond to those mentioned above: for example, in the production of particleantiparticle pairs or in molecular, atomic or nuclear transitions to a higher energy level.


          In empty space, the photon moves at c (the speed of light) and its energy E and momentum p are related by E = cp, where p is the magnitude of the momentum. For comparison, the corresponding equation for particles with a mass m is E2 = c2p2 + m2c4, as shown in special relativity.


          The energy and momentum of a photon depend only on its frequency  or, equivalently, its wavelength 


          
            	[image:  E = \hbar\omega = h\nu = \frac{h c}{\lambda} ]

          


          
            	[image: \mathbf{p} = \hbar\mathbf{k}]

          


          and consequently the magnitude of the momentum is


          
            	[image:  p = \hbar k = \frac{h}{\lambda} = \frac{h\nu}{c} ]

          


          where [image: \hbar = h/2\pi \!] (known as Dirac's constant or Planck's reduced constant); k is the wave vector (with the wave number k = 2 /  as its magnitude) and  = 2 is the angular frequency. Notice that k points in the direction of the photon's propagation. The photon also carries spin angular momentum that does not depend on its frequency. The magnitude of its spin is [image: \sqrt{2} \hbar ] and the component measured along its direction of motion, its helicity, must be [image: \pm\hbar]. These two possible helicities correspond to the two possible circular polarization states of the photon (right-handed and left-handed).


          To illustrate the significance of these formulae, the annihilation of a particle with its antiparticle must result in the creation of at least two photons for the following reason. In the centre of mass frame, the colliding antiparticles have no net momentum, whereas a single photon always has momentum. Hence, conservation of momentum requires that at least two photons are created, with zero net momentum. The energy of the two photonsor, equivalently, their frequencymay be determined from conservation of four-momentum. Seen another way, the photon can be considered as its own antiparticle. The reverse process, pair production, is the dominant mechanism by which high-energy photons such as gamma rays lose energy while passing through matter.


          The classical formulae for the energy and momentum of electromagnetic radiation can be re-expressed in terms of photon events. For example, the pressure of electromagnetic radiation on an object derives from the transfer of photon momentum per unit time and unit area to that object, since pressure is force per unit area and force is the change in momentum per unit time.


          


          Historical development


          
            [image: Thomas Young's double-slit experiment in 1805 showed that light can act as a wave, helping to defeat early particle theories of light.]

            
              Thomas Young's double-slit experiment in 1805 showed that light can act as a wave, helping to defeat early particle theories of light.
            

          


          In most theories up to the eighteenth century, light was pictured as being made up of particles. Since particle models cannot easily account for the refraction, diffraction and birefringence of light, wave theories of light were proposed by Ren Descartes (1637), Robert Hooke (1665), and Christian Huygens (1678); however, particle models remained dominant, chiefly due to the influence of Isaac Newton. In the early nineteenth century, Thomas Young and August Fresnel clearly demonstrated the interference and diffraction of light and by 1850 wave models were generally accepted. In 1865, James Clerk Maxwell's prediction that light was an electromagnetic wavewhich was confirmed experimentally in 1888 by Heinrich Hertz's detection of radio wavesseemed to be the final blow to particle models of light.
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          The Maxwell wave theory, however, does not account for all properties of light. The Maxwell theory predicts that the energy of a light wave depends only on its intensity, not on its frequency; nevertheless, several independent types of experiments show that the energy imparted by light to atoms depends only on the light's frequency, not on its intensity. For example, some chemical reactions are provoked only by light of frequency higher than a certain threshold; light of frequency lower than the threshold, no matter how intense, does not initiate the reaction. Similarly, electrons can be ejected from a metal plate by shining light of sufficiently high frequency on it (the photoelectric effect); the energy of the ejected electron is related only to the light's frequency, not to its intensity.


          At the same time, investigations of blackbody radiation carried out over four decades (18601900) by various researchers culminated in Max Planck's hypothesis that the energy of any system that absorbs or emits electromagnetic radiation of frequency  is an integer multiple of an energy quantum E = h. As shown by Albert Einstein, some form of energy quantization must be assumed to account for the thermal equilibrium observed between matter and electromagnetic radiation; for this explanation of the photoelectric effect, Einstein received the 1921 Nobel Prize in physics.


          Since the Maxwell theory of light allows for all possible energies of electromagnetic radiation, most physicists assumed initially that the energy quantization resulted from some unknown constraint on the matter that absorbs or emits the radiation. In 1905, Einstein was the first to propose that energy quantization was a property of electromagnetic radiation itself. Although he accepted the validity of Maxwell's theory, Einstein pointed out that many anomalous experiments could be explained if the energy of a Maxwellian light wave were localized into point-like quanta that move independently of one another, even if the wave itself is spread continuously over space. In 1909 and 1916, Einstein showed that, if Planck's law of black-body radiation is accepted, the energy quanta must also carry momentum p = h / , making them full-fledged particles. This photon momentum was observed experimentally by Arthur Compton, for which he received the Nobel Prize in 1927. The pivotal question was then: how to unify Maxwell's wave theory of light with its experimentally observed particle nature? The answer to this question occupied Albert Einstein for the rest of his life, and was solved in quantum electrodynamics and its successor, the Standard Model.


          


          Early objections
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              Up to 1923, most physicists were reluctant to accept that electromagnetic radiation itself was quantized. Instead, they tried to account for photon behaviour by quantizing matter, as in the Bohr model of the hydrogen atom (shown here). Although all semiclassical models have been disproved by experiment, these early atomic models led to quantum mechanics.
            

          


          Einstein's 1905 predictions were verified experimentally in several ways within the first two decades of the 20th century, as recounted in Robert Millikan's Nobel lecture. However, before Compton's experiment showing that photons carried momentum proportional to their frequency (1922), most physicists were reluctant to believe that electromagnetic radiation itself might be particulate. (See, for example, the Nobel lectures of Wien, Planck and Millikan.) This reluctance is understandable, given the success and plausibility of Maxwell's electromagnetic wave model of light. Therefore, most physicists assumed rather that energy quantization resulted from some unknown constraint on the matter that absorbs or emits radiation. Niels Bohr, Arnold Sommerfeld and others developed atomic models with discrete energy levels that could account qualitatively for the sharp spectral lines and energy quantization observed in the emission and absorption of light by atoms; their models agreed excellently with the spectrum of hydrogen, but not with those of other atoms. It was only the Compton scattering of a photon by a free electron (which can have no energy levels, since it has no internal structure) that convinced most physicists that light itself was quantized.


          Even after Compton's experiment, Bohr, Hendrik Kramers and John Slater made one last attempt to preserve the Maxwellian continuous electromagnetic field model of light, the so-called BKS model. To account for the then-available data, two drastic hypotheses had to be made:


          
            	Energy and momentum are conserved only on the average in interactions between matter and radiation, not in elementary processes such as absorption and emission. This allows one to reconcile the discontinuously changing energy of the atom (jump between energy states) with the continuous release of energy into radiation.

          


          
            	Causality is abandoned. For example, spontaneous emissions are merely emissions induced by a "virtual" electromagnetic field.

          


          However, refined Compton experiments showed that energy-momentum is conserved extraordinarily well in elementary processes; and also that the jolting of the electron and the generation of a new photon in Compton scattering obey causality to within 10 ps. Accordingly, Bohr and his co-workers gave their model as honorable a funeral as possible. Nevertheless, the BKS model inspired Werner Heisenberg in his development of quantum mechanics.


          A few physicists persisted in developing semiclassical models in which electromagnetic radiation is not quantized, but matter obeys the laws of quantum mechanics. Although the evidence for photons from chemical and physical experiments was overwhelming by the 1970s, this evidence could not be considered as absolutely definitive; since it relied on the interaction of light with matter, a sufficiently complicated theory of matter could in principle account for the evidence. Nevertheless, all semiclassical theories were refuted definitively in the 1970s and 1980s by elegant photon-correlation experiments. Hence, Einstein's hypothesis that quantization is a property of light itself is considered to be proven.


          


          Waveparticle duality and uncertainty principles


          Photons, like all quantum objects, exhibit both wave-like and particle-like properties. Their dual waveparticle nature can be difficult to visualize. The photon displays clearly wave-like phenomena such as diffraction and interference on the length scale of its wavelength. For example, a single photon passing through a double-slit experiment lands on the screen with a probability distribution given by its interference pattern determined by Maxwell's equations. However, experiments confirm that the photon is not a short pulse of electromagnetic radiation; it does not spread out as it propagates, nor does it divide when it encounters a beam splitter. Rather, the photon seems like a point-like particle, since it is absorbed or emitted as a whole by arbitrarily small systems, systems much smaller than its wavelength, such as an atomic nucleus (1015 m across) or even the point-like electron. Nevertheless, the photon is not a point-like particle whose trajectory is shaped probabilistically by the electromagnetic field, as conceived by Einstein and others; that hypothesis was also refuted by the photon-correlation experiments cited above. According to our present understanding, the electromagnetic field itself is produced by photons, which in turn result from a local gauge symmetry and the laws of quantum field theory (see the Second quantization and Gauge boson sections below).


          
            [image: Heisenberg's thought experiment for locating an electron (shown in blue) with a high-resolution gamma-ray microscope. The incoming gamma ray (shown in green) is scattered by the electron up into the microscope's aperture angle θ. The scattered gamma ray is shown in red. Classical optics shows that the electron position can be resolved only up to an uncertainty Δx that depends on θ and the wavelength λ of the incoming light.]

            
              Heisenberg's thought experiment for locating an electron (shown in blue) with a high-resolution gamma-ray microscope. The incoming gamma ray (shown in green) is scattered by the electron up into the microscope's aperture angle . The scattered gamma ray is shown in red. Classical optics shows that the electron position can be resolved only up to an uncertainty x that depends on  and the wavelength  of the incoming light.
            

          


          A key element of quantum mechanics is Heisenberg's uncertainty principle, which forbids the simultaneous measurement of the position and momentum of a particle along the same direction. Remarkably, the uncertainty principle for charged, material particles requires the quantization of light into photons, and even the frequency dependence of the photon's energy and momentum. An elegant illustration is Heisenberg's thought experiment for locating an electron with an ideal microscope. The position of the electron can be determined to within the resolving power of the microscope, which is given by a formula from classical optics


          
            	[image:  \Delta x \sim \frac{\lambda}{\sin \theta} ]

          


          where  is the aperture angle of the microscope. Thus, the position uncertainty x can be made arbitrarily small by reducing the wavelength. The momentum of the electron is uncertain, since it received a kick p from the light scattering from it into the microscope. If light were not quantized into photons, the uncertainty p could be made arbitrarily small by reducing the light's intensity. In that case, since the wavelength and intensity of light can be varied independently, one could simultaneously determine the position and momentum to arbitrarily high accuracy, violating the uncertainty principle. By contrast, Einstein's formula for photon momentum preserves the uncertainty principle; since the photon is scattered anywhere within the aperture, the uncertainty of momentum transferred equals


          
            	[image:  \Delta p \sim p_{\mathrm{photon}} \sin\theta = \frac{h}{\lambda} \sin\theta ]

          


          giving the product [image: \Delta x \Delta p \, \sim \, h], which is Heisenberg's uncertainty principle. Thus, the entire world is quantized; both matter and fields must obey a consistent set of quantum laws, if either one is to be quantized.


          The analogous uncertainty principle for photons forbids the simultaneous measurement of the number n of photons (see Fock state and the Second quantization section below) in an electromagnetic wave and the phase  of that wave


          
            	n > 1

          


          See coherent state and squeezed coherent state for more details.


          Both photons and material particles such as electrons create analogous interference patterns when passing through a double-slit experiment. For photons, this corresponds to the interference of a Maxwell light wave whereas, for material particles, this corresponds to the interference of the Schrdinger wave equation. Although this similarity might suggest that Maxwell's equations are simply Schrdinger's equation for photons, most physicists do not agree. For one thing, they are mathematically different; most obviously, Schrdinger's one equation solves for a complex field, whereas Maxwell's four equations solve for real fields. More generally, the normal concept of a Schrdinger probability wave function cannot be applied to photons. Being massless, they cannot be localized without being destroyed; technically, photons cannot have a position eigenstate [image: |\mathbf{r} \rangle], and, thus, the normal Heisenberg uncertainty principle xp > h / 2 does not pertain to photons. A few substitute wave functions have been suggested for the photon, but they have not come into general use. Instead, physicists generally accept the second-quantized theory of photons described below, quantum electrodynamics, in which photons are quantized excitations of electromagnetic modes.


          


          BoseEinstein model of a photon gas


          In 1924, Satyendra Nath Bose derived Planck's law of black-body radiation without using any electromagnetism, but rather a modification of coarse-grained counting of phase space. Einstein showed that this modification is equivalent to assuming that photons are rigorously identical and that it implied a mysterious non-local interaction, now understood as the requirement for a symmetric quantum mechanical state. This work led to the concept of coherent states and the development of the laser. In the same papers, Einstein extended Bose's formalism to material particles ( bosons) and predicted that they would condense into their lowest quantum state at low enough temperatures; this BoseEinstein condensation was observed experimentally in 1995.


          Photons must obey BoseEinstein statistics if they are to allow the superposition principle of electromagnetic fields, the condition that Maxwell's equations are linear. All particles are divided into bosons and fermions, depending on whether they have integer or half-integer spin, respectively. The spin-statistics theorem shows that all bosons obey BoseEinstein statistics, whereas all fermions obey Fermi-Dirac statistics or, equivalently, the Pauli exclusion principle, which states that at most one particle can occupy any given state. Thus, if the photon were a fermion, only one photon could move in a particular direction at a time. This is inconsistent with the experimental observation that lasers can produce coherent light of arbitrary intensity, that is, with many photons moving in the same direction. Hence, the photon must be a boson and obey BoseEinstein statistics.


          


          Stimulated and spontaneous emission


          
            [image: Stimulated emission (in which photons “clone” themselves) was predicted by Einstein in his kinetic derivation of E=hν, and led to the development of the laser. Einstein's derivation also provoked further developments in the quantum treatment of light, the semiclassical model and quantum electrodynamics (see below).]

            
              Stimulated emission (in which photons clone themselves) was predicted by Einstein in his kinetic derivation of E=h, and led to the development of the laser. Einstein's derivation also provoked further developments in the quantum treatment of light, the semiclassical model and quantum electrodynamics (see below).
            

          


          In 1916, Einstein showed that Planck's quantum hypothesis E = h could be derived from a kinetic rate equation. Consider a cavity in thermal equilibrium and filled with electromagnetic radiation and systems that can emit and absorb that radiation. Thermal equilibrium requires that the number density () of photons with frequency  is constant in time; hence, the rate of emitting photons of that frequency must equal the rate of absorbing them.


          Einstein hypothesized that the rate Rji for a system to absorb a photon of frequency  and transition from a lower energy Ej to a higher energy Ei was proportional to the number Nj of molecules with energy Ej and to the number density () of ambient photons with that frequency


          
            	[image:  R_{ji} = N_{j} B_{ji} \rho(\nu) \! ]

          


          where Bji is the rate constant for absorption.


          More daringly, Einstein hypothesized that the reverse rate Rij for a system to emit a photon of frequency  and transition from a higher energy Ei to a lower energy Ej was composed of two terms:


          
            	[image:  R_{ij} = N_{i} A_{ij} + N_{i} B_{ij} \rho(\nu) \! ]

          


          where Aij is the rate constant for emitting a photon spontaneously, and Bij is the rate constant for emitting it in response to ambient photons ( induced or stimulated emission). Einstein showed that Planck's energy formula E = h is a necessary consequence of these hypothesized rate equations and the basic requirements that the ambient radiation be in thermal equilibrium with the systems that absorb and emit the radiation and independent of the systems' material composition.


          This simple kinetic model was a powerful stimulus for research. Einstein was able to show that Bij = Bji (i.e., the rate constants for induced emission and absorption are equal) and, perhaps more remarkably,


          
            	[image:  A_{ij} = \frac{8 \pi h \nu^{3}}{c^{3}} B_{ij}. ]

          


          Einstein did not attempt to justify his rate equations but noted that Aij and Bij should be derivable from a mechanics and electrodynamics modified to accommodate the quantum hypothesis. This prediction was borne out in quantum mechanics and quantum electrodynamics, respectively; both are required to derive Einstein's rate constants from first principles. Paul Dirac derived the Bij rate constants in 1926 using a semiclassical approach, and, in 1927, succeeded in deriving all the rate constants from first principles. Dirac's work was the foundation of quantum electrodynamics, i.e., the quantization of the electromagnetic field itself. Dirac's approach is also called second quantization or quantum field theory; the earlier quantum mechanics (the quantization of material particles moving in a potential) represents the first quantization.


          Einstein was troubled by the fact that his theory seemed incomplete, since it did not determine the direction of a spontaneously emitted photon. A probabilistic nature of light-particle motion was first considered by Newton in his treatment of birefringence and, more generally, of the splitting of light beams at interfaces into a transmitted beam and a reflected beam. Newton hypothesized that hidden variables in the light particle determined which path it would follow. Similarly, Einstein hoped for a more complete theory that would leave nothing to chance, beginning his separation from quantum mechanics. Ironically, Max Born's probabilistic interpretation of the wave function was inspired by Einstein's later work searching for a more complete theory.


          


          Second quantization


          
            [image: Different electromagnetic modes (such as those depicted here) can be treated as independent simple harmonic oscillators. A photon corresponds to a unit of energy E=hν in its electromagnetic mode.]

            
              Different electromagnetic modes (such as those depicted here) can be treated as independent simple harmonic oscillators. A photon corresponds to a unit of energy E=h in its electromagnetic mode.
            

          


          In 1910, Peter Debye derived Planck's law of black-body radiation from a relatively simple assumption. He correctly decomposed the electromagnetic field in a cavity into its Fourier modes, and assumed that the energy in any mode was an integer multiple of h, where  is the frequency of the electromagnetic mode. Planck's law of black-body radiation follows immediately as a geometric sum. However, Debye's approach failed to give the correct formula for the energy fluctuations of blackbody radiation, which were derived by Einstein in 1909.


          In 1925, Born, Heisenberg and Jordan reinterpreted Debye's concept in a key way. As may be shown classically, the Fourier modes of the electromagnetic fielda complete set of electromagnetic plane waves indexed by their wave vector k and polarization stateare equivalent to a set of uncoupled simple harmonic oscillators. Treated quantum mechanically, the energy levels of such oscillators are known to be E = nh, where  is the oscillator frequency. The key new step was to identify an electromagnetic mode with energy E = nh as a state with n photons, each of energy h. This approach gives the correct energy fluctuation formula.


          
            [image: In quantum field theory, probabilities of events are computed by summing over all possible ways in which they can happen, as in the Feynman diagram shown here.]

            
              In quantum field theory, probabilities of events are computed by summing over all possible ways in which they can happen, as in the Feynman diagram shown here.
            

          


          Dirac took this one step further. He treated the interaction between a charge and an electromagnetic field as a small perturbation that induces transitions in the photon states, changing the numbers of photons in the modes, while conserving energy and momentum overall. Dirac was able to derive Einstein's Aij and Bij coefficients from first principles, and showed that the BoseEinstein statistics of photons is a natural consequence of quantizing the electromagnetic field correctly (Bose's reasoning went in the opposite direction; he derived Planck's law of black body radiation by assuming BE statistics). In Dirac's time, it was not yet known that all bosons, including photons, must obey BE statistics.


          Dirac's second-order perturbation theory can involve virtual photons, transient intermediate states of the electromagnetic field; the static electric and magnetic interactions are mediated by such virtual photons. In such quantum field theories, the probability amplitude of observable events is calculated by summing over all possible intermediate steps, even ones that are unphysical; hence, virtual photons are not constrained to satisfy E = pc, and may have extra polarization states; depending on the gauge used, virtual photons may have three or four polarization states, instead of the two states of real photons. Although these transient virtual photons can never be observed, they contribute measurably to the probabilities of observable events. Indeed, such second-order and higher-order perturbation calculations can give apparently infinite contributions to the sum. Such unphysical results are corrected for using the technique of renormalization. Other virtual particles may contribute to the summation as well; for example, two photons may interact indirectly through virtual electron- positron pairs.


          In modern physics notation, the quantum state of the electromagnetic field is written as a Fock state, a tensor product of the states for each electromagnetic mode


          
            	[image: |n_{k_0}\rangle\otimes|n_{k_1}\rangle\otimes\dots\otimes|n_{k_n}\rangle\dots]

          


          where [image: |n_{k_i}\rangle] represents the state in which [image: \, n_{k_i}] photons are in the mode ki. In this notation, the creation of a new photon in mode ki (e.g., emitted from an atomic transition) is written as [image: |n_{k_i}\rangle \rightarrow |n_{k_i}+1\rangle]. This notation merely expresses the concept of Born, Heisenberg and Jordan described above, and does not add any physics.


          


          The photon as a gauge boson


          The electromagnetic field can be understood as a gauge theory, i.e., as a field that results from requiring that symmetry hold independently at every position in spacetime. For the electromagnetic field, this gauge symmetry is the Abelian U(1) symmetry of a complex number, which reflects the ability to vary the phase of a complex number without affecting real numbers made from it, such as the energy or the Lagrangian.


          The quanta of an Abelian gauge field must be massless, uncharged bosons, as long as the symmetry is not broken; hence, the photon is predicted to be massless, and to have zero electric charge and integer spin. The particular form of the electromagnetic interaction specifies that the photon must have spin 1; thus, its helicity must be [image: \pm \hbar]. These two spin components correspond to the classical concepts of right-handed and left-handed circularly polarized light. However, the transient virtual photons of quantum electrodynamics may also adopt unphysical polarization states.


          In the prevailing Standard Model of physics, the photon is one of four gauge bosons in the electroweak interaction; the other three are denoted W+, W and Z0 and are responsible for the weak interaction. Unlike the photon, these gauge bosons have invariant mass, owing to a mechanism that breaks their SU(2) gauge symmetry. The unification of the photon with W and Z gauge bosons in the electroweak interaction was accomplished by Sheldon Glashow, Abdus Salam and Steven Weinberg, for which they were awarded the 1979 Nobel Prize in physics. Physicists continue to hypothesize grand unified theories that connect these four gauge bosons with the eight gluon gauge bosons of quantum chromodynamics; however, key predictions of these theories, such as proton decay, have not been observed experimentally.


          


          Photon structure


          According to Quantum Chromodynamics, a real photon can interact both as a point-like particle, or as a collection of quarks and gluons, i.e., like a hadron. The structure of the photon is determined not by the traditional valence quark distributions as in a proton, but by fluctuations of the point-like photon into a collection of partons.


          


          Contributions to the mass of a system


          The energy of a system that emits a photon is decreased by the energy E of the photon as measured in the rest frame of the emitting system, which may result in a reduction in mass in the amount E / c2. Similarly, the mass of a system that absorbs a photon is increased by a corresponding amount.


          This concept is applied in a key prediction of QED, the theory of quantum electrodynamics begun by Dirac (described above). QED is able to predict the magnetic dipole moment of leptons to extremely high accuracy; experimental measurements of these magnetic dipole moments have agreed with these predictions perfectly. The predictions, however, require counting the contributions of virtual photons to the mass of the lepton. Another example of such contributions verified experimentally is the QED prediction of the Lamb shift observed in the hyperfine structure of bound lepton pairs, such as muonium and positronium.


          Since photons contribute to the stress-energy tensor, they exert a gravitational attraction on other objects, according to the theory of general relativity. Conversely, photons are themselves affected by gravity; their normally straight trajectories may be bent by warped spacetime, as in gravitational lensing, and their frequencies may be lowered by moving to a higher gravitational potential, as in the Pound-Rebka experiment. However, these effects are not specific to photons; exactly the same effects would be predicted for classical electromagnetic waves.


          


          Photons in matter


          Light that travels through transparent matter does so at a lower speed than c, the speed of light in a vacuum. For example, photons suffer so many collisions on the way from the core of the sun that radiant energy can take about a million years to reach the surface; however, once in open space, a photon only takes 8.3 minutes to reach Earth. The factor by which the speed is decreased is called the refractive index of the material. In a classical wave picture, the slowing can be explained by the light inducing electric polarization in the matter, the polarized matter radiating new light, and the new light interfering with the original light wave to form a delayed wave. In a particle picture, the slowing can instead be described as a blending of the photon with quantum excitations of the matter ( quasi-particles such as phonons and excitons) to form a polariton; this polariton has a nonzero effective mass, which means that it cannot travel at c. Light of different frequencies may travel through matter at different speeds; this is called dispersion. The polariton propagation speed v equals its group velocity, which is the derivative of the energy with respect to momentum.


          
            	[image:  v = \frac{d\omega}{dk} = \frac{dE}{dp} ]

          


          
            [image: Retinal straightens after absorbing a photon γ of the correct wavelength]

            
              Retinal straightens after absorbing a photon  of the correct wavelength
            

          


          where, as above, E and p are the polariton's energy and momentum magnitude, and  and k are its angular frequency and wave number, respectively. In some cases, the dispersion can result in extremely slow speeds of light in matter. The effects of photon interactions with other quasi-particles may be observed directly in Raman scattering and Brillouin scattering.


          Photons can also be absorbed by nuclei, atoms or molecules, provoking transitions between their energy levels. A classic example is the molecular transition of retinal (C20H28O, Figure at right), which is responsible for vision, as discovered in 1958 by Nobel laureate biochemist George Wald and co-workers. As shown here, the absorption provokes a cis-trans isomerization that, in combination with other such transitions, is transduced into nerve impulses. The absorption of photons can even break chemical bonds, as in the photodissociation of chlorine; this is the subject of photochemistry.


          


          Technological applications


          Photons have many applications in technology. These examples are chosen to illustrate applications of photons per se, rather than general optical devices such as lenses, etc. that could operate under a classical theory of light. The laser is an extremely important application and is discussed above under stimulated emission.


          Individual photons can be detected by several methods. The classic photomultiplier tube exploits the photoelectric effect; a photon landing on a metal plate ejects an electron, initiating an ever-amplifying avalanche of electrons. Charge-coupled device chips use a similar effect in semiconductors; an incident photon generates a charge on a microscopic capacitor that can be detected. Other detectors such as Geiger counters use the ability of photons to ionize gas molecules, causing a detectable change in conductivity.


          Planck's energy formula E = h is often used by engineers and chemists in design, both to compute the change in energy resulting from a photon absorption and to predict the frequency of the light emitted for a given energy transition. For example, the emission spectrum of a fluorescent light bulb can be designed using gas molecules with different electronic energy levels and adjusting the typical energy with which an electron hits the gas molecules within the bulb.


          Under some conditions, an energy transition can be excited by two photons that individually would be insufficient. This allows for higher resolution microscopy, because the sample absorbs energy only in the region where two beams of different colors overlap significantly, which can be made much smaller than the excitation volume of a single beam (see two-photon excitation microscopy). Moreover, these photons cause less damage to the sample, since they are of lower energy.


          In some cases, two energy transitions can be coupled so that, as one system absorbs a photon, another nearby system "steals" its energy and re-emits a photon of a different frequency. This is the basis of fluorescence resonance energy transfer, which is used to measure molecular distances.


          


          Recent research


          The fundamental nature of the photon is believed to be understood theoretically; the prevailing Standard Model predicts that the photon is a gauge boson of spin 1, without mass and without charge, that results from a local U(1) gauge symmetry and mediates the electromagnetic interaction. However, physicists continue to check for discrepancies between experiment and the Standard Model predictions, in the hope of finding clues to physics beyond the Standard Model. In particular, experimental physicists continue to set ever better upper limits on the charge and mass of the photon; a non-zero value for either parameter would be a serious violation of the Standard Model. However, all experimental data hitherto are consistent with the photon having zero charge and mass. The best universally accepted upper limits on the photon charge and mass are 51052 C (or 31033 times the elementary charge) and 1.11052 kg (6x10-17 eV), respectively .


          Much research has been devoted to applications of photons in the field of quantum optics. Photons seem well-suited to be elements of an ultra-fast quantum computer, and the quantum entanglement of photons is a focus of research. Nonlinear optical processes are another active research area, with topics such as two-photon absorption, self-phase modulation and optical parametric oscillators. However, such processes generally do not require the assumption of photons per se; they may often be modeled by treating atoms as nonlinear oscillators. The nonlinear process of spontaneous parametric down conversion is often used to produce single-photon states. Finally, photons are essential in some aspects of optical communication, especially for quantum cryptography.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Photon"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Photosynthesis


        
          

          
            [image: The leaf is the primary site of photosynthesis in plants.]

            
              The leaf is the primary site of photosynthesis in plants.
            

          


          Photosynthesis is a series of enzyme-catalyzed steps for the conversion of light energy into chemical energy by living organisms. Its initial substrates are carbon dioxide and water; the energy source is light (electromagnetic radiation); and the end-products are oxygen and (energy-containing) carbohydrates, such as sucrose, glucose or starch. This process is arguably the most important biochemical pathway, since nearly all life on Earth either directly or indirectly depends on it. It is a complex process occurring in higher plants, algae, as well as bacteria such as cyanobacteria. Photosynthetic organisms are also referred to as photoautotrophs.


          The word comes from the Greek ώ- (photo-), "light," and ύ ( synthesis), "placing with."


          


          Overview


          
            [image: Photosynthesis splits water to liberate O2 and fixes CO2 into sugar]

            
              Photosynthesis splits water to liberate O2 and fixes CO2 into sugar
            

          


          Photosynthesis uses light energy and carbon dioxide to make triose phosphates (G3P). G3P is generally considered the first end-product of photosynthesis. It can be used as a source of metabolic energy, or combined and rearranged to form monosaccharide or disaccharide sugars, such as glucose or sucrose, respectively, which can be transported to other cells, stored as insoluble polysaccharides such as starch, or converted to structural carbohydrates, such as cellulose or glucans.


          A commonly used slightly simplified equation for photosynthesis is:


          
            	6 CO2(g) + 12 H2O(l) + photons  C6H12O6(aq) + 6 O2(g) + 6 H2O(l)


            	carbon dioxide + water + light energy  glucose + oxygen + water

          


          The equation is often presented in introductory chemistry texts in an even more simplified form as:


          
            	6 CO2(g) + 6 H2O(l) + photons  C6H12O6(aq) + 6 O2(g)

          


          Photosynthesis occurs in two stages. In the first stage, light-dependent reactions or photosynthetic reactions (also called the Light Reactions) capture the energy of light and use it to make high-energy molecules. During the second stage, the light-independent reactions (also called the Calvin-Benson Cycle, and formerly known as the Dark Reactions) use the high-energy molecules to capture and chemically reduce carbon dioxide (CO2) (also called carbon fixation) to make the precursors of carbohydrates.


          In the light reactions, one molecule of the pigment chlorophyll absorbs one photon and loses one electron. This electron is passed to a modified form of chlorophyll called pheophytin, which passes the electron to a quinone molecule, allowing the start of a flow of electrons down an electron transport chain that leads to the ultimate reduction of NADP to NADPH. In addition, this creates a proton gradient across the chloroplast membrane; its dissipation is used by ATP Synthase for the concomitant synthesis of ATP. The chlorophyll molecule regains the lost electron from a water molecule through a process called photolysis, which releases a dioxygen (O2) molecule.


          In the Light-independent or dark reactions the enzyme RuBisCO captures CO2 from the atmosphere and in a process that requires the newly formed NADPH, called the Calvin-Benson Cycle, releases three-carbon sugars, which are later combined to form sucrose and starch.


          Photosynthesis may simply be defined as the conversion of light energy into chemical energy by living organisms. It is affected by its surroundings, and the rate of photosynthesis is affected by the concentration of carbon dioxide in the air, the light intensity, and the temperature.


          Photosynthesis uses only 1% of the entire electromagnetic spectrum, and 2% of the visible spectrum. It has been estimated that the productivity of photosythesis is 115 petagrams (Pg, equals 1015 grams or 109 metric tons).


          


          In plants


          Most plants are photoautotrophs, which means that they are able to synthesize food directly from inorganic compounds using light energy - for example from the sun, instead of eating other organisms or relying on nutrients derived from them. This is distinct from chemoautotrophs that do not depend on light energy, but use energy from inorganic compounds.


          
            	6 CO2 + 12 H2O  C6H12O6 + 6 O2

          


          The energy for photosynthesis ultimately comes from absorbed photons and involves a reducing agent, which is water in the case of plants, releasing oxygen as product. The light energy is converted to chemical energy (known as light-dependent reactions), in the form of ATP and NADPH, which are used for synthetic reactions in photoautotrophs. The overall equation for the light-dependent reactions under the conditions of non-cyclic electron flow in green plants is:


          
            	2 H2O + 2 NADP+ + 2 ADP + 2 Pi + light  2 NADPH + 2 H+ + 2 ATP + O2

          


          Most notably, plants use the chemical energy to fix carbon dioxide into carbohydrates and other organic compounds through light-independent reactions. The overall equation for carbon fixation (sometimes referred to as carbon reduction) in green plants is:


          
            	3 CO2 + 9 ATP + 6 NADPH + 6 H+  C3H6O3-phosphate + 9 ADP + 8 Pi + 6 NADP+ + 3 H2O

          


          To be more specific, carbon fixation produces an intermediate product, which is then converted to the final carbohydrate products. The carbon skeletons produced by photosynthesis are then variously used to form other organic compounds, such as the building material cellulose, as precursors for lipid and amino acid biosynthesis, or as a fuel in cellular respiration. The latter occurs not only in plants but also in animals when the energy from plants gets passed through a food chain. Organisms dependent on photosynthetic and chemosynthetic organisms are called heterotrophs. In general outline, cellular respiration is the opposite of photosynthesis: Glucose and other compounds are oxidized to produce carbon dioxide, water, and chemical energy. However, the two processes take place through a different sequence of chemical reactions and in different cellular compartments.


          Plants absorb light primarily using the pigment chlorophyll, which is the reason that most plants have a green colour. The function of chlorophyll is often supported by other accessory pigments such as carotenes and xanthophylls. Both chlorophyll and accessory pigments are contained in organelles (compartments within the cell) called chloroplasts. Although all cells in the green parts of a plant have chloroplasts, most of the energy is captured in the leaves. The cells in the interior tissues of a leaf, called the mesophyll, can contain between 450,000 and 800,000 chloroplasts for every square millimeter of leaf. The surface of the leaf is uniformly coated with a water-resistant waxy cuticle that protects the leaf from excessive evaporation of water and decreases the absorption of ultraviolet or blue light to reduce heating. The transparent epidermis layer allows light to pass through to the palisade mesophyll cells where most of the photosynthesis takes place.


          Plants convert light into chemical energy with a maximum photosynthetic efficiency of approximately 6%. By comparison solar panels convert light into electric energy at a photosynthetic efficiency of approximately 10-20%. Actual plant's photosynthetic efficiency varies with the frequency of the light being converted, light intensity, temperature and proportion of CO2 in atmosphere.


          


          In algae and bacteria


          Algae come in multiple forms from multicellular organisms like kelp, to microscopic, single-cell organisms. Although they are not as complex as land plants, the biochemical process of photosynthesis is the same. Very much like plants, algae have chloroplasts and chlorophyll, but various accessory pigments are present in some algae such as phycocyanin, carotenes, and xanthophylls in green algae and phycoerythrin in red algae (rhodophytes), resulting in a wide variety of colors. Brown algae and diatoms contain fucoxanthol as their primary pigment. All algae produce oxygen, and many are autotrophic. However, some are heterotrophic, relying on materials produced by other organisms. For example, in coral reefs, there is a mutualistic relationship between zooxanthellae and the coral polyps.


          Photosynthetic bacteria do not have chloroplasts (or any membrane-bound organelles). Instead, photosynthesis takes place directly within the cell. Cyanobacteria contain thylakoid membranes very similar to those in chloroplasts and are the only prokaryotes that perform oxygen-generating photosynthesis. In fact, chloroplasts are now considered to have evolved from an endosymbiotic bacterium, which was also an ancestor of cyanobacterium. The other photosynthetic bacteria have a variety of different pigments, called bacteriochlorophylls, and do not produce oxygen. Some bacteria, such as Chromatium, oxidize hydrogen sulfide instead of water for photosynthesis, producing sulfur as waste. All photosynthesizing organisms must be in the photic (light-receiving) zone, except for those near hydrothermal vents which give faint light.


          


          Evolution
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          Early photosynthetic systems, such as those from green and purple sulfur and green and purple non-sulfur bacteria, are thought to have been anoxygenic, using various molecules as electron donors. Green and purple sulfur bacteria are thought to have used hydrogen and sulfur as an electron donor. Green nonsulfur bacteria used various amino and other organic acids. Purple nonsulfur bacteria used a variety of non-specific organic molecules. The use of these molecules is consistent with the geological evidence that the atmosphere was highly reduced at that time.


          Fossils of what are thought to be filamentous photosynthetic organisms have been dated at 3.4 billion years old.


          The main source of oxygen in the atmosphere is oxygenic photosynthesis, and its first appearance is sometimes referred to as the oxygen catastrophe. Geological evidence suggests that oxygenic photosynthesis, such as that in cyanobacteria, became important during the Paleoproterozoic era around 2 billion years ago. Modern photosynthesis in plants and most photosynthetic prokaryotes is oxygenic. Oxygenic photosynthesis uses water as an electron donor which is oxidized to molecular dioxygen in the photosynthetic reaction centre.


          


          Origin of chloroplasts


          In plants photosynthesis occurs in organelles called chloroplasts. Chloroplasts have many similarities with photosynthetic bacteria including a circular chromosome, prokaryotic-type ribosomes, and similar proteins in the photosynthetic reaction centre.


          The endosymbiotic theory suggests that photosynthetic bacteria were acquired (by endocytosis) by early eukaryotic cells to form the first plant cells. Therefore, chloroplasts may be photosynthetic bacteria that adapted to life inside plant cells. Like mitochondria, chloroplasts still possess their own DNA, separate from the nuclear DNA of their plant host cells and the genes in this chloroplast DNA resemble those in cyanobacteria.


          Marine molluscs Elysia viridis and Elysia chlorotica likewise maintain a symbiotic relationship with chloroplasts that they capture from the algae that they ingest. This allows the molluscs to survive solely by photosynthesis for several months at a time.


          


          Cyanobacteria and the evolution of photosynthesis


          The biochemical capacity to use water as the source for electrons in photosynthesis evolved once, in a common ancestor of extant cyanobacteria. The geological record indicates that this transforming event took place early in Earth's history, at least 2450-2320 million years ago (Ma), and possibly much earlier. Available evidence from geobiological studies of Archean (>2500 Ma) sedimentary rocks indicates that life existed 3500 Ma, but the question of when oxygenic photosynthesis evolved is still unanswered. A clear paleontological window on cyanobacterial evolution opened about 2000 Ma, revealing an already-diverse biota of blue-greens. Cyanobacteria remained principal primary producers throughout the Proterozoic Eon (2500-543 Ma), in part because the redox structure of the oceans favored photoautotrophs capable of nitrogen fixation. Green algae joined blue-greens as major primary producers on continental shelves near the end of the Proterozoic, but only with the Mesozoic (251-65 Ma) radiations of dinoflagellates, coccolithophorids, and diatoms did primary production in marine shelf waters take modern form. Cyanobacteria remain critical to marine ecosystems as primary producers in oceanic gyres, as agents of biological nitrogen fixation, and, in modified form, as the plastids of marine algae.


          


          Molecular production


          


          


          Temporal Order


          The overall process of photosynthesis takes place in four stages. The first, energy transfer in antenna chlorophyll takes place in the femtosecond [1 femtosecond (fs) = 10,15 s] to picosecond [1 picosecond (ps) = 1012 s] time scale. The next phase, the transfer of electrons in photochemical reactions, takes place in the picosecond to nanosecond time scale [1 nanosecond (ns) = 109 s]. The third phase, the electron transport chain and ATP synthesis, takes place on the microsecond [1 microsecond (s) = 106 s] to millisecond [1 millisecond (ms) = 103 s) time scale. The final phase is carbon fixation and export of stable products and takes place in the millisecond to second time scale. The first three stages occur in the thylakoid membranes.


          


          Light to chemical energy


          The light energy is converted to chemical energy using the light-dependent reactions. This chemical energy production is about 5-6% efficient, with the majority of the light that strikes a plant reflected and not absorbed. However, of the energy that is absorbed, approximately 30-50% is captured as chemical energy. The products of the light-dependent reactions are ATP from photophosphorylation and NADPH from photoreduction. Both are then utilized as an energy source for the light-independent reactions.


          Not all wavelengths of light can support photosynthesis. The photosynthetic action spectrum depends on the type of accessory pigments present. For example, in green plants, the action spectrum resembles the absorption spectrum for chlorophylls and carotenoids with peaks for violet-blue and red light. In red algae, the action spectrum overlaps with the absorption spectrum of phycobilins for blue-green light, which allows these algae to grow in deeper waters that filter out the longer wavelengths used by green plants. The non-absorbed part of the light spectrum is what gives photosynthetic organisms their colour (e.g., green plants, red algae, purple bacteria) and is the least effective for photosynthesis in the respective organisms.


          


          Z scheme
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          In plants, light-dependent reactions occur in the thylakoid membranes of the chloroplasts and use light energy to synthesize ATP and NADPH. The light-dependent reaction has two forms; cyclic and non-cyclic reaction. In the non-cyclic reaction, the photons are captured in the light-harvesting antenna complexes of photosystem II by chlorophyll and other accessory pigments (see diagram at right). When a chlorophyll molecule at the core of the photosystem II reaction centre obtains sufficient excitation energy from the adjacent antenna pigments, an electron is transferred to the primary electron-acceptor molecule, Pheophytin, through a process called Photoinduced charge separation. These electrons are shuttled through an electron transport chain, the so called Z-scheme shown in the diagram, that initially functions to generate a chemiosmotic potential across the membrane. An ATP synthase enzyme uses the chemiosmotic potential to make ATP during photophosphorylation, whereas NADPH is a product of the terminal redox reaction in the Z-scheme. The electron enters the Photosystem I molecule. The electron is excited due to the light absorbed by the photosystem. A second electron carrier accepts the electron, which again is passed down lowering energies of electron acceptors. The energy created by the electron acceptors is used to move hydrogen ions across the thylakoid membrane into the lumen. The electron is used to reduce the co-enzyme NADP, which has functions in the light-independent reaction. The cyclic reaction is similar to that of the non-cyclic, but differs in the form that it generates only ATP, and no reduced NADP (NADPH) is created. The cyclic reaction takes place only at photosystem I. Once the electron is displaced from the photosystem, the electron is passed down the electron acceptor molecules and returns back to photosystem I, from where it was emitted, hence the name cyclic reaction.


          


          Water photolysis


          The NADPH is the main reducing agent in chloroplasts, providing a source of energetic electrons to other reactions. Its production leaves chlorophyll with a deficit of electrons (oxidized), which must be obtained from some other reducing agent. The excited electrons lost from chlorophyll in photosystem I are replaced from the electron transport chain by plastocyanin. However, since photosystem II includes the first steps of the Z-scheme, an external source of electrons is required to reduce its oxidized chlorophyll a molecules. The source of electrons in green-plant and cyanobacterial photosynthesis is water. Two water molecules are oxidized by four successive charge-separation reactions by photosystem II to yield a molecule of diatomic oxygen and four hydrogen ions; the electron yielded in each step is transferred to a redox-active tyrosine residue that then reduces the photoxidized paired-chlorophyll a species called P680 that serves as the primary (light-driven) electron donor in the photosystem II reaction centre. The oxidation of water is catalyzed in photosystem II by a redox-active structure that contains four manganese ions; this oxygen-evolving complex binds two water molecules and stores the four oxidizing equivalents that are required to drive the water-oxidizing reaction. Photosystem II is the only known biological enzyme that carries out this oxidation of water. The hydrogen ions contribute to the transmembrane chemiosmotic potential that leads to ATP synthesis. Oxygen is a waste product of light-independent reactions, but the majority of organisms on Earth use oxygen for cellular respiration, including photosynthetic organisms.


          


          Quantum mechanical effects


          Through photosynthesis, sunlight energy is transferred to molecular reaction centers for conversion into chemical energy with nearly 100-percent efficiency. The transfer of the solar energy takes place almost instantaneously, so little energy is wasted as heat. However, only 43% of the total solar incident radiation can be used (only light in the range 400-700 nm), 20% of light is blocked by canopy, and plant respiration requires about 33% of the stored energy, which brings down the actual efficiency of photosynthesis to about 6.6%.


          A study led by researchers with the U.S. Department of Energys Lawrence Berkeley National Laboratory (Berkeley Lab) and the University of California at Berkeley suggests that long-lived wavelike electronic quantum coherence plays an important part in this instantaneous transfer of energy by allowing the photosynthetic system to simultaneously try each potential energy pathway and choose the most efficient option. Results of the study are presented in the April 12, 2007 issue of the journal Nature.


          


          Oxygen and photosynthesis


          With respect to oxygen and photosynthesis, there are two important concepts.


          
            	Plant and cyanobacterial (blue-green algae) cells also use oxygen for cellular respiration, although they have a net output of oxygen since much more is produced during photosynthesis.


            	Oxygen is a product of the light-driven water-oxidation reaction catalyzed by photosystem II; it is not generated by the fixation of carbon dioxide. Consequently, the source of oxygen during photosynthesis is water, not carbon dioxide.

          


          


          Bacterial variation


          The concept that oxygen production is not directly associated with the fixation of carbon dioxide was first proposed by Cornelis Van Niel in the 1930s, who studied photosynthetic bacteria. Aside from the cyanobacteria, bacteria only have one photosystem and use reducing agents other than water. They get electrons from a variety of different inorganic chemicals including sulfide or hydrogen, so for most of these bacteria oxygen is not produced.


          Others, such as the halophiles (an Archaea), produced so-called purple membranes where the bacteriorhodopsin could harvest light and produce energy. The purple membranes was one of the first to be used to demonstrate the chemiosmotic theory: light hit the membranes and the pH of the solution that contained the purple membranes dropped as protons were pumping out of the membrane.
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          Carbon fixation


          The fixation or reduction of carbon dioxide is a light-independent process in which carbon dioxide combines with a five-carbon sugar, ribulose 1,5-bisphosphate (RuBP), to yield two molecules of a three-carbon compound, glycerate 3-phosphate (GP), also known as 3-phosphoglycerate (PGA). GP, in the presence of ATP and NADPH from the light-dependent stages, is reduced to glyceraldehyde 3-phosphate (G3P). This product is also referred to as 3-phosphoglyceraldehyde ( PGAL) or even as triose phosphate. Triose is a 3-carbon sugar (see carbohydrates). Most (5 out of 6 molecules) of the G3P produced is used to regenerate RuBP so the process can continue (see Calvin-Benson cycle). The 1 out of 6 molecules of the triose phosphates not "recycled" often condense to form hexose phosphates, which ultimately yield sucrose, starch and cellulose. The sugars produced during carbon metabolism yield carbon skeletons that can be used for other metabolic reactions like the production of amino acids and lipids.


          


          C4 and C3 photosynthesis and CAM
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          In hot and dry conditions, plants will close their stomata to prevent loss of water. Under these conditions, CO2 will decrease, and dioxygen gas, produced by the light reactions of photosynthesis, will increase in the leaves, causing an increase of photorespiration by the oxygenase activity of ribulose-1,5-bisphosphate carboxylase/oxygenase and decrease in carbon fixation. Some plants have evolved mechanisms to increase the CO2 concentration in the leaves under these conditions.


          C4 plants chemically fix carbon dioxide in the cells of the mesophyll by adding it to the three-carbon molecule phosphoenolpyruvate (PEP), a reaction catalyzed by an enzyme called PEP carboxylase and which creates the four-carbon organic acid, oxaloacetic acid. Oxaloacetic acid or malate synthesized by this process is then translocated to specialized bundle sheath cells where the enzyme, rubisco, and other Calvin cyle enzymes are located, and where CO2 released by decarboxylation of the four-carbon acids is then fixed by rubisco activity to the three-carbon sugar 3-phosphoglycerate. The physical separation of rubisco from the oxygen-generating light reactions reduces photorespiration and increases CO2 fixation and thus photosynthetic capacity of the leaf. C4 plants can produce more sugar than C3 plants in conditions of high light and temperature. Many important crop plants are C4 plants including maize, sorghum, sugarcane, and millet. Plants lacking PEP-carboxylase are called C3 plants because the primary carboxylation reaction, catalyzed by Rubiso, produces the three-carbon sugar 3-phosphoglycerate directly in the Calvin-Benson Cycle.


          Xerophytes such as cacti and most succulents also use PEP carboxylase to capture carbon dioxide in a process called Crassulacean acid metabolism (CAM). In contrast to C4 metabolism, which physically separates the CO2 fixation to PEP from the Calvin cycle, CAM only temporally separates these two processes. CAM plants have a different leaf anatomy than C4 plants, and fix the CO2 at night, when their stomata are open. CAM plants store the CO2 mostly in the form of malic acid via carboxylation of phosphoenolpyruvate to oxaloacetate, which is then reduced to malate. Decarboxylation of malate during the day releases CO2 inside the leaves thus allowing carbon fixation to 3-phosphoglycerate by rubisco.


          


          Discovery


          Although some of the steps in photosynthesis are still not completely understood, the overall photosynthetic equation has been known since the 1800s.


          Jan van Helmont began the research of the process in the mid-1600s when he carefully measured the mass of the soil used by a plant and the mass of the plant as it grew. After noticing that the soil mass changed very little, he hypothesized that the mass of the growing plant must come from the water, the only substance he added to the potted plant. His hypothesis was partially accurate - much of the gained mass also comes from carbon dioxide as well as water. However, this was a signaling point to the idea that the bulk of a plant's biomass comes from the inputs of photosynthesis, not the soil itself.


          Joseph Priestley, a chemist and minister, discovered that when he isolated a volume of air under an inverted jar, and burned a candle in it, the candle would burn out very quickly, much before it ran out of wax. He further discovered that a mouse could similarly "injure" air. He then showed that the air that had been "injured" by the candle and the mouse could be restored by a plant.


          In 1778, Jan Ingenhousz, court physician to the Austrian Empress, repeated Priestley's experiments. He discovered that it was the influence of sunlight on the plant that could cause it to rescue a mouse in a matter of hours.


          In 1796, Jean Senebier, a Swiss pastor, botanist, and naturalist, demonstrated that green plants consume carbon dioxide and release oxygen under the influence of light. Soon afterwards, Nicolas-Thodore de Saussure showed that the increase in mass of the plant as it grows could not be due only to uptake of CO2, but also to the incorporation of water. Thus the basic reaction by which photosynthesis is used to produce food (such as glucose) was outlined.


          Cornelis Van Niel made key discoveries explaining the chemistry of photosynthesis. By studying purple sulfur bacteria and green bacteria he was the first scientist to demonstrate that photosynthesis is a light-dependent redox reaction, in which hydrogen reduces carbon dioxide.


          Robert Emerson discovered two light reactions by testing plant productivity using different wavelengths of light. With the red alone, the light reactions were suppressed. When blue and red were combined, the output was much more substantial. Thus, there were two photosystems, one aborbing up to 600 nm wavelengths, the other up to 700. The former is known as PSII, the latter is PSI. PSI contains only chlorophyll a, PSII contains primarily chlorophyll a with most of the available chlorophyll b, among other pigments.


          Further experiments to prove that the oxygen developed during the photosynthesis of green plants came from water, were performed by Robert Hill in 1937 and 1939. He showed that isolated chloroplasts give off oxygen in the presence of unnatural reducing agents like iron oxalate, ferricyanide or benzoquinone after exposure to light. The Hill reaction is as follows:


          
            	2 H2O + 2 A + (light, chloroplasts)  2 AH2 + O2

          


          where A is the electron acceptor. Therefore, in light the electron acceptor is reduced and oxygen is evolved. Cytb6, now known as a plastoquinone, is one electron acceptor.


          Samuel Ruben and Martin Kamen used radioactive isotopes to determine that the oxygen liberated in photosynthesis came from the water.


          Melvin Calvin and Andrew Benson, along with James Bassham, elucidated the path of carbon assimilation (the photosynthetic carbon reduction cycle) in plants. The carbon reduction cycle is known as the Calvin cycle, which inappropriately ignores the contribution of Bassham and Benson. Many scientists refer to the cycle as the Calvin-Benson Cycle, Benson-Calvin, and some even call it the Calvin-Benson-Bassham (or CBB) Cycle.


          A Nobel Prize winning scientist, Rudolph A. Marcus, was able to discover the function and significance of the electron transport chain.


          


          Factors


          There are three main factors affecting photosynthesis and several corollary factors. The three main are:


          
            	Light irradiance and wavelength


            	Carbon dioxide concentration


            	Temperature.

          


          


          Light intensity (irradiance), wavelength and temperature


          In the early 1900s Frederick Frost Blackman along with Gabrielle Matthaei investigated the effects of light intensity ( irradiance) and temperature on the rate of carbon assimilation.


          
            	At constant temperature, the rate of carbon assimilation varies with irradiance, initially increasing as the irradiance increases. However at higher irradiance this relationship no longer holds and the rate of carbon assimilation reaches a plateau.


            	At constant irradiance, the rate of carbon assimilation increases as the temperature is increased over a limited range. This effect is only seen at high irradiance levels. At low irradiance, increasing the temperature has little influence on the rate of carbon assimilation.

          


          These two experiments illustrate vital points: firstly, from research it is known that photochemical reactions are not generally affected by temperature. However, these experiments clearly show that temperature affects the rate of carbon assimilation, so there must be two sets of reactions in the full process of carbon assimilation. These are of course the light-dependent 'photochemical' stage and the light-independent, temperature-dependent stage. Second, Blackman's experiments illustrate the concept of limiting factors. Another limiting factor is the wavelength of light. Cyanobacteria, which reside several meters underwater, cannot receive the correct wavelengths required to cause photoinduced charge separation in conventional photosynthetic pigments. To combat this problem, a series of proteins with different pigments surround the reaction centre. This unit is called a phycobilisome.


          


          Carbon dioxide levels and photorespiration


          As carbon dioxide concentrations rise, the rate at which sugars are made by the light-independent reactions increases until limited by other factors. RuBisCO, the enzyme that captures carbon dioxide in the light-independent reactions, has a binding affinity for both carbon dioxide and oxygen. When the concentration of carbon dioxide is high, RuBisCO will fix carbon dioxide. However, if the oxygen concentration is high, RuBisCO will bind oxygen instead of carbon dioxide. This process, called photorespiration, uses energy, but does not make sugar.


          RuBisCO oxygenase activity is disadvantageous to plants for several reasons:


          
            	One product of oxygenase activity is phosphoglycolate (2 carbon) instead of 3-phosphoglycerate (3 carbon). Phosphoglycolate cannot be metabolized by the Calvin-Benson cycle and represents carbon lost from the cycle. A high oxygenase activity, therefore, drains the sugars that are required to recycle ribulose 5-bisphosphate and for the continuation of the Calvin-Benson cycle.


            	Phosphoglycolate is quickly metabolized to glycolate that is toxic to a plant at a high concentration; it inhibits photosynthesis.


            	Salvaging glycolate is an energetically expensive process that uses the glycolate pathway and only 75% of the carbon is returned to the Calvin-Benson cycle as 3-phosphoglycerate.

          


          
            	
              
                	A highly-simplified summary is:

              

            

          


          
            	
              
                	
                  
                    	2 glycolate + ATP  3-phophoglycerate + carbon dioxide + ADP +NH3

                  

                

              

            

          


          The salvaging pathway for the products of RuBisCO oxygenase activity is more commonly known as photorespiration, since it is characterized by light-dependent oxygen consumption and the release of carbon dioxide.
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        Photosynthetic reaction centre


        
          

          


          A photosynthetic reaction centre is a protein that is the site of the light reactions of photosynthesis. The reaction centre contains pigments such as chlorophyll and phaeophytin. These absorb light, promoting an electron to a higher energy level within the pigment. The free energy created is used to reduce an electron acceptor, and is critical for the production of chemical energy during photosynthesis.


          Reaction centres are present in all green plants and in many bacteria and algae. Green plants have two reaction centres known as photosystem I and photosystem II and the structures of these centres are complex, involving a multisubunit protein. The reaction centre found in Rhodopseudomonas bacteria is currently better understood since it has fewer proteins than the examples in green plants.


          


          Capturing light energy


          A reaction centre is laid out in such a way that it captures the energy of a photon using pigment molecules and turns it into a usable form. Once the light energy has been absorbed directly by the pigment molecules, or passed to them by resonance transfer from antenna pigments, they release two electrons into an electron transport chain.


          Light is made up of small bundles of energy called photons. If a photon with the right amount of energy hits an electron it will raise the electron to a higher energy level. Electrons are most stable at their lowest energy level or ground state, the orbit in which the electron has the least amount of energy. Electrons in higher energy levels can return to ground state in a manner analogous to a ball falling down a staircase. In doing so they release energy. This is the process which is exploited by a photosynthetic reaction centre.


          When an electron rises to a higher energy level this increases the reduction potential of the molecule that the electron resides in. This means the molecule has a greater tendency to donate electrons, the key to the conversion of light energy to chemical energy. In green plants, the electron transport chain that follows has many electron acceptors including phaeophytin, quinone, plastoquinone, cytochrome bf, and ferredoxin that ultimately result in the reduced molecule NADPH. The passage of the electron through the electron transport chain also results in the pumping of protons (hydrogen ions) from the chlorplast's stroma into the lumen resulting in a proton gradient across the thylakoid membrane that can be used to synthesis ATP using ATP synthase. Both the ATP and NADPH are used in the Calvin cycle to fix carbon dioxide into triose sugars.


          


          Bacteria


          


          Structure
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          The bacterial photosynthetic reaction centre has been an important model to understand the structure and chemistry of the biological process of capturing light energy. In the 1960s, Roderick Clayton was the first to purify the reaction centre complex from purple bacteria. However, the first crystal structure was determined by Hartmut Michel, Johann Deisenhofer and Robert Huber for which they shared the Nobel Prize in 1988. This was also significant since it was the first structure for any membrane protein complex.


          Four different subunits were found to be important for the function of the photosynthetic reaction centre. The L and M subunits, shown in blue and purple in the image of the structure both span the plasma membrane. They are structurally similar to one another, both having 5 transmembrane polypeptide helices. Four bacteriochlorophyll b (BChl-b) molecules, two bacteriophaeophytin b molecules (BPh) molecules, two quinones (QA and QB), and a ferrous ion are associated with the L and M subunits. The H subunit, shown in gold, lies on the cytoplasmic side of the plasma membrane. A cytochrome subunit, shown in green, contains four c-type hemes and is located on the periplasmic surface (outer) of the membrane.


          The reaction centre contains two pigments that serve to collect and transfer the energy from photon absorption: BChb and Bph. BChb roughly resembles the chlorophyll molecule found in green plants, but due to minor structural differences, its peak absorption wavelength is shifted into the infrared, with wavelengths as long as 1000nm. Bph has the same structure as BChb, but the central magnesium ion is replaced by two protons.


          


          Mechanism
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          The process starts when light is absorbed by two BChl-b molecules that lie near the periplasmic side of the membrane. This pair of chlorophyll molecules, often called the "special pair", absorbs photons at roughly 960nm, and thus is called P960 (with P standing for "pigment"). Once P960 absorbs a photon it ejects an electron, which is transferred through another molecule of Bchl to the BPh in the L subunit. This initial charge separation yields a positive charge on P960 and a negative charge on the BPh. This process takes place in 10 picoseconds (10-11 seconds).


          The charges on the P960+ and the BPh- could undergo charge recombination in this state. This would waste the high-energy electron and convert the absorbed light energy in to heat. Several factors of the reaction centre structure serve to prevent this. First the transfer of an electron from BPh- to P960+ is relatively slow compared to two other redox reactions in the reaction centre. The faster reactions involve the transfer of an electron from BPh- (BPh- is oxidised to BPh) to the electron acceptor quinone (QA) and the transfer of an electron to P960+ (P960+ is reduced to P960) from a heme in the cytochrome subunit above the reaction centre.


          The high-energy electron which resides on the tightly bound quinone molecule QA is transferred to an exchangeable quinone molecule QB. This molecule is loosely associated with the protein and is fairly easy to detach. Two of the high-energy electrons are required to fully reduce QB to QH2 taking up two protons from the cytoplasm in the process. The reduced quinone QH2 diffuses through the membrane to another protein complex ( cytochrome bc1-complex) where it is oxidised. In the process the reducing power of the QH2 is used to pump protons across the membrane to the periplasmic space. The electrons from the cytochrome bc1-complex are then transferred through a soluble cytochrome c intermediate, called cytochrome c2, in the periplasm to the cytochrome subunit. Thus, the flow of electrons in this system is cyclical.


          


          Green plants


          


          Oxygenic photosynthesis


          In 1772, the chemist Joseph Priestly carried out a series of experiments relating to the gasses involved in respiration and combustion. In his first experiment, he lit a candle and placed it under an upturned jar. After a short period of time, the candle burned out. He carried out a similar experiment with a mouse in the confined space of the burning candle. He found that the mouse died a short time after the candle had been extinguished. However, he could revivify the foul air by placing green plants in the area and exposing them to light. Priestly's observations were some of the first experiments that demonstrated the activity of a photosynthetic reaction centre.


          In 1779, Jan Ingenhousz carried out more than 500 experiments spread out over 4 months in an attempt to understand what was really going on. He wrote up his discoveries in a book entitled Experiments upon Vegetables. Ingenhousz took green plants and immersed them in water inside a transparent tank. He observed many bubbles rising from the surface of the leaves whenever the plants were exposed to light. Ingenhousz collected the gas which was given off by the plants and performed several different tests in attempt to determine what the gas was. The test which finally revealed the identity of the gas was placing a smoldering taper into the gas sample and having it relight. This test proved it was oxygen, or as Joseph Priestly had called it, 'de- phlogisticated air'.


          In 1932, Professor Robert Emerson and an undergraduate student, William Arnold, used a repetitive flash technique to precisely measure small quantities of oxygen evolved by chlorophyll in the algae Chlorella. Their experiment proved the existence of a photosynthetic unit. Gaffron and Wohl later interpreted the experiment and realized that the light absorbed by the photosynthetic unit was transferred. This reaction occurs at the reaction centre of photosystem II and takes place in cyanobacteria, algae and green plants.


          


          Photosystem II


          Photosystem II is the photosystem that generates the electron that will eventually reduce NADP+. Photosystem II is present on the thylakoid membranes inside chloroplasts, the site of photosynthesis in green plants. The structure of Photosystem II is remarkably similar to the bacterial reaction centre and it is theorized that they share a common ancestor.


          The core of photosystem II consists of two subunits referred to as D1 and D2. These two subunits are similar to the L and M subunits present in the bacterial reaction centre. Photosystem II differs from the bacterial reaction centre in that it has many additional subunits which bind additional chlorophylls to increase efficiency. The overall reaction catalyzed by photosystem II is:


          [image: \begin{matrix}\ &light &\ \\ 2Q + 2H_2 O &\Longrightarrow & O_2 + 2QH_2\end{matrix}]


          Q represents plastoquinone, the oxidized form of Q. QH2 represents plastoquinol, the reduced form of Q. This process of reducing quinone is comparable to that which takes place in the bacterial reaction centre. Photosystem II obtains electrons by oxidizing water in a process called photolysis. Molecular oxygen is a byproduct of this process and it is this reaction that supplies the atmosphere with oxygen. The fact that the oxygen from green plants originated from water was first deduced by the Canadian-born American biochemist Martin David Kamen. He used a radioactive isotope of oxygen, O18 to trace the path of the oxygen, from water to gaseous molecular oxygen. This reaction is catalyzed by a reactive centre in photosystem II containing four manganese ions.


          The reaction begins with the excitation of a pair of chlorophyll molecules similar to those in the bacterial reaction centre. Due to the presence of chlorophyll a, as opposed to bacteriochlorophyll, photosystem II absorbs light at a shorter wavelength. The pair of chlorophyll molecules at the reaction centre are often referred to as P680. When the photon has been absorbed the resulting high-energy electron is transferred to a nearby pheophytin molecule. This is above and to the right of the pair on the diagram and is coloured grey. The electron travels from the pheophytin molecule through two plastoquinone molecules, the first tightly bound, the second loosely bound. The tightly bound molecule is shown above the pheophytin molecule and is coloured red. The loosely bound molecule is to the left of this and is also coloured red. This flow of electrons is similar to that of the bacterial reaction centre. Two electrons are required to fully reduce the loosely bound plastoquinone molecule to QH2 as well as the uptake of two protons.


          
            [image: ]
          


          The difference between photosystem II and the bacterial reaction centre is the source of the electron that neutralizes the pair of chlorophyll a molecules. In the bacterial reaction centre, the electron is obtained from a reduced compound heme group in a cytochrome subunit.


          A difference between photosystem II and the bacterial reaction centre is the source of the electron which neutralizes the pair of pigment molecules. Once photoinduced charge separation has taken place, the P680 molecule carries a positive charge. P680 is a very strong oxidant and extracts electrons from two water molecules which are bound at the manganese centre directly below the pair. This centre, below and to the left of the pair in the diagram, contains four manganese ions, a calcium ion, a chloride ion, and a tyrosine residue. Manganese is used because it is capable of existing in four oxidation states; Mn2+, Mn3+, Mn4+ and Mn5+. Manganese also forms strong bonds with oxygen-containing molecules such as water.


          Every time the P680 absorbs a photon, it emits an electron, gaining a positive charge. This charge is neutralized by the extraction of an electron from the manganese centre which sits directly below it. The process of oxidizing two molecules of water requires four electrons. The water molecules which are oxidized in the manganese centre are the source of the electrons which reduce the two molecules of Q to QH2.


          


          Photosystem I


          After the electron has left photosystem II it is transferred to a cytochrome b6f complex and then to plastocyanin, a blue copper protein and electron carrier. The plastocyanin complex carries the electron that will neutralize the pair in the next reaction centre, photosystem I.


          As with photosystem II and the bacterial reaction centre, a pair of chlorophyll a molecules initiates photoinduced charge separation. This pair is referred to as P700. 700 is a reference to the wavelength at which the chlorophyll molecules absorb light maximally. The P700 lies in the centre of the protein. Once photoinduced charge separation has been initiated, the electron travels down a pathway through a chlorophyll  molecule situated directly above the P700, through a quinone molecule situated directly above that, through three 4Fe-4S clusters and finally to an interchangeable ferredoxin complex. Ferredoxin is a soluble protein containing a 2Fe-2S cluster coordinated by four cysteine residues. The positive charge left on the P700 is neutralized by the transfer of an electron from plastocyanin. Thus the overall reaction catalyzed by photosystem I is:


          [image: \begin{matrix} \ & light & \ \\ Pc(Cu^+ ) + Fd_{ox} & \Longrightarrow & Pc(Cu^{2+}) + Fd_{red} \end{matrix}]


          The cooperation between photosystems I and II creates an electron flow from H2O to NADP+. This pathway is called the 'Z-scheme' because the redox diagram from P680 to P700 resembles the letter z.
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          A photovoltaic array is a linked collection of photovoltaic modules, which are in turn made of multiple interconnected solar cells. The cells convert solar energy into direct current electricity via the photovoltaic effect. The power that one module can produce is seldom enough to meet requirements of a home or a business, so the modules are linked together to form an array. Most PV arrays use an inverter to convert the DC power produced by the modules into alternating current that can plug into the existing infrastructure to power lights, motors, and other loads. The modules in a PV array are usually first connected in series to obtain the desired voltage; the individual strings are then connected in parallel to allow the system to produce more current. Solar arrays are typically measured by the electrical power they produce, in watts, kilowatts, or even megawatts.


          


          Applications


          In urban and suburban areas, photovoltaic arrays are commonly used on rooftops to measure power use; often the building will have a preexisting connection to the power grid, in which case the energy produced by the PV array will be sold back to the utility in some sort of net metering agreement. In more rural areas, ground-mounted PV systems are more common. The systems may also be equipped with a battery backup system to compensate for a potentially unreliable power grid. In agricultural settings, the array may be used to directly power DC pumps, without the need for an inverter. In remote settings such as mountainous areas, islands, or other places where a power grid is unavailable, solar arrays can be used as the sole source of electricity, usually by charging a storage battery. Satellites use solar arrays for their power. In particular the International Space Station uses multiple solar arrays to power all the equipment on board. Solar photovoltaic panels are frequently applied in satellite power. However, costs of production have been reduced in recent years for more widespread use through production and technological advances. For example, single crystal silicon solar cells have largely been replaced by less expensive multicrystalline silicon solar cells, and thin film silicon solar cells have also been developed recently at lower costs of production yet (see Solar cell). Although they are reduced in energy conversion efficiency from single crystalline Si wafers, they are also much easier to produce at comparably lower costs. Together with a storage battery, photovoltaics have become commonplace for certain low-power applications, such as signal buoys or devices in remote areas or simply where connection to the electricity mains would be impractical. In experimental form they have even been used to power automobiles in races such as the World solar challenge across Australia. Many yachts and land vehicles use them to charge on-board batteries.


          


          PV performance
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          At high noon on a cloudless day at the equator, the power of the sun is about 1 kW/m, on the Earth's surface, to a plane that is perpendicular to the sun's rays. As such, PV arrays can track the sun through each day to greatly enhance energy collection. However, tracking devices add cost, and require maintenance, so it is more common for PV arrays to have fixed mounts that tilt the array and face due South in the Northern Hemisphere (in the Southern Hemisphere, they should point due North). The tilt angle, from horizontal, can be varied for season, but if fixed, should be set to give optimal array output during the peak electrical demand portion of a typical year. For large systems, the energy gained by using tracking systems outweighs the added complexity (trackers can increase efficiency by 30% or more). PV arrays that approach or exceed one megawatt often use solar trackers. Accounting for clouds, and the fact that most of the world is not on the equator, and that the sun sets in the evening, the correct measure of solar power is insolation  the average number of kilowatt-hours per square meter per day. For the weather and latitudes of the United States and Europe, typical insolation ranges from 4 kWh/m/day in northern climes to 6.5 kWh/m/day in the sunniest regions. Typical solar panels have an average efficiency of 12%, with the best commercially available panels at 20%. Thus, a photovoltaic installation in the southern latitudes of Europe or the United States may expect to produce 1 kWh/m/day. A typical "150 watt" solar panel is about a square meter in size. Such a panel may be expected to produce 1 kWh every day, on average, after taking into account the weather and the latitude. In the Sahara desert, with less cloud cover and a better solar angle, one can obtain closer to 8.3 kWh/m/day. The unpopulated area of the Sahara desert is over 9 million km, which if covered with solar panels would provide 630 terawatts total power. The Earth's current energy consumption rate is around 13.5 TW at any given moment (including oil, gas, coal, nuclear, and hydroelectric).


          Other factors affect PV performance. Photovoltaic cells' electrical output is extremely sensitive to shading. When even a small portion of a cell, module, or array is shaded, while the remainder is in sunlight, the output falls dramatically due to internal 'short-circuiting' (the electrons reversing course through the shaded portion of the p-n junction). Therefore it is extremely important that a PV installation is not shaded at all by trees, architectural features, flag poles, or other obstructions. Sunlight can be absorbed by dust, fallout, or other impurities at the surface of the module. This can cut down the amount of light that actually strikes the cells by as much as half. Maintaining a clean module surface will increase output performance over the life of the module. Module output and life are also degraded by increased temperature. Allowing ambient air to flow over, and if possible behind, PV modules reduces this problem. However, effective module lives are typically 25 years or more , so replacement costs should be considered as well.


          


          Solar photovoltaic panels on spacecraft
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          Solar panels can be used on spacecraft, particularly when they are in the inner part of the solar system. They have been designed to pivot on spacecraft, so that they will always be in the direct path of solar rays. In order to optimize the amount of energy generated, solar panels on spacecraft can be equipped with a Fresnel lens, which concentrates sunlight. Because of these efforts to maximize electric production, and the fact that the Sun is mostly the only source of energy, the construction of solar cells on spacecraft could be one of the highest costs. When journeying to outer parts of the solar system (or beyond), nuclear reactors or radioisotope thermal generators are preferred, as the Sun's rays are too weak at such extreme distances to power a spacecraft. The ESA is researching the possibility of solar power satellites that would generate electricity in space and then beam it to Earth via laser or microwaves. In addition, solar power is being considered for use as a propulsion mechanism in lieu of chemical propulsion.
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          Physical cosmology, as a branch of astronomy, is the study of the large-scale structure of the universe and is concerned with fundamental questions about its formation and evolution. Cosmology involves itself with studying the motions of the celestial bodies and the first cause. For most of human history, it has been a branch of metaphysics. Cosmology as a science originates with the Copernican principle, which implies that celestial bodies obey identical physical laws to those on earth, and Newtonian mechanics, which first allowed us to understand those motions. This is now called celestial mechanics. Physical cosmology, as it is now understood, began with the twentieth century development of Albert Einstein's general theory of relativity and better astronomical observations of extremely distant objects.


          The twentieth century advances made it possible to speculate about the origins of the universe and allowed scientists to establish the Big Bang as the leading cosmological theory, which most cosmologists now accept as the basis for their theories and observations. Vanishingly few researchers still advocate any of a handful of alternative cosmologies, but professional cosmologists generally agree that the big bang best explains observations. Physical cosmology, roughly speaking, deals with the very largest objects in the universe (galaxies, clusters and superclusters), the very earliest distinct objects to form ( quasars) and the very early universe, when it was nearly homogeneous (hot big bang, cosmic inflation, cosmic microwave background radiation and the Weyl curvature hypothesis).


          Cosmology is unusual in physics for drawing heavily on the work of particle physicists' experiments, and research into phenomenology and even string theory; from astrophysicists; from general relativity research; and from plasma physics. Thus, cosmology unites the physics of the largest structures in the universe to the physics of the smallest structures in the universe.


          


          Energy of the cosmos


          Light elements, primarily hydrogen and helium, were created in the Big Bang. These light elements were spread too fast and too thinly in the Big Bang process (see nucleosynthesis) to form the most stable medium-sized atomic nuclei, like iron and nickel. This fact allows for later energy release, as such intermediate-sized elements are formed in our era. The formation of such atoms powers the steady energy-releasing reactions in stars, and also contributes to sudden energy releases, such as in novae. Gravitational collapse of matter into black holes is also thought to power the most energetic processes, generally seen at the centers of galaxies (see quasars and in general active galaxies).


          Cosmologists are still unable to explain all cosmological phenomena purely on the basis of known conventional forms of energy, for example those related to the accelerating expansion of the universe, and therefore invoke a yet unexplored form of energy called dark energy to account for certain cosmological observations. One hypothesis is that dark energy is the energy of virtual particles (which mathematically must exist in vacuum due to the uncertainty principle).


          There is no unambiguous way to define the total energy of the universe in the current best theory of gravity, general relativity. As a result it remains controversial whether one can meaningfully say that total energy is conserved in an expanding universe. For instance, each photon that travels through intergalactic space loses energy due to the redshift effect. This energy is not obviously transferred to any other system, so seems to be permanently lost. Nevertheless some cosmologists insist that energy is conserved in some sense.


          Thermodynamics of the universe is a field of study to explore which form of energy dominates the cosmos - relativistic particles which are referred to as radiation, or non-relativistic particles which are referred to as matter. The former are particles whose rest mass is zero or negligible compared to their energy, and therefore move at the speed of light or very close to it; the latter are particles whose kinetic energy is much lower than their rest mass and therefore move much slower than the speed of light.


          As the universe expands, both matter and radiation in it become diluted. However, the universe also cools down, meaning that the average energy per particle is getting smaller with time. Therefore the radiation becomes weaker, and dilutes faster than matter. Thus with the expansion of the universe radiation becomes less dominant than matter. In the very early universe radiation dictates the rate of deceleration of the universe's expansion, and the universe is said to be 'radiation dominated'. At later times, when the average energy per photon is roughly 10 eV and lower, matter dictates the rate of deceleration and the universe is said to be 'matter dominated'. The intermediate case is not treated well analytically. As the expansion of the universe continues, matter dilutes even further and the cosmological constant becomes dominant, leading to an acceleration in the universe's expansion.


          


          History of physical cosmology


          Modern cosmology developed along tandem observational and theoretical tracks. In 1915, Albert Einstein developed his theory of general relativity. At the time, physicists were prejudiced to believe in a perfectly static universe without beginning or end. Einstein added a cosmological constant to his theory to try to force it to allow for a static universe with matter in it. The so-called Einstein universe is, however, unstable. It is bound to eventually start expanding or contracting. The cosmological solutions of general relativity were found by Alexander Friedmann, whose equations describe the Friedmann-Lematre-Robertson-Walker universe, which may expand or contract.


          In the 1910s, Vesto Slipher and later Carl Wilhelm Wirtz interpreted the red shift of spiral nebulae as a Doppler shift that indicated they were receding from Earth. However, it is notoriously difficult to determine the distance to astronomical objects: even if it is possible to measure their angular size it is usually impossible to know their actual size or luminosity. They did not realize that the nebulae were actually galaxies outside our own Milky Way, nor did they speculate about the cosmological implications. In 1927, the Belgian Roman Catholic priest Georges Lematre independently derived the Friedmann-Lematre-Robertson-Walker equations and proposed, on the basis of the recession of spiral nebulae, that the universe began with the "explosion" of a "primeval atom"what was later called the big bang. In 1929, Edwin Hubble provided an observational basis for Lematre's theory. Hubble proved that the spiral nebulae were galaxies and measured their distances by observing Cepheid variable stars. He discovered a relationship between the redshift of a galaxy and its luminosity. He interpreted this as evidence that the galaxies are receding in every direction at speeds (relative to the Earth) directly proportional to their distance. This fact is known as Hubble's law. The relationship between distance and speed, however, was accurately ascertained only relatively recently: Hubble was off by a factor of ten.


          Given the cosmological principle, Hubble's law suggested that the universe was expanding. This idea allowed for two opposing possibilities. One was Lematre's Big Bang theory, advocated and developed by George Gamow. The other possibility was Fred Hoyle's steady state model in which new matter would be created as the galaxies moved away from each other. In this model, the universe is roughly the same at any point in time.


          For a number of years the support for these theories was evenly divided. However, the observational evidence began to support the idea that the universe evolved from a hot dense state. Since the discovery of the cosmic microwave background in 1965 it has been regarded as the best theory of the origin and evolution of the cosmos. Before the late 1960s, many cosmologists thought the infinitely dense singularity at the starting time of Friedmann's cosmological model was a mathematical over-idealization, and that the universe was contracting before entering the hot dense state and starting to expand again. This is Richard Tolman's oscillatory universe. In the sixties, Stephen Hawking and Roger Penrose demonstrated that this idea was unworkable, and the singularity is an essential feature of Einstein's gravity. This led the majority of cosmologists to accept the Big Bang, in which the universe we observe began a finite time ago.


          


          History of the Universe


          The history of the universe is a central issue in cosmology. According to the standard theory of cosmology, the history of the universe is divided into different periods called epochs, according to the dominant forces and processes in each period. The standard cosmological model is known as CDM model.


          


          Equations of motion


          The equations of motion governing the universe as a whole are derived from general relativity with a small, positive cosmological constant. The solution is an expanding universe; due to this expansion the radiation and matter in the universe are cooled down and become diluted. At first the expansion is slowed down by gravitation due to the radiation and matter content of the universe. However, as these become diluted, the cosmological constant becomes more dominant and the expansion of the universe starts to accelerate rather than decelerate. In our universe this has already happened, billions of years ago.


          


          Particle physics in cosmology


          Particle physics, which deals with high energies, is extremely important in the behaviour of the early universe, since it was so hot that the average energy density was very high. Because of this, scattering processes and decay of unstable particles are important in cosmology.


          As a thumb rule, a scattering or a decay process is cosmologically important in a certain cosmological epoch if its relevant time scale is smaller or comparable to the time scale of the universe expansion, which is 1 / H with H being the Hubble constant at that time. This is roughly equal to the age of the universe at that time.


          


          Timeline of the Big Bang


          Observations suggest that the universe as we know it began around 13.7 billion years ago. Since then, the evolution of the universe has passed through three phases. The very early universe, which is still poorly understood, was the split second in which the universe was so hot that particles had energies higher than those currently accessible in particle accelerators on Earth. Therefore, while the basic features of this epoch have been worked out in the big bang theory, the details are largely based on educated guesses. Following this, in the early universe, the evolution of the universe proceeded according to known high energy physics. This is when the first protons, electrons and neutrons formed, then nuclei and finally atoms. With the formation of neutral hydrogen, the cosmic microwave background was emitted. Finally, the epoch of structure formation began, when matter started to aggregate into the first stars and quasars, and ultimately galaxies, clusters of galaxies and superclusters formed. The future of the universe is not yet firmly known, but according to the CDM model it will continue expanding forever.


          


          Areas of study


          Below, some of the most active areas of inquiry in cosmology are described, in roughly chronological order. This does not include all of the big bang cosmology, which is presented in cosmological timeline.


          


          The very early universe


          While the early, hot universe appears to be well explained by the big bang from roughly 10-33 seconds onwards, there are several problems. One is that there is no compelling reason, using current particle physics, to expect the universe to be flat, homogeneous and isotropic (see the cosmological principle). Moreover, grand unified theories of particle physics suggest that there should be magnetic monopoles in the universe, which have not been found. These problems are resolved by a brief period of cosmic inflation, which drives the universe to flatness; smooths out anisotropies and inhomogeneities to the observed level; and exponentially dilutes the monopoles. The physical model behind cosmic inflation is extremely simple, however it has not yet been confirmed by particle physics, and there are difficult problems reconciling inflation and quantum field theory. Some cosmologists think that string theory and brane cosmology will provide an alternative to inflation.


          Another major problem in cosmology is what has caused the universe to contain more particles than antiparticles. Cosmologists can use X-ray observations to deduce that the universe is not split into regions of matter and antimatter, but rather is predominantly made of matter. This problem is called the baryon asymmetry, and the theory to describe the resolution is called baryogenesis. The theory of baryogenesis was worked out by Andrei Sakharov in 1967, and requires a violation of the particle physics symmetry, called CP-symmetry, between matter and antimatter. Particle accelerators, however, measure too small a violation of CP-symmetry to account for the baryon asymmetry. Cosmologists and particle physicists are trying to find additional violations of the CP-symmetry in the early universe that might account for the baryon asymmetry.


          Both the problems of baryogenesis and cosmic inflation are very closely related to particle physics, and their resolution might come from high energy theory and experiment, rather than through observations of the universe.


          


          Big bang nucleosynthesis


          Big Bang Nucleosynthesis is the theory of the formation of the elements in the early universe. It finished when the universe was about three minutes old and its temperature fell enough that nuclear fusion ceased. Because the time in which big bang nucleosynthesis occurred was so short, only the very lightest elements were produced, unlike in stellar nucleosynthesis. Starting from hydrogen ions (protons), it principally produced deuterium, helium-4 and lithium. Other elements were produced in only trace abundances. While the basic theory of nucleosynthesis has been understood for decades (it was developed in 1948 by George Gamow, Ralph Asher Alpher and Robert Herman) it is an extremely sensitive probe of physics at the time of the big bang, as the theory of big bang nucleosynthesis connects the abundances of primordial light elements with the features of the early universe. Specifically, it can be used to test the equivalence principle, to probe dark matter and test neutrino physics. Some cosmologists have proposed that big bang nucleosynthesis suggests there is a fourth "sterile" species of neutrino.


          


          Cosmic microwave background


          The cosmic microwave background is radiation left over from decoupling, when atoms first formed, and the radiation produced in the big bang stopped Thomson scattering from charged ions. The radiation, first observed in 1965 by Arno Penzias and Robert Woodrow Wilson, has a perfect thermal black-body spectrum. It has a temperature of 2.7 kelvins today and is isotropic to one part in 105. Cosmological perturbation theory, which describes the evolution of slight inhomogeneities in the early universe, has allowed cosmologists to precisely calculate the angular power spectrum of the radiation, and it has been measured by the recent satellite experiments ( COBE and WMAP) and many ground and balloon-based experiments (such as Degree Angular Scale Interferometer, Cosmic Background Imager, and Boomerang). One of the goals of these efforts is to measure the basic parameters of the Lambda-CDM model with increasing accuracy, as well as to test the predictions of the big bang model and look for new physics. The recent measurements made by WMAP, for example, have placed limits on the neutrino masses.


          Newer experiments, such as the Atacama Cosmology Telescope and the QUIET telescope, are trying to measure the polarization of the cosmic microwave background, which will provide further confirmation of the theory as well as information about cosmic inflation, and the so-called secondary anisotropies, such as the Sunyaev-Zel'dovich effect and Sachs-Wolfe effect, which are caused by interaction between galaxies and clusters with the cosmic microwave background.


          


          Formation and evolution of large-scale structure


          Understanding the formation and evolution of the largest and earliest structures (ie, quasars, galaxies, clusters and superclusters) is one of the largest efforts in cosmology. Cosmologists study a model of hierarchical structure formation in which structures form from the bottom up, with smaller objects forming first, while the largest objects, such as superclusters, are still assembling. The most straightforward way to study structure in the universe is to survey the visible galaxies, in order to construct a three-dimensional picture of the galaxies in the universe and measure the matter power spectrum. This is the approach of the Sloan Digital Sky Survey and the 2dF Galaxy Redshift Survey.


          An important tool for understanding structure formation is simulations, which cosmologists use to study the gravitational aggregation of matter in the universe, as it clusters into filaments, superclusters and voids. Most simulations contain only non-baryonic cold dark matter, which should suffice to understand the universe on the largest scales, as there is much more dark matter in the universe than visible, baryonic matter. More advanced simulations are starting to include baryons and study the formation of individual galaxies. Cosmologists study these simulations to see if they agree with the galaxy surveys, and to understand any discrepancy.


          Other, complementary techniques will allow cosmologists to measure the distribution of matter in the distant universe and to probe reionization. These include:


          
            	The Lyman alpha forest, which allows cosmologists to measure the distribution of neutral atomic hydrogen gas in the early universe, by measuring the absorption of light from distant quasars by the gas.


            	The 21 centimeter absorption line of neutral atomic hydrogen also provides a sensitive test of cosmology


            	Weak lensing, the distortion of a distant image by gravitational lensing due to dark matter.

          


          These will help cosmologists settle the question of when the first quasars formed.


          


          Dark matter


          Evidence from big bang nucleosynthesis, the cosmic microwave background and structure formation suggests that about 25% of the mass of the universe consists of non-baryonic dark matter, whereas only 4% consists of visible, baryonic matter. The gravitational effects of dark matter are well understood, as it behaves like cold, non-radiative dust which forms haloes around galaxies. Dark matter has never been detected in the laboratory: the particle physics nature of dark matter is completely unknown. However, there are a number of candidates, such as a stable supersymmetric particle, a weakly interacting massive particle, an axion, and a massive compact halo object. Alternatives to the dark matter hypothesis include a modification of gravity at small accelerations ( MOND) or an effect from brane cosmology.


          The physics at the centre of galaxies (see active galactic nuclei, supermassive black hole) may give some clues about the nature of dark matter.


          


          Dark energy


          If the universe is to be flat, there must be an additional component making up 74% (in addition to the 22% dark matter and 4% baryons) of the energy density of the universe. This is called dark energy. In order not to interfere with big bang nucleosynthesis and the cosmic microwave background, it must not cluster in haloes like baryons and dark matter. There is strong observational evidence for dark energy, as the total mass of the universe is known, since it is measured to be flat, but the amount of clustering matter is tightly measured, and is much less than this. The case for dark energy was strengthened in 1999, when measurements demonstrated that the expansion of the universe has begun to gradually accelerate.


          However, apart from its density and its clustering properties, nothing is known about dark energy. Quantum field theory predicts a cosmological constant much like dark energy, but 120 orders of magnitude too large. Steven Weinberg and a number of string theorists (see string landscape) have used this as evidence for the anthropic principle, which suggests that the cosmological constant is so small because life (and thus physicists, to make observations) cannot exist in a universe with a large cosmological constant, but many people find this an unsatisfying explanation. Other possible explanations for dark energy include quintessence or a modification of gravity on the largest scales. The effect on cosmology of the dark energy that these models describe is given by the dark energy's equation of state, which varies depending upon the theory. The nature of dark energy is one of the most challenging problems in cosmology.


          A better understanding of dark energy is likely to solve the problem of the ultimate fate of the universe. In the current cosmological epoch, the accelerated expansion due to dark energy is preventing structures larger than superclusters from forming. It is not known whether the acceleration will continue indefinitely, perhaps even increasing until a big rip, or whether it will eventually reverse.


          


          Other areas of inquiry


          Cosmologists also study:


          
            	whether primordial black holes were formed in our universe, and what happened to them.


            	the GZK cutoff for high-energy cosmic rays, and whether it signals a failure of special relativity at high energies


            	the equivalence principle, and whether Einstein's general theory of relativity is the correct theory of gravitation, and if the fundamental laws of physics are the same everywhere in the universe.
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          Physical exercise is a bodily activity that develops and maintains physical fitness and overall health. It is often practiced to strengthen muscles and the cardiovascular system, and to hone athletic skills. Frequent and regular physical exercise boosts the immune system, and helps prevent diseases of affluence such as heart disease, cardiovascular disease, Type 2 diabetes and obesity. It also improves mental health and helps prevent depression.


          


          Types of exercise


          Exercises are generally grouped into three types depending on the overall effect they have on the human body:


          
            	Flexibility exercises such as stretching improve the range of motion of muscles and joints.


            	Aerobic exercises such as cycling, walking, running, hiking, and playing tennis focus on increasing cardiovascular endurance.


            	Anaerobic exercises such as weight training, functional training or sprinting increase short-term muscle strength.

          


          


          Exercise benefits


          Physical exercise is important for maintaining physical fitness and can contribute positively to maintaining healthy weight, building and maintaining healthy bone density, muscle strength, and joint mobility, promoting physiological well-being, reducing surgical risks, and strengthening the immune system.


          Frequent and regular aerobic exercise has been shown to help prevent or treat serious and life-threatening chronic conditions such as high blood pressure, obesity, heart disease, Type 2 diabetes, insomnia, and depression. Strength training appears to have continuous energy-burning effects that persist for about 24 hours after the training, though they do not offer the same cardiovascular benefits as aerobic exercises do. Exercise can also increase energy and raise one's threshold for pain.


          There is conflicting evidence as to whether vigorous exercise (more than 70% of VO2 Max) is more or less beneficial than moderate exercise (40 to 70% of VO2 Max). Some studies have shown that vigorous exercise executed by healthy individuals can effectively increase opioid peptides (aka endorphins, a naturally occurring opiate that in conjunction with other neurotransmitters is responsible for exercise induced euphoria and has been shown to be addictive), positively influence hormone production (i.e., increase testosterone and growth hormone), benefits that are not as fully realized with moderate exercise.


          Exercise has been shown to improve cognitive functioning via improvement of hippocampus-dependent spatial learning, and enhancement of synaptic plasticity and neurogenesis. In addition, physical activity has been shown to be neuroprotective in many neurodegenerative and neuromuscular diseases. For instance, it reduces the risk of developing dementia. Furthermore, anecdotal evidence suggests that frequent exercise may reverse alcohol-induced brain damage.


          Physical activity is thought to have other beneficial effects related to cognition as it increases levels of nerve growth factors, which support the survival and growth of a number of neuronal cells.


          Both aerobic and anaerobic exercise also work to increase the mechanical efficiency of the heart by increasing cardiac volume (aerobic exercise), or myocardial thickness (strength training, see Organ hypertrophy).


          Not everyone benefits equally from exercise. There is tremendous variation in individual response to training: where most people will see a moderate increase in endurance from aerobic exercise, some individuals will as much as double their oxygen uptake, while others will never get any benefit at all from the exercise. Similarly, only a minority of people will show significant muscle growth after prolonged weight training, while a larger fraction experience improvements in strength. This genetic variation in improvement from training is one of the key physiological differences between elite athletes and the larger population. Studies have shown that exercising in middle age leads to better physical ability later in life.


          


          Common myths


          Many myths have arisen surrounding exercise, some of which have a basis in reality, and some which are completely false. Myths include:


          
            	That excessive exercise can cause immediate death. Death by exercise has some small basis in fact. Water intoxication can result from prolific sweating (producing electrolyte losses) combined with consumption of large amounts of plain water and insufficient replenishment of electrolytes, especially salt and potassium (e.g. when running a marathon). It is also possible to die from a heart attack or similar affliction if overly intense exercise is performed by someone who is not in a reasonable state of fitness for that particular activity. A doctor should always be consulted before any radical changes are made to a person's current exercise regimen. Rhabdomyolysis is also a risk. Other common dangers may occur from extreme overheating or aggravation of a physical defect, such as a thrombosis or aneurysm.

          


          
            	That weightlifting makes you short or stops growth. One caveat is that heavy weight training in adolescents can damage the epiphyseal plate of long bones.

          


          


          Targeted fat reduction


          Spot reduction is a myth that exercise and training a particular body part will preferentially shed the fat on that part; for example, that doing sit-ups is the most direct way to reduce subcutaneous belly fat. This is false: one cannot reduce fat from one area of the body to the exclusion of others. Most of the energy derived from fat gets to the muscle through the bloodstream and reduces stored fat in the entire body, from the last place where fat was deposited. Sit-ups may improve the size and shape of abdominal muscles but will not specifically target belly fat for loss. Such exercise might help reduce overall body fat and shrink the size of fat cells. There is a very slight increase in the fat burnt at the area being exercised (e.g. abs) compared with the rest of the body, due to the extra blood flow at this area.


          


          Muscle and fat tissue


          Some people incorrectly believe that muscle tissue will turn into fat tissue once a person stops exercising. This is not literally true  fat tissue and muscle tissue are fundamentally different  but the common expression that "muscle will turn to fat" is truthful in the sense that catabolism of muscle fibers for energy can result in excess glucose being stored as fat. Moreover, the composition of a body part can change toward less muscle and more fat, so that a cross-section of the upper-arm for example, will have a greater area corresponding to fat and a smaller area corresponding to muscle. This is not muscle "turning into fat" however  it is simply a combination of muscle atrophy and increased fat storage in different tissues of the same body part. Another element of increased fatty deposits is that of diet, as most trainees will not significantly reduce their diet in order to compensate for the lack of exercise/activity.


          


          Excessive exercise


          Exercise is a stressor and the stresses of exercise have a catabolic effect on the body - contractile proteins within muscles are consumed for energy, carbohydrates and fats are similarly consumed and connective tissues are stressed and can form micro-tears. However, given adequate nutrition and sufficient rest to avoid overtraining, the body's reaction to this stimulus is to adapt and replete tissues at a higher level than that existing before exercising. The results are all the training effects of regular exercise: increased muscular strength, endurance, bone density, and connective tissue toughness.


          Too much exercise can be harmful. The body parts exercised need at least a day of rest, which is why some health experts say one should exercise every other day or 3 times a week. Without proper rest, the chance of stroke or other circulation problems increases, and muscle tissue may develop slowly. It has also been noted by the medical field that expectant mothers should never exercise two days consecutively.


          Inappropriate exercise can do more harm than good, with the definition of "inappropriate" varying according to the individual. For many activities, especially running, there are significant injuries that occur with poorly regimented exercise schedules. In extreme instances, over-exercising induces serious performance loss. Unaccustomed overexertion of muscles leads to rhabdomyolysis (damage to muscle) most often seen in new army recruits. Another danger is overtraining in which the intensity or volume of training exceeds the body's capacity to recover between bouts.


          Stopping excessive exercise suddenly can also create a change in mood. Feelings of depression and agitation can occur when withdrawal from the natural endorphins produced by exercise occurs. Exercise should be controlled by each body's inherent limitations. While one set of joints and muscles may have the tolerance to withstand multiple marathons, another body may be damaged by 20 minutes of light jogging. This must be determined by each individual.


          Too much exercise can also cause a female to miss her period, a symptom known as amenorrhea.


          


          Nutrition and recovery


          Proper nutrition is at least as important to health as exercise. When exercising, it becomes even more important to have good diet to ensure the body has the correct ratio of macronutrients whilst providing ample micronutrients, in order to aid the body with the recovery process following strenuous exercise.


          Proper rest and recovery are also as important to health as exercise; otherwise the body exists in a permanently injured state and will not improve or adapt adequately to the exercise. Hence, it is important to remember to allow adequate recovery between exercise sessions.


          The above two factors can be compromised by psychological compulsions ( eating disorders such as exercise bulimia, anorexia, and other bulimias), misinformation, a lack of organization, or a lack of motivation. These all lead to a decreased state of health.


          Delayed onset muscle soreness can occur after any kind of exercise, particularly if the body is in an unconditioned state relative to that exercise.


          


          Exercise and brain function


          In the long term, exercise is beneficial to the brain by:


          
            	increasing the blood and oxygen flow to the brain


            	increasing growth factors that help create new nerve cells and promote synaptic plasticity


            	increasing chemicals in the brain that help cognition, such as dopamine, glutamate, norepinephrine, and serotonin

          


          


          Categories of physical exercise


          
            	Aerobic exercise


            	Anaerobic exercise


            	Strength training


            	Agility training

          


          Sometimes the terms 'dynamic' and 'static' are used. 'Dynamic' exercises such as steady running, tend to produce a lowering of the diastolic blood pressure during exercise, due to the improved blood flow. Conversely, static exercise (such as weight-lifting) can cause the systolic pressure to rise significantly.


          


          Breathing


          Active exhalation during physical exercise helps the body to increase its maximum lung capacity. This results in greater efficiency, since the heart has to do less work to oxygenate the muscles, and there is also increased muscular efficiency through greater blood flow. Consciously breathing deeply during aerobic exercise helps this development of the heart and lungs.
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        Physical paradox


        
          

          A physical paradox is an apparent contradiction in physical descriptions of the universe. While many physical paradoxes have accepted resolutions, others defy resolution and may indicate flaws in theory. In physics as in all of science, contradictions and paradoxes are generally assumed to be artifacts of error and incompleteness because reality is assumed to be completely consistent, although this is itself a philosophical assumption. When, as in fields such as quantum physics and relativity theory, existing assumptions about reality have been shown to break down, this has usually been dealt with by changing our understanding of reality to a new one which remains self-consistent in the presence of the new evidence.


          


          Paradoxes relating to false assumptions


          
            [image: The Twins paradox illustrates the theory of non-absolute time.]
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          Certain physical paradoxes defy common sense predictions about physical situations. In some cases, this is the result of modern physics correctly describing the natural world in circumstances which are far outside of everyday experience. For example, special relativity has traditionally yielded two common paradoxes: the twins paradox and the ladder paradox. Both of these paradoxes involve thought experiments which defy traditional common sense assumptions about time and space. In particular, the effects of time dilation and length contraction are used in both of these paradoxes to create situations which seemingly contradict each other. It turns out that the fundamental postulate of special relativity that the speed of light is invariant in all frames of reference requires that concepts such as simultaneity and absolute time are not applicable when comparing radically different frames of reference.


          Another paradox associated with relativity is Supplee's paradox which seems to describe two reference frames that are irreconcilable. In this case, the problem is assumed to be well-posed in special relativity, but because the effect is dependent on objects and fluids with mass, the effects of general relativity need to be taken into account. Taking the correct assumptions, the resolution is actually a way of restating the equivalence principle.


          Babinet's paradox is that contrary to naive expectations, the amount of radiation removed from a beam in the diffraction limit is proportional to twice the cross-sectional area. This is because there are two separate processes which remove radiation from the beam in equal amounts: absorption and diffraction.


          Similarly, there exists a set of physical paradoxes that directly rely on one or more assumptions that are incorrect. The Gibbs paradox of statistical mechanics yields an apparent contradiction when calculating the entropy of mixing. If the assumption that the particles in an ideal gas are indistinguishable is not appropriately taken into account, the calculated entropy is not an extensive variable as it should be.


          Olbers' paradox shows that an infinite universe with a uniform distribution of stars necessarily leads to a sky that is as bright as a star. The observed dark night sky can be alternatively resolvable by stating that one of the two assumptions is incorrect. This paradox was sometimes used to argue that a homogeneous and isotropic universe as required by the cosmological principle was necessarily finite in extent, but it turns out that there are ways to relax the assumptions in other ways that admit alternative resolutions.


          Mpemba paradox is that under certain conditions, hot water will freeze faster than cold water even though it must pass through the same temperature as the cold water during the freezing process. This is a seeming violation of Newton's law of cooling but in reality it is due to non-linear effects that influence the freezing process. The assumption that only the temperature of the water will affect freezing is not correct.


          


          Paradoxes relating to unphysical mathematical idealizations
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          A common paradox occurs with mathematical idealizations such as point sources which describe physical phenomena well at distant or global scales but break down at the point itself. These paradoxes are sometimes seen as relating to Zeno's paradoxes which all deal with the physical manifestations of mathematical properties of continuity, infinitesimals, and infinities often associated with space and time. For example, the electric field associated with a point charge is infinite at the location of the point charge. A consequence of this apparent paradox is that the electric field of a point-charge can only be described in a limiting sense by a carefully constructed Dirac delta function. This mathematically inelegant but physically useful concept allows for the efficient calculation of the associated physical conditions while conveniently sidestepping the philosophical issue of what actually occurs at the infinitesimally-defined point: a question that physics is as of yet unable to answer. Fortunately, a consistent theory of quantum electrodynamics developed in part by Richard Feynman removes the need for infinitesimal point charges altogether.


          A similar situation occurs in general relativity with the gravitational singularity associated with the Schwarzschild solution that describes the geometry of a black hole. The curvature of spacetime at the singularity is infinite which is another way of stating that the theory does not describe the physical conditions at this point. It is hoped that the solution to this paradox will be found with a consistent theory of quantum gravity, something which has thus far remained elusive. A consequence of this paradox is that the associated singularity that occurred at the supposed starting point of the universe (see Big Bang) is not adequately described by physics. Before a theoretical extrapolation of a singularity can occur, quantum mechanical effects become important in an era known as the Planck time. Without a consistent theory, there can be no meaningful statement about the physical conditions associated with the universe before this point.


          Another paradox due to mathematical idealization is D'Alembert's paradox of fluid mechanics. When the forces associated with two-dimensional, incompressible, irrotational, inviscid steady flow across a body are calculated, there is no drag. This is in contradiction with observations of such flows, but as it turns out a fluid that rigorously satisfies all the conditions is a physical impossibility. The mathematical model breaks down at the surface of the body, and new solutions involving boundary layers have to be considered to correctly model the drag effects.


          


          Quantum mechanical paradoxes


          A significant set of physical paradoxes are associated with the privileged position of the observer in quantum mechanics. Two of the most famous of these are the EPR paradox and Schrdinger's cat, both proposed as thought experiments relevant to the discussions of what the correct interpretation of quantum mechanics is. These thought experiments both try to use principles derived from the Copenhagen interpretation of quantum mechanics to derive conclusions that are seemingly contradictory. In the case of Schrdinger's cat this takes the form of a seeming absurdity. A cat is placed in a box sealed off from observation with a quantum mechanical switch designed to kill the cat when appropriately deployed. While in the box, the cat is described as being in a quantum superposition of "dead" and "alive" states, though opening the box effectively collapses the cat's wavefunction to one of the two conditions. In the case of the EPR paradox, quantum entanglement appears to allow for the physical impossibility of information transmitted faster than the speed of light, violating special relativity.


          The "resolutions" to these paradoxes are considered by many to be philosophically unsatisfying because they hinge on what is specifically meant by the measurement of an observation or what serves as an observer in the thought experiments. In a real physical sense, no matter what way either of those terms are defined, the results are the same. Any given observation of a cat will yield either one that is dead or alive; the superposition is a necessary condition for calculating what is to be expected, but will never itself be observed. Likewise, the EPR paradox thought experiment yields no way of transmitting information faster than the speed of light, though there is a seemingly instantaneous conservation of the quantumly entangled observable being measured, it turns out that it is physically impossible to use this effect to transmit information. Why there is an instantaneous conservation is the subject of which is the correct interpretation of quantum mechanics.


          Speculative theories of quantum gravity that combine general relativity with quantum mechanics have their own associated paradoxes that are generally accepted to be artifacts of the lack of a consistent physical model that unites the two formulations. One such paradox is the black hole information paradox which points out that information associated with a particle that falls into a black hole is not conserved when the theoretical Hawking radiation causes the black hole to evaporate. In 2004, Stephen Hawking claimed to have a working resolution to this problem, but the details have yet to be published and the speculative nature of Hawking radiation means that it isn't clear whether this paradox is relevant to physical reality.


          


          Causality paradoxes


          A set of similar paradoxes occurs within the area of physics involving arrow of time and causality. One of these, the grandfather paradox, deals with the peculiar nature of causality in closed time-like loops. In its most crude conception, the paradox involves a person traveling back in time and murdering an ancestor who hadn't yet had a chance to procreate. The speculative nature of time travel to the past means that there is no agreed upon resolution to the paradox, nor is it even clear that there are physically possible solutions to the Einstein equations that would allow for the conditions required for the paradox to be met. Nevertheless, there are two common explanations for possible resolutions for this paradox that take on similar flavor for the explanations of quantum mechanical paradoxes. In the so-called self-consistent solution, reality is constructed in such a way as to deterministically prevent such paradoxes from occurring. This idea makes many free will advocates uncomfortable, though it is very satisfying to many philosophical naturalists. Alternatively, the many worlds idealization or the concept of parallel universes is sometimes conjectured to allow for a continual fracturing of possible worldlines into many different alternative realities. This would mean that any person who traveled back in time would necessarily enter a different parallel universe that would have a different history from the point of the time travel forward.


          Another paradox associated with the causality and the one-way nature of time is Loschmidt's paradox which poses the question how can microprocesses that are time-reversible produce a time-irreversible increase in entropy. A partial resolution to this paradox is rigorously provided for by the fluctuation theorem which relies on carefully keeping track of time averaged quantities to show that from a statistical mechanics point of view, entropy is far more likely to increase than to decrease. However, if no assumptions about initial boundary conditions are made, the fluctuation theorem should apply equally well in reverse, predicting that a system currently in a low-entropy state is more likely to have been at a higher-entropy state in the past, in contradiction with what would usually be seen in a reversed film of a nonequilibrium state going to equilibrium. Thus, the overall asymmetry in thermodynamics which is at the heart of Loschmidt's paradox is still not resolved by the fluctuation theorem. Most physicists believe that the thermodynamic arrow of time can only be explained by appealing to low entropy conditions shortly after the big bang, although the explanation for the low entropy of the big bang itself is still debated.


          


          Observational paradoxes


          A further set of physical paradoxes are based on sets of observations that fail to be adequately explained by current physical models. These may simply be indications of the incompleteness of current theories. It is recognized that unification has not been accomplished yet which may hint at fundamental problems with the current scientific paradigms. Whether this is the harbinger of a scientific revolution yet to come or whether these observations will yield to future refinements or be found to be erroneous is yet to be determined. A brief list of these yet inadequately explained observations includes observations implying the existence of dark matter, observations implying the existence of dark energy, the observed matter-antimatter asymmetry, the GZK paradox, the Pioneer anomaly, and the Fermi paradox.
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        Physical science


        
          

          Physical science is an encompassing term for the branches of natural science and science that study non-living systems, in contrast to the biological sciences. However, the term "physical" creates an unintended, somewhat arbitrary distinction, since many branches of physical science also study biological phenomena.


          


          Basic principles of the physical sciences


          The foundations of the physical sciences rests upon key concepts and theories, each of which explains and/or models a particular aspect of the behaviour of nature.


          


          Basic principles of astronomy


          Astronomy is the science of celestial bodies and their interactions in space. Its studies includes the following:


          
            	The life and characteristics of stars and galaxies


            	Origins of the universe. Physical science uses the Big Bang theory as the commonly accepted scientific theory of the origin of the universe


            	A heliocentric solar system. Ancient and primitive cultures saw the earth as the centre of the solar system or universe ( geocentrism). In the 16th century, Nicolaus Copernicus advanced the ideas of heliocentrism, recognizing the sun as the centre of the solar system.


            	The structure of the solar system, planets, comets, asteroids, and meteors


            	The shape and structure of Earth (roughly spherical, see also Spherical Earth)


            	Earth in the Solar System


            	Time measurement


            	The composition and features of the Moon


            	Interactions of the Earth and Moon

          


          (Note: Astronomy should not be confused with astrology, which assumes that people's destiny and human affairs in general are correlated to the apparent positions of astronomical objects in the sky -- although the two fields share a common origin, they are quite different; astronomers embrace the scientific method, while astrologers do not.)


          


          Basic principles of chemistry


          Chemistry is the science of matter mainly at the micro-level. Chemistry can be called "the central science" because it connects the other natural sciences, such as astronomy, physics, material science, biology, and geology. Its studies include the following:


          
            	Atomic theory

              
                	Principles of quantum mechanics


                	The discovery and classification of pure elements


                	Dmitri Mendeleev's creation of The Periodic Table of Chemical Elements showing the relationship of chemical elements


                	Properties of groups, especially metals, and nonmetals

              

            


            	
              Water and its properties

              
                	Structure of the water molecule


                	Properties of water solutions, such as acids, bases, acid-base reaction theories, and salts

              

            


            	
              Chemical elements, chemical reactions, and energy transformations

              
                	Chemical bonds


                	Chemical formula based on chemical notation developed by Jns Jakob Berzelius's


                	Chemical compounds


                	Chemical equations


                	Chemical thermodynamics

              

            


            	Nuclear chemistry

              
                	The nature of the atomic nucleus


                	Characterization of radioactive decay, originally discovered by Henri Becquerel

              

            


            	
              Organic chemistry, considered to have started in 1828 with the synthesis of urea by Friedrich Woehler

              
                	Hydrocarbons


                	Hydrocarbon derivatives


                	Organic chemistry functional groups

              

            

          


          


          Basic principles of earth science


          Earth science is the science of the planet Earth, the only known life-bearing planet. Its studies include the following:


          
            	Rocks and minerals


            	The water cycle and the process of transpiration


            	Freshwater, surface water, groundwater


            	Oceanography


            	
              Geology

              
                	Weathering and erosion


                	Rocks

              

            


            	
              Soil science

              
                	Pedogenesis


                	Soil fertility

              

            


            	Earth's tectonic structure


            	Geomorphology and geophysics

              
                	Seismology: Stress, strain, and earthquakes


                	Characteristics of mountains and volcanoes

              

            


            	Characteristics and formation of fossils


            	Atmosphere of earth

              
                	Atmospheric pressure and winds


                	Evaporation, condensation, and humidity


                	Fog and clouds

              

            


            	
              Meteorology, weather, climatology, and climate

              
                	Hydrology, clouds and precipitation


                	Air masses and weather fronts


                	Major storms: thunderstorms, tornadoes, and hurricanes


                	Major climate groups

              

            


            	Speleology

              
                	Cave

              

            

          


          


          Basic principles of physics


          Physics is the "fundamental science" because the other natural sciences (biology, chemistry, geology, etc.) deal with systems that obey the laws of physics. The physical laws of matter, energy, and the forces of nature govern the interactions between particles (such as molecules, atoms, or subatomic particles). Some basic principles of physics are:


          
            	Describing and measuring motion

              
                	Newton's laws of motion


                	Forces, weight, and mass


                	Momentum and conservation of momentum

              

            


            	The theory of gravity


            	
              Energy, work, and power

              
                	Motion, position, and energy

              

            


            	Energy forms

              
                	Energy conservation, conversion, and transfer.


                	Energy sources

              

            


            	Kinetic Molecular Theory

              
                	Phases of matter and phase changes


                	Temperature and thermometers


                	Energy and heat


                	Heat flow: conduction, convection, and radiation


                	The Three Laws of thermodynamics

              

            


            	The principles of waves and sound


            	The principles of electricity, magnetism, and electromagnetism


            	The principles, sources, and properties of light

          


          


          Notable physical scientists


          
            	Abu Rayhan al-Biruni - a Persian scientist who is regarded as the father of geodesy, has been described as the "first anthropologist", and is considered one of the earliest geologists.


            	Alhazen - an Iraqi scientist who wrote the Book of Optics, is regarded as the father of optics and the pioneer of the scientific method, and has been described as the "first scientist".


            	Archimedes - a Greek mathematician, physicist, engineer, inventor, and astronomer. He is considered to be the first mathematical physicist on record. He established the laws of statics, buoyancy, and centre of gravity.


            	Aristotle - the last of the three great influential ancient Greek philosophers, although not considered to be a scientist by today's standards, nevertheless, he influenced the development of the later scientific method by espousing the view that knowledge should be based on empiricism instead of intuition or faith.


            	Aryabhata - Aryabhata was the first in the line of brilliant mathematician-astronomers of classical Indian mathematics, whose major work was the Aryabhatiya and the Aryabhatta-siddhanta. Aryabhatiya presented a number of innovations in mathematics and astronomy in verse form, which were influential for many centuries.


            	Bacon, Francis - an Elizabethan philosopher, is credited with the philosophical advocation for the Baconian method, an early forerunner of the scientific method.


            	Boyle, Robert - an Irish natural philosopher, is regarded as the " father of modern chemistry" due to his distinction between chemistry and alchemy. His namesake is Boyle's Law of an ideal gas, which he discovered, but his contributions to physical science include the definition of a chemical element, the propagation of sound, among others.


            	Copernicus, Nicolaus - a Polish mathematician and economist, is considered by many to be the " father of modern astronomy" due to his detailed explanation of the heliocentric (Sun-centered) solar system.


            	Curie, Marie (maiden name: Sklodowska) - a Polish-born French chemist, was the first female Nobel laureate, the first two-time Nobel laureate, and one of only two individuals to receive the Nobel prize in two different fields. She and her husband, Pierre Curie discovered the two elements Polonium and Radium.


            	Einstein, Albert - a theoretical physicist, is widely regarded as the greatest scientist of the 20th century. He proposed the theory of relativity and was awarded the 1921 Nobel Prize for Physics, among other accomplishments.


            	Euler, Leonhard - Swiss mathematician and physicist, considered to be one of the greatest mathematicians of all times. His contributions to science includes the Euler-Bournoulli beam equation and Euler equations.


            	Galilei, Galileo - an astronomer and physicist, is considered the " father of modern physics," " father of modern science", and " father of science" due, in large part, to his conflict with the Roman Catholic Church over the authority of science. However, he has equally impressive scientific contributions to the fields of mechanics, astronomy, and mathematical physics.


            	Geber - an Arab chemist regarded as the father of chemistry, due to his introduction of an experimental method in the field, and for freeing it from superstition and turning it into a science.


            	Hutton, James - a Scottish geologist, is considered to be the "father of modern geology," for his formulation of uniformitarianism, that the same geological processes operating today operated in the distant past. Based upon that assumption, he maintained that the age of the earth must be much older than a few thousand years.


            	Newton, Sir Isaac - a scientist and mathematician, is most renowned for his description of the laws of motion and law of universal gravitation.


            	Pauling, Linus - an American quantum chemist and biochemist, widely regarded as the premier chemist of the twentieth century. A pioneer in the application of quantum mechanics to chemistry, and one of the founders of molecular biology.


            	Thales of Miletus - a pre-Socratic Greek philosopher, is considered to be the father of science becaused he first encouraged naturalistic explanations of the world, without the supernatural.
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          Physics is the science of matter and its motion, as well as space and time  the science that deals with concepts such as force, energy, mass, and charge. Physics is an experimental science; it is the general analysis of nature, conducted in order to understand how the world around us behaves.


          Physics is one of the oldest academic disciplines, having emerged as a modern science in the 17th century, and through its modern subfield of astronomy, it may be the oldest of all. Those who work professionally in the field are known as physicists.


          Advances in physics often translate to the technological sector, and sometimes influence the other sciences, as well as mathematics and philosophy. For example, advances in the understanding of electromagnetism have led to the widespread use of electrically driven devices (televisions, computers, home appliances etc.); advances in thermodynamics led to the development of motorized transport; and advances in mechanics led to the development of calculus, quantum chemistry, and the use of instruments such as the electron microscope in microbiology.


          Today, physics is a broad and highly developed subject. Research is often divided into four subfields: condensed matter physics; atomic, molecular, and optical physics; high-energy physics; and astronomy and astrophysics. Most physicists also specialize in either theoretical or experimental research, the former dealing with the development of new theories, and the latter dealing with the experimental testing of theories and the discovery of new phenomena. Despite important discoveries during the last four centuries, there are a number of unsolved problems in physics, and many areas of active research.


          



          


          Core theories
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          Although physics encompasses a wide variety of phenomena, the core theories of physics are classical mechanics, electromagnetism (including optics), relativity, thermodynamics, and quantum mechanics. Each of these theories has been tested in numerous experiments and proven to be an accurate model of nature within its domain of validity. For example, classical mechanics correctly describes the motion of objects in everyday experience, but it breaks down at the atomic scale, where it is superseded by quantum mechanics, and at speeds approaching the speed of light, where relativistic effects become important. While these theories have long been well-understood, they continue to be areas of active research  for example, a remarkable aspect of classical mechanics known as chaos theory was developed in the 20th century, three centuries after the original formulation of mechanics by Isaac Newton (16421727). The basic theories form a foundation for the study and research of more specialized topics. A table of these theories, along with many of the concepts they employ, can be found here.
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          Classical mechanics is a model of the physics of forces acting upon bodies. It is often referred to as "Newtonian mechanics" after Isaac Newton and his laws of motion. Mechanics is subdivided into statics, which models objects at rest, kinematics, which models objects in motion, and dynamics, which models objects subjected to forces. The classical mechanics of continuous and deformable objects is continuum mechanics, which can itself be broken down into solid mechanics and fluid mechanics according to the state of matter being studied. The latter, the mechanics of liquids and gases, includes hydrostatics, hydrodynamics, pneumatics, aerodynamics, and other fields.


          Classical mechanics produces accurate results within the domain of everyday experience. It is superseded by relativistic mechanics for systems moving at large velocities near the speed of light, quantum mechanics for systems at small distance scales, and relativistic quantum field theory for systems with both properties. Nevertheless, classical mechanics is still useful, because it is much simpler and easier to apply than these other theories, and it has a very large range of approximate validity. Classical mechanics can be used to describe the motion of human-sized objects (such as tops and baseballs), many astronomical objects (such as planets and galaxies), and certain microscopic objects (such as organic molecules).


          An important concept of mechanics is the identification of conserved energy and momentum, which lead to the Lagrangian and Hamiltonian reformulations of Newton's laws. Theories such as fluid mechanics and the kinetic theory of gases result from applying classical mechanics to macroscopic systems. A relatively recent result of considerations concerning the dynamics of nonlinear systems is chaos theory, the study of systems in which small changes in a variable may have large effects. Newton's law of universal gravitation, formulated within classical mechanics, explained Kepler's laws of planetary motion and helped make classical mechanics an important element of the Scientific Revolution.


          


          Electromagnetism


          
            [image: Magnetic lines of force of a bar magnet shown by iron filings on paper]

            
              Magnetic lines of force of a bar magnet shown by iron filings on paper
            

          


          Electromagnetism describes the interaction of charged particles with electric and magnetic fields. It can be divided into electrostatics, the study of interactions between charges at rest, and electrodynamics, the study of interactions between moving charges and radiation. The classical theory of electromagnetism is based on the Lorentz force law and Maxwell's equations.


          Electrostatics is the study of phenomena associated with charged bodies at rest. As described by Coulombs law, such bodies exert forces on each other. Their behaviour can be analyzed in terms of the concept of an electric field surrounding any charged body, such that another charged body placed within the field is subject to a force proportional to the magnitude of its own charge and the magnitude of the field at its location. Whether the force is attractive or repulsive depends on the polarity of the charge. Electrostatics has many applications, ranging from the analysis of phenomena such as thunderstorms to the study of the behaviour of electron tubes.


          Electrodynamics is the study of phenomena associated with charged bodies in motion and varying electric and magnetic fields. Since a moving charge produces a magnetic field, electrodynamics is concerned with effects such as magnetism, electromagnetic radiation, and electromagnetic induction, including such practical applications as the electric generator and the electric motor. This area of electrodynamics, known as classical electrodynamics, was first systematically explained by James Clerk Maxwell, and Maxwells equations describe the phenomena of this area with great generality. A more recent development is quantum electrodynamics, which incorporates the laws of quantum theory in order to explain the interaction of electromagnetic radiation with matter. Dirac, Heisenberg, and Pauli were pioneers in the formulation of quantum electrodynamics. Relativistic electrodynamics accounts for relativistic corrections to the motions of charged particles when their speeds approach the speed of light. It applies to phenomena involved with particle accelerators and electron tubes carrying high voltages and currents.


          Electromagnetism encompasses various real-world electromagnetic phenomena. For example, light is an oscillating electromagnetic field that is radiated from accelerating charged particles. Aside from gravity, most of the forces in everyday experience are ultimately a result of electromagnetism.


          The principles of electromagnetism find applications in various allied disciplines such as microwaves, antennas, electric machines, satellite communications, bioelectromagnetics, plasmas, nuclear research, fibre optics, electromagnetic interference and compatibility, electromechanical energy conversion, radar meteorology, and remote sensing. Electromagnetic devices include transformers, electric relays, radio/TV, telephones, electric motors, transmission lines, waveguides, optical fibers, and lasers.


          


          Relativity


          
            [image: High-precision test of general relativity by the Cassini space probe (artist's impression): radio signals sent between the Earth and the probe (green wave) are delayed by the warpage of space and time (blue lines).]
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          Relativity is a generalization of classical mechanics that describes fast-moving or very massive systems. It includes special and general relativity.


          The theory of special relativity was proposed in 1905 by Albert Einstein in his article " On the Electrodynamics of Moving Bodies". The title of the article refers to the fact that special relativity resolves an inconsistency between Maxwell's equations and classical mechanics. The theory is based on two postulates: (1) that the mathematical forms of the laws of physics are invariant in all inertial systems; and (2) that the speed of light in a vacuum is constant and independent of the source or observer. Reconciling the two postulates requires a unification of space and time into the frame-dependent concept of spacetime.


          Special relativity has a variety of surprising consequences that seem to violate common sense, but all have been experimentally verified. It overthrows Newtonian notions of absolute space and time by stating that distance and time depend on the observer, and that time and space are perceived differently, depending on the observer. The theory leads to the assertion of change in mass, dimension, and time with increased velocity. It also yields the equivalence of matter and energy, as expressed in the mass-energy equivalence formula E=mc2, where c is the speed of light in a vacuum. Special relativity and the Galilean relativity of Newtonian mechanics agree when velocities are small compared to the speed of light. Special relativity does not describe gravitation; however, it can handle accelerated motion in the absence of gravitation.


          General relativity is the geometrical theory of gravitation published by Albert Einstein in 1915/16. It unifies special relativity, Newton's law of universal gravitation, and the insight that gravitation can be described by the curvature of space and time. In general relativity, the curvature of space-time is produced by the energy of matter and radiation. General relativity is distinguished from other metric theories of gravitation by its use of the Einstein field equations to relate space-time content and space-time curvature. Local Lorentz Invariance requires that the manifolds described in GR be 4-dimensional and Lorentzian instead of Riemannian. In addition, the principle of general covariance forces that mathematics be expressed using tensor calculus.


          The first success of general relativity was in explaining the anomalous perihelion precession of Mercury. Then in 1919, Sir Arthur Eddington announced that observations of stars near the eclipsed Sun confirmed general relativity's prediction that massive objects bend light. Since then, many other observations and experiments have confirmed many of the predictions of general relativity, including gravitational time dilation, the gravitational redshift of light, signal delay, and gravitational radiation. In addition, numerous observations are interpreted as confirming one of general relativity's most mysterious and exotic predictions, the existence of black holes.


          


          Thermodynamics and statistical mechanics
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              Typical thermodynamic system - heat moves from hot (boiler) to cold (condenser) and work is extracted
            

          


          Thermodynamics studies the effects of changes in temperature, pressure, and volume on physical systems at the macroscopic scale, and the transfer of energy as heat. Historically, thermodynamics developed out of need to increase the efficiency of early steam engines.


          The starting point for most thermodynamic considerations are the laws of thermodynamics, which postulate that energy can be exchanged between physical systems as heat or work. They also postulate the existence of a quantity named entropy, which can be defined for any system. In thermodynamics, interactions between large ensembles of objects are studied and categorized. Central to this are the concepts of system and surroundings. A system is composed of particles, whose average motions define its properties, which in turn are related to one another through equations of state. Properties can be combined to express internal energy and thermodynamic potentials, which are useful for determining conditions for equilibrium and spontaneous processes.


          Statistical mechanics analyzes macroscopic systems by applying statistical principles to their microscopic constituents. It provides a framework for relating the microscopic properties of individual atoms and molecules to the macroscopic or bulk properties of materials that can be observed in everyday life. Thermodynamics can be explained as a natural result of statistics and mechanics (classical and quantum) at the microscopic level. In this way, the gas laws can be derived, from the assumption that a gas is a collection of individual particles, as hard spheres with mass. Conversely, if the individual particles are also considered to have charge, then the individual accelerations of those particles will cause the emission of light. It was these considerations which caused Max Planck to formulate his law of blackbody radiation, but only with the assumption that the spectrum of radiation emitted from these particles is not continuous in frequency, but rather quantized.


          


          Quantum mechanics
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          Quantum mechanics is the branch of physics treating atomic and subatomic systems and their interaction with radiation in terms of observable quantities. It is based on the observation that all forms of energy are released in discrete units or bundles called " quanta". Remarkably, quantum theory typically permits only probable or statistical calculation of the observed features of subatomic particles, understood in terms of wavefunctions. The Schrdinger equation plays the role in quantum mechanics that Newton's laws and conservation of energy serve in classical mechanics  i.e., it predicts the future behaviour of a dynamic system  and is a wave equation in terms of the wavefunction which predicts analytically and precisely the probability of events or outcomes.


          According to the older theories of classical physics, energy is treated solely as a continuous phenomenon, while matter is assumed to occupy a specific region of space and to move in a continuous manner. According to the quantum theory, energy is held to be emitted and absorbed in tiny, discrete amounts. An individual bundle or packet of energy, called a quantum (pl. quanta), thus behaves in some situations much like particles of matter; particles are found to exhibit certain wavelike properties when in motion and are no longer viewed as localized in a given region but rather as spread out to some degree. For example, the light or other radiation given off or absorbed by an atom has only certain frequencies (or wavelengths), as can be seen from the line spectrum associated with the chemical element represented by that atom. The quantum theory shows that those frequencies correspond to definite energies of the light quanta, or photons, and result from the fact that the electrons of the atom can have only certain allowed energy values, or levels; when an electron changes from one allowed level to another, a quantum of energy is emitted or absorbed whose frequency is directly proportional to the energy difference between the two levels.


          The formalism of quantum mechanics was developed during the 1920s. In 1924, Louis de Broglie proposed that not only do light waves sometimes exhibit particle-like properties, as in the photoelectric effect and atomic spectra, but particles may also exhibit wavelike properties. Two different formulations of quantum mechanics were presented following de Broglies suggestion. The wave mechanics of Erwin Schrdinger (1926) involves the use of a mathematical entity, the wave function, which is related to the probability of finding a particle at a given point in space. The matrix mechanics of Werner Heisenberg (1925) makes no mention of wave functions or similar concepts but was shown to be mathematically equivalent to Schrdingers theory. A particularly important discovery of the quantum theory is the uncertainty principle, enunciated by Heisenberg in 1927, which places an absolute theoretical limit on the accuracy of certain measurements; as a result, the assumption by earlier scientists that the physical state of a system could be measured exactly and used to predict future states had to be abandoned. Quantum mechanics was combined with the theory of relativity in the formulation of P. A. M. Dirac (1928), which, in addition, predicted the existence of antiparticles. Other developments of the theory include quantum statistics, presented in one form by Einstein and S. N. Bose (the Bose-Einstein statistics) and in another by Dirac and Enrico Fermi (the Fermi-Dirac statistics); quantum electrodynamics, concerned with interactions between charged particles and electromagnetic fields; its generalization, quantum field theory; and quantum electronics. The discovery of quantum mechanics in the early 20th century revolutionized physics, and quantum mechanics is fundamental to most areas of current research.


          


          Research


          


          Theory and experiment


          The culture of physics research differs from most sciences in the separation of theory and experiment. Since the twentieth century, most individual physicists have specialized in either theoretical physics or experimental physics. The great Italian physicist Enrico Fermi (19011954), who made fundamental contributions to both theory and experimentation in nuclear physics, was a notable exception. In contrast, almost all the successful theorists in biology and chemistry (e.g. American quantum chemist and biochemist Linus Pauling) have also been experimentalists, although this is changing as of late.


          Theorists seek to develop mathematical models that both agree with existing experiments and successfully predict future results, while experimentalists devise and perform experiments to test theoretical predictions and explore new phenomena. Although theory and experiment are developed separately, they are strongly dependent upon each other. Progress in physics frequently comes about when experimentalists make a discovery that existing theories cannot explain, or when new theories generate experimentally testable predictions. Theorists working closely with experimentalists frequently employ phenomenology.


          Theoretical physics is closely related to mathematics, which provides the language of physical theories, and large areas of mathematics, such as calculus, have been invented specifically to solve problems in physics. Theorists may also rely on numerical analysis and computer simulations, which play an ever richer role in the formulation of physical models. The fields of mathematical and computational physics are active areas of research. Theoretical physics has historically rested on philosophy and metaphysics; electromagnetism was unified this way. Thus physicists may speculate with multidimensional spaces and parallel universes, and from this, hypothesize theories.


          Experimental physics informs, and is informed by, engineering and technology. Experimental physicists involved in basic research design and perform experiments with equipment such as particle accelerators and lasers, whereas those involved in applied research often work in industry, developing technologies such as magnetic resonance imaging (MRI) and transistors. Feynman has noted that experimentalists may seek areas which are not well explored by theorists.


          


          Research fields


          Contemporary research in physics can be broadly divided into condensed matter physics; atomic, molecular, and optical physics; particle physics; and astrophysics. Some physics departments also support research in Physics education. Since the twentieth century, the individual fields of physics have become increasingly specialized, and today most physicists work in a single field for their entire careers. "Universalists" such as Albert Einstein (18791955) and Lev Landau (19081968), who worked in multiple fields of physics, are now very rare. A table of the major fields of physics, along with their subfields and the theories they employ, can be found here.


          


          Condensed matter
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          Condensed matter physics is the field of physics that deals with the macroscopic physical properties of matter. In particular, it is concerned with the "condensed" phases that appear whenever the number of constituents in a system is extremely large and the interactions between the constituents are strong. The most familiar examples of condensed phases are solids and liquids, which arise from the bonding and electromagnetic force between atoms. More exotic condensed phases include the superfluid and the Bose-Einstein condensate found in certain atomic systems at very low temperature, the superconducting phase exhibited by conduction electrons in certain materials, and the ferromagnetic and antiferromagnetic phases of spins on atomic lattices.


          Condensed matter physics is by far the largest field of contemporary physics. Much progress has also been made in theoretical condensed matter physics. By one estimate, one third of all American physicists identify themselves as condensed matter physicists. Historically, condensed matter physics grew out of solid-state physics, which is now considered one of its main subfields. The term condensed matter physics was apparently coined by Philip Anderson when he renamed his research group  previously solid-state theory  in 1967. In 1978, the Division of Solid State Physics at the American Physical Society was renamed as the Division of Condensed Matter Physics. Condensed matter physics has a large overlap with chemistry, materials science, nanotechnology and engineering.


          


          Atomic, molecular, and optical
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          Atomic, molecular, and optical physics (AMO) is the study of matter-matter and light-matter interactions on the scale of single atoms or structures containing a few atoms. The three areas are grouped together because of their interrelationships, the similarity of methods used, and the commonality of the energy scales that are relevant. All three areas include both classical and quantum treatments; they can treat their subject from a microscopic view (in contrast to a macroscopic view).


          Atomic physics studies the electron hull of atoms. Current research focuses on activities in quantum control, cooling and trapping of atoms and ions, low-temperature collision dynamics, the collective behaviour of atoms in weakly interacting gases (Bose-Einstein Condensates and dilute Fermi degenerate systems), precision measurements of fundamental constants, and the effects of electron correlation on structure and dynamics. Atomic physics is influenced by the nucleus (see, e.g., hyperfine splitting), but intra-nuclear phenomenon such as fission and fusion are considered part of high energy physics.


          Molecular physics focuses on multi-atomic structures and their internal and external interactions with matter and light. Optical physics is distinct from optics in that it tends to focus not on the control of classical light fields by macroscopic objects, but on the fundamental properties of optical fields and their interactions with matter in the microscopic realm.


          


          High energy/particle physics
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          Particle physics is the study of the elementary constituents of matter and energy, and the interactions between them. It may also be called "high energy physics", because many elementary particles do not occur naturally, but are created only during high energy collisions of other particles, as can be detected in particle accelerators.


          Currently, elementary particles are classified using what is called "The Standard Model." The Standard Model defines the strong, weak, and electromagnetic fundamental forces, by describing the particles, called gauge bosons, that these forces use to interact with matter. The types of gauge bosons are gluons, W- and W+ and Z bosons, and the photon. The model also contains 24 fundamental particles (12 particle/anti-particle pairs), which are the constituents of matter. The Standard Model also predicts a particle known as the Higgs boson, the existence of which has not yet been verified.


          


          Astrophysics
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          Astrophysics and astronomy are the application of the theories and methods of physics to the study of stellar structure, stellar evolution, the origin of the solar system, and related problems of cosmology. Because astrophysics is a broad subject, astrophysicists typically apply many disciplines of physics, including mechanics, electromagnetism, statistical mechanics, thermodynamics, quantum mechanics, relativity, nuclear and particle physics, and atomic and molecular physics.


          Astrophysics developed from the ancient science of astronomy. Astronomers of early civilizations performed methodical observations of the night sky, and astronomical artifacts have been found from much earlier periods. After centuries of developments by Babylonian and Greek astronomers, western astronomy lay dormant for fourteen centuries until Nicolaus Copernicus modified the Ptolemaic system by placing the sun at the centre of the universe. Tycho Brahe's detailed observations led to Kepler's laws of planetary motion, and Galileo's telescope helped the discipline develop into a modern science. Isaac Newton's theory of universal gravitation provided a physical, dynamic basis for Kepler's laws. By the early 19th cent., the science of celestial mechanics had reached a highly developed state at the hands of Leonhard Euler, J. L. Lagrange, P. S. Laplace, and others. Powerful new mathematical techniques allowed solution of most of the remaining problems in classical gravitational theory as applied to the solar system. At the end of the 19th century, the discovery of spectral lines in sunlight proved that the chemical elements found in the Sun were also found on Earth. Interest shifted from determining the positions and distances of stars to studying their physical composition (see stellar structure and stellar evolution). Because the application of physics to astronomy became increasingly important throughout the 20th century, the distinction between astronomy and astrophysics has faded.


          The discovery by Karl Jansky in 1931 that radio signals were emitted by celestial bodies initiated the science of radio astronomy. Most recently, the frontiers of astronomy have been expanded by space exploration. Perturbations and interference from the earths atmosphere make space-based observations necessary for infrared, ultraviolet, gamma-ray, and X-ray astronomy. The Hubble Space Telescope, launched in 1990, has made possible visual observations of a quality far exceeding those of earthbound instruments; earth-bound observatories using telescopes with adaptive optics will now be able to compensate for the turbulence of Earth's atmosphere.


          Physical cosmology is the study of the formation and evolution of the universe on its largest scales. Albert Einsteins theory of relativity plays a central role in all modern cosmological theories. In the early 20th century, Hubble's discovery that the universe was expanding, as shown by the Hubble diagram, prompted rival explanations known as the steady state universe and the Big Bang. The Big Bang was confirmed by the success of Big Bang nucleosynthesis and the discovery of the cosmic microwave background in 1964. The Big Bang model rests on two theoretical pillars: Albert Einstein's general relativity and the cosmological principle. Cosmologists have recently established a precise model of the evolution of the universe, which includes cosmic inflation, dark energy and dark matter.


          


          Applied physics


          Applied physics is a general term for physics which is intended for a particular use. Applied is distinguished from pure by a subtle combination of factors such as the motivation and attitude of researchers and the nature of the relationship to the technology or science that may be affected by the work. It usually differs from engineering in that an applied physicist may not be designing something in particular, but rather is using physics or conducting physics research with the aim of developing new technologies or solving a problem. The approach is similar to that of applied mathematics. Applied physicists can also be interested in the use of physics for scientific research. For instance, people working on accelerator physics might seek to build better particle detectors for research in theoretical physics.


          Physics is used heavily in engineering. For example, statics, a subfield of mechanics, is used in the building of bridges or other structures, while acoustics is used to design better concert halls. An understanding of physics is important to the design of realistic flight simulators, video game physics engines, and movies.


          


          Physics Education


          Physics education refers both to the methods currently used to teach physics, and to an area of pedagogical research that seeks to improve those methods. Historically, physics has been taught at the high school and college level primarily by the lecture method, together with laboratory exercises aimed at verifying concepts taught in the lectures.
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              	List of numbers  Irrational numbers

              (3)  2  3  5      e    
            


            
              	Binary

              	11.00100100001111110110
            


            
              	Decimal

              	3.14159265358979323846
            


            
              	Hexadecimal

              	3.243F6A8885A308D31319
            


            
              	Continued fraction

              	[image: 3 + \cfrac{1}{7 + \cfrac{1}{15 + \cfrac{1}{1 + \cfrac{1}{292 + \ddots}}}}]

              Note that this continued fraction is not periodic.
            

          


          Pi or  is one of the most important mathematical constants, approximately equal to 3.14159. It represents the ratio of any circle's circumference to its diameter in Euclidean geometry, which is the same as the ratio of a circle's area to the square of its radius. Many formulas from mathematics, science, and engineering involve .


          It is an irrational number, which means that it cannot be expressed as a fraction m/n, where m and n are integers. Consequently its decimal representation never ends or repeats. Beyond being irrational, it is a transcendental number, which means that no finite sequence of algebraic operations on integers (powers, roots, sums, etc.) could ever produce it. Throughout the history of mathematics, much effort has been made to determine  more accurately and understand its nature; fascination with the number has even carried over into culture at large.


          The Greek letter , often spelled out pi in text, was adopted for the number from the Greek word for perimeter "ί", probably by William Jones in 1706, and popularized by Leonhard Euler some years later. The constant is occasionally also referred to as the circular constant, Archimedes' constant (not to be confused with an Archimedes number), or Ludolph's number.


          


          Fundamentals


          


          The letter 
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          The name of the Greek letter  is pi, and this spelling is used in typographical contexts where the Greek letter is not available or where its usage could be problematic. When referring to this constant, the symbol  is always pronounced like "pie" in English, the conventional English pronunciation of the letter. In Greek, the name of this letter is pronounced /pi/.


          The constant is named "" because "" is the first letter of the Greek words έ (periphery) and ί (perimeter), probably referring to its use in the formula to find the circumference, or perimeter, of a circle.  is Unicode character U+03C0 ("Greek small letter pi").


          


          Definition
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          In Euclidean plane geometry,  is defined as the ratio of a circle's circumference to its diameter:


          
            	[image:  \pi = \frac{c}{d} ]

          


          Note that the ratio c/d does not depend on the size of the circle. For example, if a circle has twice the diameter d of another circle it will also have twice the circumference c, preserving the ratio c/d. This fact is a consequence of the similarity of all circles.


          
            [image: Area of the circle = π × area of the shaded square]

            
              Area of the circle =   area of the shaded square
            

          


          Alternatively  can be also defined as the ratio of a circle's area (A) to the area of a square whose side is equal to the radius:


          
            	[image:  \pi = \frac{A}{r^2} ]

          


          The constant  may be defined in other ways that avoid the concepts of arc length and area, for example, as twice the smallest positive x for which cos(x)=0. The formulas below illustrate other (equivalent) definitions.


          


          Irrationality and transcendence


          The constant  is an irrational number; that is, it cannot be written as the ratio of two integers. This was proven in 1761 by Johann Heinrich Lambert. In the 20th century, proofs were found that require no prerequisite knowledge beyond integral calculus. One of those, due to Ivan Niven, is widely known. A somewhat earlier similar proof is by Mary Cartwright.


          Furthermore,  is also transcendental, as was proven by Ferdinand von Lindemann in 1882. This means that there is no polynomial with rational coefficients of which  is a root. An important consequence of the transcendence of  is the fact that it is not constructible. Because the coordinates of all points that can be constructed with compass and straightedge are constructible numbers, it is impossible to square the circle: that is, it is impossible to construct, using compass and straightedge alone, a square whose area is equal to the area of a given circle.


          


          Numerical value


          The numerical value of  truncated to 50 decimal places is:


          
            	3.14159 26535 89793 23846 26433 83279 50288 41971 69399 37510


            	See the links below and those at sequence A000796 in OEIS for more digits.

          


          While the value of pi has been computed to more than a trillion (1012) digits, elementary applications, such as calculating the circumference of a circle, will rarely require more than a dozen decimal places. For example, a value truncated to 39 decimal places is sufficient to compute the circumference of any circle that fits in the observable universe to a precision comparable to the size of a hydrogen atom.


           itself has an infinite decimal expansion; because  is an irrational number, its decimal expansion never ends and does not repeat. This infinite sequence of digits has fascinated mathematicians and laymen alike, and much effort over the last few centuries has been put into computing more digits and investigating the number's properties. Despite much analytical work, and supercomputer calculations that have determined over 1 trillion digits of , no simple pattern in the digits has ever been found. Digits of  are available on many web pages, and there is software for calculating  to billions of digits on any personal computer.


          


          Calculating 


           can be empirically measured by drawing a large circle, then measuring its diameter and circumference, since the circumference of a circle is always  times its diameter. Another geometry-based approach, due to Archimedes, is to draw an imaginary circle of radius r centered at the origin. The area of the circle can be approximated by inscribing a regular polygon inside the circle, and calculating the polygon's area; the more sides the polygon has, the closer the approximation. Then, using the relationship that the area A of a circle is  times the square of the radius r,  can be approximated by using:


          
            	[image:  \pi \approx \frac{A_{polygon}}{r^2}\!]

          


           can also be calculated using purely mathematical methods. Most formulas used for calculating the value of  have desirable mathematical properties, but are difficult to understand without a background in trigonometry and calculus. However, some are quite simple, such as this form of the Gregory-Leibniz series:


          
            	[image: \pi = \frac{4}{1}-\frac{4}{3}+\frac{4}{5}-\frac{4}{7}+\frac{4}{9}-\frac{4}{11}\cdots\! ].

          


          While that series is easy to write and calculate, it is not immediately obvious why it yields . In addition, this series converges so slowly that 300 terms are not sufficient to calculate  correctly to 2 decimal places.


          


          History


          The history of  parallels the development of mathematics as a whole. Some authors divide progress into three periods: the ancient period during which  was studied geometrically, the classical era following the development of calculus in Europe around the 17th century, and the age of digital computers.


          


          Geometrical period


          That the ratio of the circumference to the diameter of a circle is the same for all circles, and that it is slightly more than 3, was known to ancient Egyptian, Babylonian, Indian and Greek geometers. The earliest known approximations date from around 1900 BC; they are 25/8 (Babylonia) and 256/81 (Egypt), both within 1% of the true value. The Indian text Shatapatha Brahmana gives  as 339/108  3.139. The Tanakh appears to suggest, in the Book of Kings, that  = 3, which is notably worse than other estimates available at the time of writing (600 BC). The interpretation of the passage is disputed, as some believe the ratio of 3:1 is of an exterior circumference to an interior diameter of a thinly walled basin, which could indeed be an accurate ratio, depending on the thickness of the walls. See: Biblical value of Pi.


          Archimedes (287-212 BC) was the first to estimate  rigorously. He realized that its magnitude can be bounded from below and above by inscribing circles in regular polygons and calculating the outer and inner polygons' respective perimeters:


          
            [image: ]
          


          By using the equivalent of 96-sided polygons, he proved that 223/71 <  < 22/7. Taking the average of these values yields 3.1419. In the following centuries, most significant development took place in India and China. Around 480, the Chinese mathematician Zu Chongzhi gave the approximation  = 355/113, and showed that 3.1415926 <  < 3.1415927, which would stand as the most accurate value for  over the next 900 years.


          


          Classical period


          Until the second millennium,  was known to less than 10 decimal digits. The next major advancement in the study of  came with the development of calculus, and in particular the discovery of infinite series which in principle permit calculating  to any desired accuracy by adding sufficiently many terms. Around 1400, Madhava of Sangamagrama found the first known such series:


          
            	[image: \frac{\pi}{4} = 1 - \frac{1}{3} + \frac{1}{5} - \frac{1}{7} + \cdots\!]

          


          (now known as the Gregory-Leibniz series since it was rediscovered by James Gregory and Gottfried Leibniz in the 17th century). Unfortunately, the rate of convergence is too slow to calculate many digits in practice; about 4,000 terms must be summed to improve upon Archimedes' estimate. However, by transforming the series into


          
            	[image: \pi = \sqrt{12} \, \left(1-\frac{1}{3 \cdot 3} + \frac{1}{5 \cdot 3^2} - \frac{1}{7 \cdot 3^3} + \cdots\right)\!]

          


          Madhava was able to calculate  as 3.14159265359, correct to 11 decimal places. The record was beaten in 1424 by the Persian astronomer Jamshīd al-Kāshī, who determined 16 decimals of .


          The first major European contribution since Archimedes was made by the German mathematician Ludolph van Ceulen (15401610), who used a geometrical method to compute 35 decimals of . He was so proud of the calculation, which required the greater part of his life, that he had the digits engraved into his tombstone.


          Around the same time, the methods of calculus and determination of infinite series and products for geometrical quantities began to emerge in Europe. The first such representation was the Vite's formula,


          
            	[image: \frac2\pi = \frac{\sqrt2}2 \cdot \frac{\sqrt{2+\sqrt2}}2 \cdot \frac{\sqrt{2+\sqrt{2+\sqrt2}}}2 \cdot \cdots\!]

          


          found by Franois Vite in 1593. Another famous result is Wallis' product,


          
            	[image: \frac{\pi}{2} = \frac{2}{1} \cdot \frac{2}{3} \cdot \frac{4}{3} \cdot \frac{4}{5} \cdot \frac{6}{5} \cdot \frac{6}{7} \cdot \frac{8}{7} \cdot \frac{8}{9} \cdots\!]

          


          written down by John Wallis in 1655. Isaac Newton himself derived a series for  and calculated 15 digits, although he later confessed: "I am ashamed to tell you to how many figures I carried these computations, having no other business at the time."


          John Machin was the first to compute 100 decimals of , using the formula


          
            	[image: \frac{\pi}{4} = 4 \, \arctan \frac{1}{5} - \arctan \frac{1}{239}\!]

          


          with


          
            	[image: \arctan \, x = x - \frac{x^3}{3} + \frac{x^5}{5} - \frac{x^7}{7} + \cdots\!]

          


          Formulas of this type, now known as Machin-like formulas, were used to set several successive records and remained the best known method for calculating  well into the age of computers. A remarkable record was set by the calculating prodigy Zacharias Dase, who in 1844 employed a Machin-like formula to calculate 200 decimals of  in his head. The best value at the end of the 19th century was due to William Shanks, who took 15 years to calculate  with 707 digits, although due to a mistake only the first 527 were correct. (To avoid such errors, modern record calculations of any kind are often performed twice, with two different formulas. If the results are the same, they are likely to be correct.)


          Theoretical advances in the 18th century led to insights about 's nature that could not be achieved through numerical calculation alone. Johann Heinrich Lambert proved the irrationality of  in 1761, and Adrien-Marie Legendre proved in 1794 that also 2 is irrational. When Leonhard Euler in 1735 solved the famous Basel problem  finding the exact value of


          
            	[image: \frac{1}{1^2} + \frac{1}{2^2} + \frac{1}{3^2} + \frac{1}{4^2} + \cdots\!]

          


          which is 2/6, he established a deep connection between  and the prime numbers. Both Legendre and Leonhard Euler speculated that  might be transcendental, a fact that was proved in 1882 by Ferdinand von Lindemann.


          William Jones' book A New Introduction to Mathematics from 1706 is cited as the first text where the Greek letter  was used for this constant, but this notation became particularly popular after Leonhard Euler adopted it in 1737. He wrote:


          
            
              	

              	There are various other ways of finding the Lengths or Areas of particular Curve Lines, or Planes, which may very much facilitate the Practice; as for instance, in the Circle, the Diameter is to the Circumference as 1 to (16/5 - 4/239) - 1/3(16/5^3 - 4/239^3) +...=3.14159...=

              	
            

          


          


          Computation in the computer age


          The advent of digital computers in the 20th century led to an increased rate of new  calculation records. John von Neumann used ENIAC to compute 2037 digits of  in 1949, a calculation that took 70 hours. Additional thousands of decimal places were obtained in the following decades, with the million-digit milestone passed in 1973. Progress was not only due to faster hardware, but also new algorithms. One of the most significant developments was the discovery of the fast Fourier transform (FFT) in the 1960s, which allows computers to perform arithmetic on extremely large numbers quickly.


          In the beginning of the 20th century, the Indian mathematician Srinivasa Ramanujan found many new formulas for , some remarkable for their elegance and mathematical depth. One of his most famous formulas is the series


          
            	[image: \frac{1}{\pi} = \frac{2 \sqrt 2}{9801} \sum_{k=0}^\infty \frac{(4k)!(1103+26390k)}{(k!)^4 396^{4k}}\!]

          


          
            	[image: \frac{426880 \sqrt{10005}}{\pi} = \sum_{k=0}^\infty \frac{(6k)! (13591409 + 545140134k)}{(3k)!(k!)^3 (-640320)^{3k}}\!]

          


          which delivers 14 digits per term. The Chudnovsky brothers used this formula to set several  computing records in the end of the 1980s, including the first calculation of over one billion (1,011,196,691) decimals in 1989. It remains the formula of choice for  calculating software that runs on personal computers, as opposed to the supercomputers used to set modern records.


          Whereas series typically increase the accuracy with a fixed amount for each added term, there exist iterative algorithms that multiply the number of correct digits at each step, with the downside that each step generally requires an expensive calculation. A breakthrough was made in 1975, when Richard Brent and Eugene Salamin independently discovered the Brent-Salamin algorithm, which uses only arithmetic to double the number of correct digits at each step. The algorithm consists of setting


          
            	[image: a_0 = 1 \quad \quad \quad b_0 = \frac{1}{\sqrt 2} \quad \quad \quad t_0 = \frac{1}{4} \quad \quad \quad p_0 = 1\!]

          


          and iterating


          
            	[image: a_{n+1} = \frac{a_n+b_n}{2} \quad \quad \quad b_{n+1} = \sqrt{a_n b_n}\!]


            	[image: t_{n+1} = t_n - p_n (a_n-a_{n+1})^2 \quad \quad \quad p_{n+1} = 2 p_n\!]

          


          until an and bn are close enough. Then the estimate for  is given by


          
            	[image: \pi \approx \frac{(a_n + b_n)^2}{4 t_n}\!].

          


          Using this scheme, 25 iterations suffice to reach 45 million correct decimals. A similar algorithm that quadruples the accuracy in each step has been found by Jonathan and Peter Borwein. The methods have been used by Yasumasa Kanada and team to set most of the  calculation records since 1980, up to a calculation of 206,158,430,000 decimals of  in 1999. The current record is 1,241,100,000,000 decimals, set by Kanada and team in 2002. Although most of Kanada's previous records were set using the Brent-Salamin algorithm, the 2002 calculation made use of two Machin-like formulas that were slower but crucially reduced memory consumption. The calculation was performed on a 64-node Hitachi supercomputer with 1 terabyte of main memory, capable of carrying out 2 trillion operations per second.


          An important recent development was the Bailey-Borwein-Plouffe formula (BBP formula), discovered by Simon Plouffe and named after the authors of the paper in which the formula was first published, David H. Bailey, Peter Borwein, and Plouffe. The formula,


          
            	[image: \pi = \sum_{k=0}^\infty \frac{1}{16^k} \left( \frac{4}{8k + 1} - \frac{2}{8k + 4} - \frac{1}{8k + 5} - \frac{1}{8k + 6}\right),]

          


          is remarkable because it allows extracting any individual hexadecimal or binary digit of  without calculating all the preceding ones. Between 1998 and 2000, the distributed computing project PiHex used a modification of the BBP formula due to Fabrice Bellard to compute the quadrillionth (1,000,000,000,000,000:th) bit of , which turned out to be 0.


          


          Memorizing digits


          
            [image: Recent decades have seen a surge in the record number of digits memorized.]

            
              Recent decades have seen a surge in the record number of digits memorized.
            

          


          Even long before computers have calculated , memorizing a record number of digits became an obsession for some people. In 2006, Akira Haraguchi, a retired Japanese engineer, claimed to have recited 100,000 decimal places. This, however, has yet to be verified by Guinness World Records. The Guinness-recognized record for remembered digits of  is 67,890 digits, held by Lu Chao, a 24-year-old graduate student from China. It took him 24 hours and 4 minutes to recite to the 67,890th decimal place of  without an error.


          There are many ways to memorize , including the use of "piems", which are poems that represent  in a way such that the length of each word (in letters) represents a digit. Here is an example of a piem: How I need a drink, alcoholic in nature (or: of course), after the heavy lectures involving quantum mechanics. Notice how the first word has 3 letters, the second word has 1, the third has 4, the fourth has 1, the fifth has 5, and so on. The Cadaeic Cadenza contains the first 3834 digits of  in this manner. Piems are related to the entire field of humorous yet serious study that involves the use of mnemonic techniques to remember the digits of , known as piphilology. See Pi mnemonics for examples. In other languages there are similar methods of memorization. However, this method proves inefficient for large memorizations of pi. Other methods include remembering patterns in the numbers; for instance, the year 1971 appears in the first fifty digits of pi.


          


          Advanced properties


          


          Numerical approximations


          Due to the transcendental nature of , there are no closed form expressions for the number in terms of algebraic numbers and functions. Formulas for calculating  using elementary arithmetic typically include series or summation notation (such as "..."), which indicates that the formula is really a formula for an infinite sequence of approximations to . The more terms included in a calculation, the closer to  the result will get.


          Consequently, numerical calculations must use approximations of . For many purposes, 3.14 or 22/7 is close enough, although engineers often use 3.1416 (5 significant figures) or 3.14159 (6 significant figures) for more precision. The approximations 22/7 and 355/113, with 3 and 7 significant figures respectively, are obtained from the simple continued fraction expansion of . The approximation 355113 (3.1415929) is the best one that may be expressed with a three-digit or four-digit numerator and denominator.


          The earliest numerical approximation of  is almost certainly the value 3. In cases where little precision is required, it may be an acceptable substitute. That 3 is an underestimate follows from the fact that it is the ratio of the perimeter of an inscribed regular hexagon to the diameter of the circle.


          


          Naturalness


          In non-Euclidean geometry the sum of the angles of a triangle may be more or less than  radians, and the ratio of a circle's circumference to its diameter may also differ from . This does not change the definition of , but it does affect many formulas in which  appears. So, in particular,  is not affected by the shape of the Universe; it is not a physical constant but a mathematical constant defined independently of any physical measurements. Nonetheless, it occurs often in physics.


          For example, consider Coulomb's law ( SI units):


          
            	[image:  F = \frac{1}{ 4 \pi \varepsilon_0} \frac{\left|q_1 q_2\right|}{r^2}. ]

          


          Here, 4r2 is just the surface area of sphere of radius r. In this form, it is a convenient way of describing the inverse square relationship of the force at a distance r from a point source. It would of course be possible to describe this law in other, but less convenient ways, or in some cases more convenient. If Planck charge is used, it can be written as


          
            	[image:  F = \frac{q_1 q_2}{r^2} ]

          


          and thus eliminate the need for .


          


          Open questions


          The most pressing open question about  is whether it is a normal number  whether any digit block occurs in the expansion of  just as often as one would statistically expect if the digits had been produced completely "randomly", and that this is true in every base, not just base 10. Current knowledge on this point is very weak; e.g., it is not even known which of the digits 0,,9 occur infinitely often in the decimal expansion of .


          Bailey and Crandall showed in 2000 that the existence of the above mentioned Bailey-Borwein-Plouffe formula and similar formulas imply that the normality in base 2 of  and various other constants can be reduced to a plausible conjecture of chaos theory.


          It is also unknown whether  and e are algebraically independent, although Yuri Nesterenko proved the algebraic independence of {, e, (1/4)} in 1996. However it is known that at least one of e and  + e is transcendental (see LindemannWeierstrass theorem).


          


          Use in mathematics and science


           is ubiquitous in mathematics, appearing even in places that lack an obvious connection to the circles of Euclidean geometry.


          


          Geometry and trigonometry


          For any circle with radius r and diameter d = 2r, the circumference is d and the area is r2. Further,  appears in formulas for areas and volumes of many other geometrical shapes based on circles, such as ellipses, spheres, cones, and tori. Accordingly,  appears in definite integrals that describe circumference, area or volume of shapes generated by circles. In the basic case, half the area of the unit disk is given by:


          
            	[image: \int_{-1}^1 \sqrt{1-x^2}\,dx = \frac{\pi}{2}]

          


          and


          
            	[image: \int_{-1}^1\frac{1}{\sqrt{1-x^2}}\,dx = \pi]

          


          gives half the circumference of the unit circle. More complicated shapes can be integrated as solids of revolution.


          From the unit-circle definition of the trigonometric functions also follows that the sine and cosine have period 2. That is, for all x and integers n, sin(x) = sin(x + 2n) and cos(x) = cos(x + 2n). Because sin(0) = 0, sin(2n) = 0 for all integers n. Also, the angle measure of 180 is equal to  radians. In other words, 1 = (/180) radians.


          In modern mathematics,  is often defined using trigonometric functions, for example as the smallest positive x for which sin x = 0, to avoid unnecessary dependence on the subtleties of Euclidean geometry and integration. Equivalently,  can be defined using the inverse trigonometric functions, for example as  = 2 arccos(0) or  = 4 arctan(1). Expanding inverse trigonometric functions as power series is the easiest way to derive infinite series for .


          


          Higher analysis and number theory


          
            [image: ]

            

          


          The frequent appearance of  in complex analysis can be related to the behaviour of the exponential function of a complex variable, described by Euler's formula


          
            	[image: e^{i\varphi} = \cos \varphi + i\sin \varphi \!]

          


          where i is the imaginary unit satisfying i2 = 1 and e  2.71828 is Euler's number. This formula implies that imaginary powers of e describe rotations on the unit circle in the complex plane; these rotations have a period of 360 = 2. In particular, the 180 rotation  =  results in the remarkable Euler's identity


          
            	[image: e^{i \pi} = -1.\!]

          


          There are n different n-th roots of unity


          
            	[image: e^{2 \pi i k/n} \qquad (k = 0, 1, 2, \dots, n - 1).]

          


          The Gaussian integral


          
            	[image: \int_{-\infty}^{\infty}e^{-x^2}dx=\sqrt{\pi}.]

          


          A consequence is that the gamma function of a half-integer is a rational multiple of .


          


          Physics


          The number  appears routinely in equations describing fundamental principles of the Universe, due in no small part to its relationship to the nature of the circle and, correspondingly, spherical coordinate systems.


          
            	The cosmological constant:

          


          
            	
              
                	[image: \Lambda = {{8\pi G} \over {3c^2}} \rho]

              

            

          


          
            	Heisenberg's uncertainty principle:

          


          
            	
              
                	[image:  \Delta x\, \Delta p \ge \frac{h}{4\pi} ]

              

            

          


          
            	Einstein's field equation of general relativity:

          


          
            	
              
                	[image:  R_{ik} - {g_{ik} R \over 2} + \Lambda g_{ik} = {8 \pi G \over c^4} T_{ik} ]

              

            

          


          
            	Coulomb's law for the electric force:

          


          
            	
              
                	[image:  F = \frac{\left|q_1q_2\right|}{4 \pi \varepsilon_0 r^2}]

              

            

          


          
            	Magnetic permeability of free space:

          


          
            	
              
                	[image:  \mu_0 = 4 \pi \cdot 10^{-7}\,\mathrm{N/A^2}\,]

              

            

          


          
            	Kepler's third law constant:

          


          
            	
              
                	[image: \frac{P^2}{a^3}={(2\pi)^2 \over G (M+m)} ]

              

            

          


          


          Probability and statistics


          In probability and statistics, there are many distributions whose formulas contain , including:


          
            	the probability density function for the normal distribution with mean  and standard deviation , due to the Gaussian integral:

          


          
            	[image: f(x) = {1 \over \sigma\sqrt{2\pi} }\,e^{-(x-\mu )^2/(2\sigma^2)}]

          


          
            	the probability density function for the (standard) Cauchy distribution:

          


          
            	[image: f(x) = \frac{1}{\pi (1 + x^2)}.]

          


          Note that since [image: \int_{-\infty}^{\infty} f(x)\,dx = 1] for any probability density function f(x), the above formulas can be used to produce other integral formulas for .


          Buffon's needle problem is sometimes quoted as a empirical approximation of  in "popular mathematics" works. Consider dropping a needle of length L repeatedly on a surface containing parallel lines drawn S units apart (with S>L). If the needle is dropped n times and x of those times it comes to rest crossing a line (x>0), then one may approximate  using the Monte Carlo method:


          
            	[image: \pi \approx \frac{2nL}{xS}.]

          


          Though this result is mathematically impeccable, it cannot be used to determine more than very few digits of  by experiment. Reliably getting just three digits (including the initial "3") right requires millions of throws, and the number of throws grows exponentially with the number of digits desired. Furthermore, any error in the measurement of the lengths L and S will transfer directly to an error in the approximated . For example, a difference of a single atom in the length of a 10-centimeter needle would show up around the 9th digit of the result. In practice, uncertainties in determining whether the needle actually crosses a line when it appears to exactly touch it will limit the attainable accuracy to much less than 9 digits.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Pi"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Piano


        
          

          


          Piano is the general name given to a musical instrument classified as a keyboard, percussion, or string instrument, depending on the system of classification used. The piano produces sound by striking steel strings with felt hammers that immediately rebound allowing the string to continue vibrating at its resonant frequency. These vibrations are transmitted through the bridges to the soundboard, which amplifies them.


          The piano is widely used in western music for solo performance, chamber music, and accompaniment. It is also very popular as an aid to composing and rehearsal. Although not portable and often expensive, the piano's versatility and ubiquity has made it among the most familiar of musical instruments.


          The word piano is a shortened form of the word pianoforte, which is seldom used except in formal language and derived from the original Italian name for the instrument, gravicmbalo col piano e forte (literally harpsichord with soft and loud). This refers to the ability of the piano to produce notes at different dynamic levels depending on the speed and force with which a key is pressed.


          


          Early history


          Although there were various crude earlier attempts to make stringed keyboard instruments with struck strings, it is widely considered that the piano was invented by a single individual: Bartolomeo Cristofori of Padua, Italy. It is not known exactly when Cristofori first built a piano, but an inventory made by his employers, the Medici family, indicates the existence of a piano by the year 1700. The three Cristofori pianos that survive today date from the 1720s.


          Like many other inventions, the piano was founded on earlier technological innovations. The mechanisms of keyboard instruments such as the clavichord and the harpsichord were well known. In a clavichord the strings are struck by tangents, while in a harpsichord they are plucked by quills. Centuries of work on the mechanism of the harpsichord in particular had shown the most effective ways to construct the case, soundboard, bridge, and keyboard. Cristofori, himself an expert harpsichord maker, was well acquainted with this body of knowledge.


          
            Image:Cristofori piano.jpg

            
              A Cristofori piano.
            

          


          Cristofori's great success was in solving, without any prior example, the fundamental mechanical problem of piano design: the hammers must strike the string, but not remain in contact with the string (as a tangent remains in contact with a clavichord string) because this would damp the sound. Moreover, the hammers must return to their rest position without bouncing violently, and it must be possible to repeat a note rapidly. Cristofori's piano action served as a model for the many different approaches to piano actions that followed. While Cristofori's early instruments were made with thin strings and were much quieter than the modern piano, compared to the clavichord (the only previous keyboard instrument capable of minutely controlled dynamic nuance through the keyboard) they were considerably louder and had more sustaining power.


          Cristofori's new instrument remained relatively unknown until an Italian writer, Scipione Maffei, wrote an enthusiastic article about it (1711), including a diagram of the mechanism. This article was widely distributed, and most of the next generation of piano builders started their work because of reading it. One of these builders was Gottfried Silbermann, better known as an organ builder. Silbermann's pianos were virtually direct copies of Cristofori's, with one important addition: Silbermann invented the forerunner of the modern damper pedal, which lifts all the dampers from the strings at once.


          Silbermann showed Bach one of his early instruments in the 1730s, but Bach did not like it at that time, claiming that the higher notes were too soft to allow a full dynamic range. Although this earned him some animosity from Silbermann, the criticism was apparently heeded. Bach did approve of a later instrument he saw in 1747, and even served as an agent in selling Silbermann's pianos.


          Piano-making flourished during the late 18th century in the Viennese school, which included Johann Andreas Stein (who worked in Augsburg, Germany) and the Viennese makers Nannette Stein (daughter of Johann Andreas) and Anton Walter. Viennese-style pianos were built with wood frames, two strings per note, and had leather-covered hammers. It was for such instruments that Mozart composed his concertos and sonatas, and replicas of them are built today for use in authentic-instrument performance of his music. The pianos of Mozart's day had a softer, clearer tone than today's pianos, with less sustaining power. The term fortepiano is nowadays often used to distinguish the 18th-century instrument from later pianos.


          


          Development of the modern piano


          
            [image: Interior of an upright piano, showing the felt-covered hammers. The tuning pins can be seen at upper left. In the treble range shown, each note has three strings.]

            
              Interior of an upright piano, showing the felt-covered hammers. The tuning pins can be seen at upper left. In the treble range shown, each note has three strings.
            

          


          In the period lasting from about 1790 to 1860, the Mozart-era piano underwent tremendous changes, which led to the modern form of the instrument. This revolution was in response to a consistent preference by composers and pianists for a more powerful, sustained piano sound. It was also a response to the ongoing Industrial Revolution, which made available technological resources like high-quality steel for strings (see piano wire) and precision casting for the production of iron frames.


          Over time, piano playing became a more strenuous and muscle-taxing activity, as the force needed to depress the keys, as well as the length of key travel, was increased. The tonal range of the piano was also increased, from the five octaves of Mozart's day to the 7⅓ (or even more) octaves found on modern pianos.


          In the first part of this era, technological progress owed much to the English firm of Broadwood, which already had a strong reputation for the splendour and powerful tone of its harpsichords. Over time, the Broadwood instruments grew progressively larger, louder, and more robustly constructed. The Broadwood firm, which sent pianos to both Haydn and Beethoven, was the first to build pianos with a range of more than five octaves: five octaves and a fifth during the 1790s, six octaves by 1810 (in time for Beethoven to use the extra notes in his later works), and seven octaves by 1820. The Viennese makers followed these trends. The two schools, however, used different piano actions: the Broadwood one more robust, the Viennese more sensitive.


          By the 1820s, the centre of innovation had shifted to Paris, where the rard firm manufactured pianos used by Chopin and Liszt. In 1821, Sbastien rard invented the double escapement action, which permitted a note to be repeated even if the key had not yet risen to its maximum vertical position, a great benefit for rapid playing. When the invention became public, and as revised by Henri Herz, the double escapement action gradually became the standard action for grand pianos, and is used in all grand pianos currently produced.


          Some other important technical innovations of this era include the following:


          
            	Use of three strings rather than two for all but the lower notes


            	The iron frame, also called the "plate", sits atop the soundboard, and serves as the primary bulwark against the force of string tension. The iron frame was the ultimate solution to the problem of structural integrity as the strings were gradually made thicker, tenser, and more numerous (in a modern grand the total string tension can approach 20 tons). The single piece cast iron frame was patented in 1825 in Boston by Alpheus Babcock, combining the metal hitch pin plate (1821, claimed by Broadwood on behalf of Samuel Herv) and resisting bars (Thom and Allen, 1820, but also claimed by Broadwood and rard). Babcock later worked for the Chickering & Mackays firm which patented the first full iron frame for grand pianos (1843). Composite forged metal frames were preferred by many European makers until the American system was fully adopted by the early 20th century.


            	Felt hammer coverings, first introduced by Henri Pape in 1826, gradually replaced skillfully layered leather hammers; the more consistent material permitted wider dynamic ranges as hammer weights and string tensions increased.


            	The sostenuto pedal (see below), invented in 1844 by Jean Louis Boisselot and improved by the Steinway firm in 1874.


            	The over strung scale, also called "cross-stringing"; the strings are placed in a vertically overlapping slanted arrangement, with two heights of bridges on the soundboard, rather than just one. This permits larger, but not necessarily longer, strings to fit within the case of the piano. Over stringing was invented by Jean-Henri Pape during the 1820s, and first patented for use in grand pianos in the United States by Henry Steinway Jr. in 1859.

          


          
            [image: Duplex scaling: Treble strings of a 182 cm. grand piano. From lower left to upper right: dampers, main sounding length of strings, treble bridge, duplex string length, duplex bridge (long bar perpendicular to strings), hitchpins.]

            
              Duplex scaling: Treble strings of a 182 cm. grand piano. From lower left to upper right: dampers, main sounding length of strings, treble bridge, duplex string length, duplex bridge (long bar perpendicular to strings), hitchpins.
            

          


          
            	Duplexes or aliquot scales; In 1872 Theodore Steinway patented a system to control different components of string vibrations by tuning their secondary parts in octave relationships with the sounding lengths. Similar systems developed by Blthner (1872), as well as Taskin (1788), and Collard (1821) used more distinctly ringing undamped vibrations to modify tone.

          


          Today's upright, grand, and concert grand pianos attained their present forms by the end of the 19th century. Improvements have been made in manufacturing processes, and many individual details of the instrument continue to receive attention (see Innovations in the Piano).


          Some early pianos had shapes and designs that are no longer in use.


          The square piano had horizontal strings arranged diagonally across the rectangular case above the hammers and with the keyboard set in the long side, it is variously attributed to Silbermann and Frederici and was improved by Petzold and Babcock. Built in quantity through the 1890s (in the United States), Steinway's celebrated iron framed over strung squares were more than two and a half times the size of Zumpe's wood framed instruments that were successful a century before, their overwhelming popularity was due to inexpensive construction and price, with performance and sonority frequently restricted by simple actions and closely spaced strings.


          The tall vertically strung upright grand was arranged with the soundboard and bridges perpendicular to keys, and above them so that the strings did not extend to the floor. Diagonally strung Giraffe, pyramid and lyre pianos employed this principle in more evocatively shaped cases. The term was later revived by many manufacturers for advertising purposes.


          The very tall cabinet piano introduced by Southwell in 1806 and built through the 1840s had strings arranged vertically on a continuous frame with bridges extended nearly to the floor, behind the keyboard and very large sticker action.


          The short cottage upright or pianino with vertical stringing, credited to Robert Wornum about 1810 was built into the 20th century. They are informally called birdcage pianos because of their prominent damper mechanism. Pianinos were distinguished from the oblique, or diagonally strung upright made popular in France by Roller & Blanchet during the late 1820s.


          The tiny spinet upright was manufactured from the mid 1930s until recent times. It saved space by using a "drop action" arranged below the level of the keys.


          


          Piano history and musical performance


          Much of the most widely admired piano repertoire for example, that of Haydn, Mozart, and Beethoven was composed for a type of instrument that is rather different from the modern instruments on which this music is normally performed today. Even the music of the Romantics, including Liszt, Chopin, Schumann, and Brahms, was written for pianos substantially different from ours. For a discussion of some of the interpretative consequences of performing this music on modern pianos, see piano history and musical performance.


          


          The modern piano


          


          


          Types


          Modern pianos come in two basic configurations (with subcategories): the grand piano and the upright piano.


          


          Grand


          
            [image: Grand piano action.]

            
              Grand piano action.
            

          


          Grand pianos have the frame and strings placed horizontally, with the strings extending away from the keyboard. This makes the grand piano a large instrument, for which the ideal setting is a spacious room with high ceilings for proper resonance. There are several sizes of grand piano. Manufacturers and models vary, but a rough generalisation distinguishes the "concert grand", (between about 2.2m to 3m long) from the "boudoir grand" (about 1.7m to 2.2m) and the smaller "baby grand" (which may be shorter than it is wide). All else being equal, longer pianos have better sound and lower inharmonicity of the strings. This is partly because the strings will be tuned closer to equal temperament in relation to the standard pitch with less stretching (See: Piano tuning). Full-size grands are usually used for public concerts, whereas baby grands, invented by Sohmer & Co. in 1884, are often chosen for domestic use where space and cost are considerations.


          


          Upright


          
            [image: Upright piano action]

            
              Upright piano action
            

          


          Upright pianos, also called vertical pianos, are more compact because the frame and strings are placed vertically, extending in both directions from the keyboard and hammers. It is considered harder to produce a sensitive piano action when the hammers move horizontally, rather than upward against gravity as in a grand piano; however, the very best upright pianos now approach the level of grand pianos of the same size in tone quality and responsiveness. However, one feature of the grand piano action always makes it superior to the vertical piano. All grand pianos have a special repetition lever in the playing action that is absent in all verticals. This repetition lever, a separate one for every key, catches the hammer close to the strings as long as the key remains depressed. In this position, with the hammer resting on the lever, a pianist can play repeated notes, staccato, and trills with much more speed and control than they could on a vertical piano. The action design of a vertical prevents it from having a repetition lever. Because of this, piano manufacturers claim that a skilled piano player can play as many as 14 trill notes per second on grands but only seven on uprights. For recent advances, see Innovations in the piano.


          


          Other Types


          In 1863, Henri Fourneaux invented the player piano, which "plays itself" from a piano roll without the need for a pianist.


          Also in the 19th century, toy pianos began to be manufactured.


          A relatively recent development is the prepared piano, which is simply a standard grand piano which has had objects placed inside it before a performance in order to alter its sound, or which has had its mechanism changed in some way.


          Since the 1980s, digital pianos have been available, which use digital sampling technology to reproduce the sound of each piano note. The best digital pianos are sophisticated, with features including working pedals, weighted keys, multiple voices, and MIDI interfaces. However, with current technology, it remains difficult to duplicate a crucial aspect of acoustic pianos, namely that when the damper pedal (see below) is depressed, the strings not struck vibrate sympathetically when other strings are struck as well as the unique instrument-specific mathematical non-linearity of partials on any given unison. Since this sympathetic vibration is considered central to a beautiful piano tone, in many experts' estimation digital pianos still do not compete with the best acoustic pianos in tone quality. Progress is being made in this area by including physical models of sympathetic vibration in the synthesis software.


          The modern equivalent to the player piano is the Yamaha Disklavier system, which uses solenoids and midi instead of pneumatics and rolls. Silent pianos, which silence the piano and convert it to a digital instrument are a recent innovation and are becoming more popular.


          


          Keyboard


          Almost every modern piano has 88 keys (seven octaves plus a minor third, from A0 to C8). Many older pianos only have 85 keys (seven octaves from A0 to A7), while some manufacturers extend the range further in one or both directions. The most notable example of an extended range can be found on Bsendorfer pianos, one model which extends the normal range downwards to F0, with one other model going as far as a bottom C0, making a full eight octave range. Sometimes, these extra keys are hidden under a small hinged lid, which can be flipped down to cover the keys and avoid visual disorientation in a pianist unfamiliar with the extended keyboard; on others, the colours of the extra white keys are reversed (black instead of white). The extra keys are added primarily for increased resonance from the associated strings; that is, they vibrate sympathetically with other strings whenever the damper pedal is depressed and thus give a fuller tone. Only a very small number of works composed for piano actually use these notes. More recently, the Stuart and Sons company has also manufactured extended-range pianos. On their instruments, the range is extended both down the bass to F0 and up the treble to F8 for a full eight octaves. The extra keys are the same as the other keys in appearance.


          


          Pedals


          Pianos have had pedals, or some close equivalent, since the earliest days. (In the 18th century, some pianos used levers pressed upward by the player's knee instead of pedals.) The three pedals that have become more or less standard on the modern piano are the following.


          The damper pedal (also called the sustaining pedal or loud pedal) is often simply called "the pedal", since it is the most frequently used. It is placed as the rightmost pedal in the group. Every string on the piano, except the top two octaves, is equipped with a damper, which is a padded device that prevents the string from vibrating. The damper is raised off the string whenever the key for that note is pressed. When the damper pedal is pressed, all the dampers on the piano are lifted at once, so that every string can vibrate. This serves two purposes. First, it assists the pianist in producing a legato (playing smoothly connected notes) in passages where no fingering is available to make this otherwise possible. Second, raising the damper pedal causes all the strings to vibrate sympathetically with whichever notes are being played, which greatly enriches the piano's tone.
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          Sensitive pedaling is one of the techniques a pianist must master, since piano music from Chopin onwards tends to benefit from extensive use of the sustaining pedal, both as a means of achieving a singing tone and as an aid to legato. In contrast, the sustaining pedal was used only sparingly by the composers of the 18th century, including Haydn, Mozart and in early works by Beethoven; in that era, pedalling was considered primarily as a special coloristic effect.


          The soft pedal or "una corda" pedal is placed leftmost in the row of pedals. On a grand piano, this pedal shifts the whole action including the keyboard slightly to the right, so that hammers that normally strike all three of the strings for a note strike only two of them. This softens the note and modifies its tone quality. For notation of the soft pedal in printed music, see Italian musical terms.


          The soft pedal was invented by Cristofori and thus appeared on the very earliest pianos. In the 18th and early 19th centuries, the soft pedal was more effective than today, since pianos were manufactured with only two strings per note, just one string per note would be therefore struck  this is the origin of the name "una corda", Italian for "one string". In modern pianos, there are three strings per hammer and are spaced too closely to permit a true "una corda" effect if shifted far enough to strike just one string on one note, the hammers would hit the string of the next note.


          On many upright pianos, the soft pedal operates a mechanism which moves the hammers' resting position closer to the strings. Since the hammers have less distance to travel this reduces the speed at which they hit the strings, and hence the volume is reduced, but this does not change tone quality in the way the "una corda" pedal does on a grand piano.


          Digital pianos often use this pedal to alter the sound to that of another instrument such as the organ, guitar, or harmonica. Pitch bends, leslie speaker on/off, vibrato modulation, etc. increase the already-great versatility of such instruments.


          The sostenuto pedal or "middle pedal" keeps raised any damper that was raised at the moment the pedal is depressed. This makes it possible to sustain some notes (by depressing the sostenuto pedal before notes to be sustained are released) while the player's hands are free to play other notes. This can be useful for musical passages with pedal points and other otherwise tricky or impossible situations. The sostenuto pedal was the last of the three pedals to be added to the standard piano, and to this day, many pianos are not equipped with a sostenuto pedal. (Almost all modern grand pianos have a sostenuto pedal, while most upright pianos do not.) A number of twentieth-century works specifically call for the use of this pedal, for example Olivier Messiaen's Catalogue d'oiseaux. This pedal is often unused in modern music.


          Many uprights and baby grands have a bass sustain in place of the sostenuto pedal, which lifts all the dampers in the bass. It works like the damper pedal, but only affects the lowest notes.


          Some upright pianos have a practice pedal or celeste pedal in place of the sostenuto. This pedal, which can usually be locked in place by depressing it and pushing it to one side, drops a strip of felt between the hammers and the strings so that all the notes are greatly muted a handy feature for those who wish to practice in domestic surroundings without disturbing the neighbours. The practice pedal is rarely used in performance.


          The rare transposing piano, of which Irving Berlin possessed an example, uses the middle pedal as a clutch which disengages the keyboard from the mechanism, enabling the keyboard to be moved to left or right with a lever. The entire action of the piano is thus shifted to allow the pianist to play music written in one key so that it sounds in a different key.


          


          Materials


          Many parts of a piano are made of materials selected for extreme sturdiness. In quality pianos, the outer rim of the piano is made of a hardwood, normally maple or beech. According to Harold A. Conklin, the purpose of a sturdy rim is so that "the vibrational energy will stay as much as possible in the soundboard instead of dissipating uselessly in the case parts, which are inefficient radiators of sound." The rim is normally made by laminating flexible strips of hardwood to the desired shape, a system that was developed by Theodore Steinway in 1880.


          The thick wooden braces at the bottom (grands) or back (uprights) of the piano are not as acoustically important as the rim, and are often made of a softwood, even in top-quality pianos, in order to save weight.


          The pinblock, which holds the tuning pins in place, is another area of the piano where toughness is important. It is made of hardwood, (often maple) and generally is laminated (built of multiple layers) for additional strength and gripping power.


          Piano strings (also called piano wire), which must endure years of extreme tension and hard blows, are made of high quality steel. They are manufactured to vary as little as possible in diameter, since all deviations from uniformity introduce tonal distortion. The bass strings of a piano are made of a steel core wrapped with copper wire, to increase their flexibility. For the acoustic reasons behind this, see Piano acoustics.


          The plate, or metal frame, of a piano is usually made of cast iron. It is advantageous for the plate to be quite massive. Since the strings are attached to the plate at one end, any vibrations transmitted to the plate will result in loss of energy to the desired (efficient) channel of sound transmission, namely the bridge and the soundboard. Some manufacturers now use cast steel in their plates, for greater strength. The casting of the plate is a delicate art, since the dimensions are crucial and the iron shrinks by about one percent during cooling. The inclusion in a piano of an extremely large piece of metal is potentially an aesthetic handicap. Piano makers overcome this handicap by polishing, painting, and decorating the plate; often plates include the manufacturer's ornamental medallion and can be strikingly attractive. In an effort to make pianos lighter, Alcoa worked with Winter and Company piano manufacturers to make pianos using an aluminium plate during the 1940s. The use of aluminium for piano plates, however, did not become widely accepted and was discontinued.


          The numerous grand parts and upright parts of a piano action are generally hardwood (e.g. maple, beech. hornbeam). However, since World War II, plastics have become available. Early plastics were incorporated into some pianos in the late 1940s and 1950s, but proved disastrous because they crystallized and lost their strength after only a few decades of use. The Steinway firm once incorporated Teflon, a synthetic material developed by DuPont, for some grand action parts in place of cloth, but ultimately abandoned the experiment due to an inherent "clicking" which invariably developed over time. (Also Teflon is "humidity stable" whereas the wood adjacent to the Teflon will swell and shrink with humidity changes, causing problems.) More recently, the Kawai firm has built pianos with action parts made of more modern and effective plastics such as carbon fibre; these parts have held up better and have generally received the respect of piano technicians.
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          The part of the piano where materials probably matter more than anywhere else is the soundboard. In quality pianos, this is made of solid spruce (that is, spruce boards glued together at their edges). Spruce is chosen for its high ratio of strength to weight. The best piano makers use close-grained, quarter-sawn, defect-free spruce, and make sure that it has been carefully dried over a long period of time before making it into soundboards. In cheap pianos, the soundboard is often made of plywood.


          Piano keys are generally made of spruce or basswood, for lightness. Spruce is normally used in high-quality pianos. Traditionally, the black keys were made from ebony and the white keys were covered with strips of ivory, but since ivory-yielding species are now endangered and protected by treaty, plastics are now almost exclusively used.


          Legal ivory can still be obtained in limited quantities. At one time, the Yamaha firm innovated a plastic called "Ivorine" or "Ivorite", since imitated by other makers, that mimics the look and feel of ivory.


          The requirement of structural strength, fulfilled with stout hardwood and thick metal, makes a piano heavy; even a small upright can weigh 136kg (300lb), and the Steinway concert grand (Model D) weighs 480kg (990lb). The largest piano built, the Fazioli F308, weighs 691kg (1520lb).


          


          Care and maintenance


          Pianos need regular tuning to keep them up to pitch and produce a pleasing sound; by convention they are tuned to the internationally recognized standard concert pitch of A=440Hz.


          The hammers of pianos are voiced to compensate for gradual hardening, and other parts also need periodic regulation. Aged and worn pianos can be rebuilt or reconditioned. Often, by replacing a great number of their parts, they can be made to perform as well as new pianos. It is often felt, however, that older pianos are more settled and produce a warmer tone.


          


          The role of the piano


          The piano is a crucial instrument in Western classical music, jazz, film, television, and most other complex western musical genres. Since a large number of composers are proficient pianists--and because the piano keyboard offers an easy means of complex melodic and harmonic interplay--the piano is often used as a tool for composition.


          Pianos were, and still are, popular instruments for private household ownership, especially among the middle and upper classes. Hence, pianos have gained a place in the popular consciousness, and are sometimes referred to by nicknames including: "the ivories", "the joanna", "the eighty-eight", and "the black(s) and white(s)", "the little joe(s)". Playing the piano is sometimes referred to as "tickling the ivories".
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          Piccadilly Circus is a famous road junction and public space of London's West End in the City of Westminster, built in 1819 to connect Regent Street with the major shopping street of Piccadilly. In this context a circus, from the Latin word meaning a circle, is a circular open space at a street junction. It now links directly to the theatres on Shaftesbury Avenue as well as the Haymarket, Coventry Street (onwards to Leicester Square) and Glasshouse Street. The Circus is close to major shopping and entertainment areas in a central location at the heart of the West End. Its status as a major traffic intersection has made Piccadilly Circus a busy meeting point and a tourist attraction in its own right. The Circus is particularly known for its video display and neon signs mounted on the corner building on the northern side, as well as the Shaftesbury memorial fountain and statue of an archer popularly known as Eros (sometimes called The Angel of Christian Charity, but intended to be Anteros). It is surrounded by several noted buildings, including the London Pavilion and Criterion Theatre. Directly underneath the plaza is Piccadilly Circus London Underground station.


          


          History
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          Piccadilly Circus connects to Piccadilly, a thoroughfare whose name first appeared in 1626 as Pickadilly Hall, named after a house belonging to one Robert Baker, a tailor famous for selling piccadills or piccadillies, a term used for various kinds of collars. The street was known as Portugal Street in 1692 in honour of Catherine of Braganza, the queen consort of King Charles II of England, but was known as Piccadilly by 1743. Piccadilly Circus was created in 1819, at the junction with Regent Street, which was then being built under the planning of John Nash on the site of a house and garden belonging to a Lady Hutton. The circus lost its circular form in 1886 with the construction of Shaftesbury Avenue.


          The junction has been a very busy traffic interchange since construction, as it lies at the centre of Theatreland and handles exit traffic from Piccadilly, which Charles Dickens, Jr (Charles C. B. Dickens, son of Charles Dickens) described thusly in 1879: "Piccadilly, the great thoroughfare leading from the Haymarket and Regent-street westward to Hyde Park-corner, is the nearest approach to the Parisian boulevard of which London can boast."


          The Piccadilly Circus tube station was opened March 10, 1906 on the Bakerloo Line, and on the Piccadilly Line in December of that year. In 1928, the station was extensively rebuilt to handle an increase in traffic.


          The intersection's first electric advertisements appeared in 1910, and from 1923 electric billboards were set up on the facade of the London Pavilion. Traffic lights were first installed in August 3, 1926 at the junction.


          At the start of the 1960s, it was determined that the Circus needed to be redeveloped to allow for greater traffic flow. In 1962, Lord Holford presented a plan which would have created a "double-decker" Piccadilly Circus, with a new pedestrian concourse above the ground-level traffic. This concept was kept alive throughout the rest of 1960s, before eventually being killed off by Sir Keith Joseph and Ernest Marples in 1972; the key reason given was that Holford's scheme only allowed for a 20% increase in traffic, and the Government required 50%.


          The Holford plan is referenced in the short-form documentary film "Goodbye, Piccadilly", produced by the Rank Organisation in 1967. Piccadilly Circus has since escaped major redevelopment, apart from extensive ground-level pedestrianisation around its south side in the 1980s.


          The Shaftesbury Memorial Fountain in Piccadilly Circus was erected in 1893, to commemorate the philanthropic works of Anthony Ashley Cooper, 7th Earl of Shaftesbury. During the Second World War, the statue atop the Shaftesbury Memorial Fountain, The Angel of Christian Charity, was removed, and was replaced by advertising hoardings. It was returned in 1948. When the Circus underwent reconstruction work in the late 1980s, the entire fountain was moved from the centre of the junction at the beginning of Shaftesbury Avenue to its present position at the south-western corner.
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          Location and sights


          Piccadilly Circus is surrounded by several major tourist attractions, including the Shaftesbury Memorial, Criterion Theatre, London Pavilion and several major retail stores.


          


          Neon signs
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          Piccadilly Circus used to be surrounded by illuminated advertising hoardings on buildings, starting in the early 1900s, but only one building now carries them, namely the one in the north-western corner, between Shaftesbury Avenue and Glasshouse Street. The site is unnamed (usually referred to as Monico after the Caf Monico which used to be on the site); its addresses are 44/48 Regent Street, 1/6 Sherwood Street, 17/22 Denman Street and 1/17 Shaftesbury Avenue, and has been owned by property investor Land Securities Group since the 1970s.


          The earliest signs used incandescent light bulbs, these were replaced with neon lamps, as well as moving signs (there was a large Guinness clock at one time). From December 1998 digital projectors were briefly used for the Coke sign , while the early 2000s have seen a gradual move to LED displays. The number of signs has reduced over the years as the rental costs have increased.


          As of 2008, the site has six illuminated advertising screens above three large retail units, facing Piccadilly Circus on the north side, occupied by Boots, and GAP and a mix of smaller retail, restaurant and office premises fronting the other streets. A Burger King located under the Samsung advert which had been previously a Wimpy Bar until the late 1980s had closed in early 2008 and is presently covered by a mock giant on-off switch.


          Coca-Cola have had a sign at Piccadilly Circus since 1955. The current sign dates from September 2003, when the previous digital projector board and the site formerly occupied by Nescaf was replaced with a state-of-the-art LED video display that curves round with the building. On November 23 2007 the very first film was broadcast through the board. Paul Atherton's film The Ballet of Change: Piccadilly Circus was allowed five minutes to show the first non-commercial film depicting the history of Piccadilly Circus and the lights. The former Nescaf advert site had also been occupied by a neon advertisement for Fosters until about 1999 and for three months in 2002 between the display of the Nescaf advert and the enlarged Coca Cola advert this part of Piccadilly Circus had featured the quote "Imagine all the people living life in peace" by the late Beatle John Lennon. This was paid for by his wife Yoko Ono who spent an estimated 150,000 to display an advert at this location.


          Sanyo's sign is the oldest out of the six, the current incarnation having been installed in the late 1980s and remaining unchanged ever since. However, earlier Sanyo signs with older logos have occupied that position since at least 1980.


          TDK replaced the space formerly occupied by Kodak in 1990. Their sign has remained almost unchanged since, although in 2001 the colour of the background lamps were changed from green to blue, and the words 'Audio & Video Tape' and 'Floppy Disks' under the logo was removed.


          McDonald's added a sign in the mid-1980s, replacing one for BASF. In 2001 the sign was changed from neon to an animated LED screen, which was further changed to a bigger, brighter LED screen in 2008.


          Samsung replaced a sign for Panasonic in November 1994 , and the sign was upgraded from neon to LED in 2005.


          Piccadilly Lite was added on 3 December 2007, placed under the Samsung and McDonald's signs. This is an LED screen that allows other companies to advertise for both short and long term leases, increasing the amount of advertising space but using the same screen for multiple brands.


          The British mobile telephony company Vodafone used to have a neon sign installed on the roof of Coventry House, which diagonally faces Piccadilly Circus. In addition to the logo of the company, the sign displayed personal messages that could be submitted on a special website and displayed at a certain time and date. As of February 2007, this has been replaced by a new, larger LED video-advertising display for LGE, the British arm of South Korean electronics group LG. The new display also incorporates a scrolling ticker of Sky News headlines.


          On special occasions the lights are switched off, such as the deaths of Winston Churchill in 1965 and Diana, Princess of Wales in 1997. On 21 June 2007 they were switched off for 1 hour as part of the Lights Out London campaign.


          


          Shaftesbury Memorial and Eros
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          At the south-western side of the Circus, moved after World War II from its original position in the centre, stands the Shaftesbury Monument Memorial Fountain, erected in 1892-1893 to commemorate the philanthropic works of Lord Shaftesbury, who was a famous Victorian politician and philanthropist.


          The monument is topped by Alfred Gilbert's winged nude statue of an archer, sometimes referred to (inaccurately) as The Angel of Christian Charity and popularly (also inaccurately) known as Eros after the mythical Greek God of Love. The statue has become a London icon: a graphical illustration of it is used as the symbol of the Evening Standard newspaper, and appears on its masthead.


          The use of a nude figure on a public monument was controversial at the time of its construction, but it was generally well-received by the public. The Magazine of Art described it as, "...a striking contrast to the dull ugliness of the generality of our street sculpture, ... a work which, while beautifying one of our hitherto desolate open spaces, should do much towards the elevation of public taste in the direction of decorative sculpture, and serve freedom for the metropolis from any further additions of the old order of monumental monstrosities."


          The statue was the first in the world to be cast in aluminium and is set on a bronze fountain, which itself inspired the marine motifs that Gilbert carved on the statue.


          The statue is generally believed to depict Eros, but was intended to be an image of his twin brother, Anteros, as confirmed by the contemporary records of Westminster City Council. The sculptor Alfred Gilbert had already sculpted a statue of Anteros, and when commissioned for the Shaftesbury Memorial Fountain, chose to reproduce the same subject, who as 'The God of Selfless Love' was deemed to suitably represent the philanthropic 7th Earl of Shaftesbury. Gilbert described Anteros as portraying 'reflective and mature love, as opposed to Eros or Cupid, the frivolous tyrant.' The model for the sculpture was Gilbert's studio assistant, a 16 year-old Italian, Angelo Colarossi (born 1875). The fountain, when originally placed, was meant to have Anteros pointing his bow south towards Wimborne St Giles in Dorset, which was the Earl's country seat. The archers arrow was also aimed so as to bury its shaft in Shaftesbury Avenue.


          When the memorial was unveiled, there were numerous complaints. Some felt it was sited in a vulgar part of town (the theatre district) and others felt that it was too sensual as a memorial for a famously sober and respectable Earl. Some of the objections were tempered by renaming the statue as The Angel of Christian Charity, which was the nearest approximation that could be invented in Christian terms for the role Anteros played in the Greek pantheon. But the name never became widely known, and the original name came back, erroneously under the shortened form Eros, signifying the God of Sensual Love; quite inappropriate to commemorate the Earl, but just right to signify the carnal neighbourhood of London, into which Soho had developed.


          


          Criterion Theatre


          The Criterion Theatre, a Grade II* listed building, stands on the south side of Piccadilly Circus. Apart from the box office area, the entire theatre, with nearly 600 seats, is underground and is reached by descending a tiled stairway. Columns are used to support both the dress circle and the upper circle, restricting the views of many of the seats inside.


          The theatre was designed by Thomas Verity and opened as a theatre on March 21, 1874, although original plans were for it to become a concert hall. In 1883 it was forced to close to improve ventilation and to replace gaslights with electric lights, and was reopened the following year. The theatre closed in 1989 and was extensively renovated, reopening in October 1992.


          


          London Pavilion


          On the north-eastern side of Piccadilly Circus, on the corner between Shaftesbury Avenue and Coventry Street, is the London Pavilion. The first building bearing the name was built in 1859, and was a music hall. In 1885, Shaftesbury Avenue was built through the former site of the Pavilion and a new London Pavilion was constructed, which also served as a music hall. In 1923, electric billboards were erected on the side of the building.
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          In 1934, the building underwent significant structural alteration, and was converted into a cinema. In 1986, the building was rebuilt, preserving the 1885 facade, and converted into a shopping arcade. In 2000, the building was connected to the neighbouring Trocadero Centre, and signage on the building was altered in 2003 to read "London Trocadero." The basement of the building connects with Piccadilly Circus tube station.


          


          Major shops


          The former Tower Records flagship store, now acquired by UK-only re-branded name ' zavvi' (originally known as Virgin Megastore), can be found at Number 1 Piccadilly, on the west side between Regent Street and Piccadilly, directly facing Piccadilly Circus. There is a direct exit to the Underground station on the basement level. Rival store His Master's Voice also has a branch inside the London Trocadero.


          Lillywhites is a major retailer of sporting goods located on the south side, next to the Shaftesbury fountain. It moved to its present site in 1925.


          


          Underground station and the Piccadilly Line
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          The Piccadilly Circus station on the London Underground is located directly beneath Piccadilly Circus itself, with entrances at every corner. It is one of the few stations which have no associated buildings above ground and is fully underground. It is itself a Grade 2 listed building.


          The station is on the Piccadilly Line between Green Park and Leicester Square, and the Bakerloo Line between Charing Cross and Oxford Circus.


          Metronet, one of the three private operators of the London Underground under a public-private partnership arrangement, is investing some 14 million to refurbish Piccadilly Circus station. Work began in March 2005 and was completed in spring of 2007. Major improvements included new floor and wall finishes, a new CCTV system, new help points, a new public address system, new electronic information displays and clocks, improved platform seating, waterproofing measures, measures to assist visually impaired passengers and improved lighting. Escalators were also replaced.


          


          Piccadilly Circus in popular culture
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          The phrase "it's like Piccadilly Circus" is commonly used in the UK to refer to a place or situation which is extremely busy with people. It has been said that a person who stays long enough at Piccadilly Circus will eventually bump into everyone they know. Probably because of this connection, during World War II, "Piccadilly Circus" was the code name given to the Allies' D-Day invasion fleet's assembly location in the English Channel.


          Piccadilly Circus has inspired artists and musicians. Piccadilly Circus (1912) is the name and subject of a painting by British artist Charles Ginner, part of the Tate Britain collection. Sculptor Paul McCarthy also has a 320-page two-volume edition of video stills by the name of Piccadilly Circus.


          "Piccadilly Circus" is the name of Swedish singer Pernilla Wahlgren's hit song from 1985. Northern Irish punk band Stiff Little Fingers had a different song of the same name from their 1981 album Go for It, a true story about a friend of theirs migrating to London to escape The Troubles of Belfast only to be stabbed by strangers in Piccadilly Circus. A compilation album from the British pop/rock band Squeeze released in 1996 was titled Piccadilly Collection and showed a picture of Piccadilly Circus on its cover.


          The Dire Straits song "Wild West End" is about the area around Piccadilly. The Morrissey song "Piccadilly Palare" from the album Bona Drag recounts the life of male prostitutes by employing the use of "palare" (alternatively spelled ' polari'), argot used by this subculture and by gay men generally. A lost verse: "Around the centre of town/is where I belong/am I really doing wrong?" Jethro Tull mention Piccadilly Circus in "Mother Goose" on the album Aqualung: "And a foreign student said to me/was it really true there are elephants and lions too/in Piccadilly Circus?"


          Bob Marley makes mention of Piccadilly Circus in his song "Kinky Reggae" on the album Catch A Fire. The Sundays mention Piccadilly Circus in their song "Hideous Towns" on their 1990 album Reading, Writing, and Arithmetic.


          Stormbreaker, the first novel in the bestselling Alex Rider series by Anthony Horowitz, featured many major landmarks in London, one of them Piccadilly Circus. The main characters race down the circus on horseback.


          In the film Wayne's World 2, Wayne and Garth made a trip to London and were disappointed to find out that Piccadilly Circus was not an actual circus.


          In the film Austin Powers, Piccadilly Circus is the location of Dr Evil's lair during "the swinging 60s". Austin Powers confronts Dr Evil at the "The Electric Pussycat" nightclub which hides a rocketship in the shape of a Big Boy statue on the rooftop a Piccadilly Circus building.


          Piccadilly Circus was the final action scene in John Landis' 1981 werewolf classic, An American Werewolf in London. David Naughton's character, David Kessler aka the werewolf, makes his final transformation in an adult theatre in Piccadilly Circus and shortly after, chaos erupts when he escapes the theatre and sets off a chain reaction of car crashes.


          Piccadilly Circus is an area in the PC game Hellgate: London


          Piccadilly Circus is also mentioned in Satyajit Ray's book Londone Feluda


          Piccadilly Circus Is featured in Bend it Like Beckham
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          The piccolo is a small flute. Like the flute, the piccolo is normally pitched in the key of C, one octave above the concert flute (making it, effectively, a sopranino flute). Music for the piccolo is written one octave lower than concert pitch. Fingerings on the piccolo correspond to those of the flute, but sound an octave higher as the piccolo is considerably less than half the size of the flute. Also, many alternate fingerings may be used to tune the individual pitches, as many are consistently out of tune. In addition to the standard C piccolo, there is a piccolo pitched in D♭ that is sometimes used in bands, and one in A♭, rarely used outside Italian marching bands.


          It is mainly used in orchestral pieces but there are a few pieces specifically for it. Often in orchestras, the piccolo player doubles up as a second or third flute because not all orchestral pieces include piccolo parts.


          


          Timbre and construction


          Because the piccolo's sound is in a very high register, it has a potential to be strident or shrill. Thus, it is often used only as an ornamental, "flavor" or "garnish" instrument, or not at all. Nonetheless, there have been many concertos and solo pieces written for the piccolo, written by notable composers such as Persichetti, Vivaldi, and Todd Goodman. (Vivaldis concertos, however, were originally for the sopranino recorder). Triple-woodwind orchestral works typically include two flutes and one piccolo or three flutes with a piccolo double. Not all flute players play piccolo, although most professional players do. Though the fingerings are the same, the embouchure and other differences do require a separate effort to learn. Also, flute players with large fingers may find it difficult to press the smaller piccolo keys accurately.


          The piccolo can be quite noticeable in concert marches. For example, John Philip Sousa's " Stars and Stripes Forever" carries a piccolo solo.


          It is increasingly difficult to sustain notes in the third octave, especially softly.


          The piccolo is somewhat notorious for being difficult to play in tune, as evidenced by the jokes circulating among musicians that defines a minor second as two piccolos playing in unison, or that the only way to get two piccolos to play in tune is to "shoot one of them". Its small size makes it difficult to construct completely in tune and causes what would be small pitch variances in larger instruments to become rather significant. The fact that it is so high does not help as it is rather conspicuous when out of tune.


          Piccolos may be constructed out of wood, metal, plastic, or a combination. Many piccolo players find that wooden piccolos offer a more mellow timbre than metal ones. A popular compromise combines a metal head joint with a body made from wood. In more recent years the piccolo has also been made out of a plastic composite material. The composite piccolo is durable enough for marching and produces a fair quality sound. Most professionals agree that a piccolo should be made out of only one material, as two separate materials with different coefficients of thermal expansion lead to tuning inconsistencies.


          


          Traditional use


          Historically the piccolo had no keys, but does today, and should not be confused with the fife, or classical piccolo, which has a smaller bore and is therefore more strident. The piccolo is used in conjunction with marching drums in traditional formations at the Carnival of Basel, Switzerland.
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          The Picts were a confederation of tribes in what later was to become central and northern Scotland from Roman times until the 10th century. They lived to the north of the Forth and Clyde. They are often assumed to have been the descendants of the Caledonii and other tribes named by Roman historians or found on the world map of Ptolemy, though the evidence for this connection is circumstantial and the issue of "Pict" origins remains controversial among historians. Pictland, also known as Pictavia, became the Kingdom of Alba also known as Albania, during the 10th century and the Picts became the Fir Alban, the men of Alba.


          Archaeology gives some impression of the society of the Picts. Although very little in the way of Pictish writing has survived, Pictish history since late 6th century is known from a variety of sources, including Bede's 'History', saints' lives, such as that of Columba by Adomnn, and various Irish annals. Although the popular impression of the Picts may be one of an obscure, mysterious people, this is far from being the case. When compared with the generality of Northern, Central and Eastern Europe in Late Antiquity and the Early Middle Ages, Pictish history and society are well attested.


          
            
              	
            

          


          


          Names


          The name by which the Picts called themselves is still unknown. The Greek word ί (Latin Picti) first appears in a panegyric written by Eumenius in AD 297 and is taken to mean "painted or tattooed people" (Latin pingere "paint"). The Gaels of Ireland and the Scottish kingdom of Dl Riata called the Picts Cruithne, ( Old Irish cru(i)then-tath), presumably from Proto-Celtic *kwriteno-toutā. There were also people referred to as Cruithne in Ulster, in particular the kings of Dl nAraidi. The Britons (later the Welsh and Cornish) in the south knew them, in the P-Celtic form of "Cruithne", as Prydyn; the terms "Britain" and "Briton" come from the same root. Their Old English name gave the modern Scots form Pechts.


          


          History


          The means by which the Pictish confederation formed in Late Antiquity from a number of tribes is unknown, although there is speculation that reaction to the growth of the Roman Empire was a factor.
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          Pictland had previously been described as the home of the Caledonii. Other tribes said to have lived in the area included the Verturiones, Taexali and Venicones. Except for the Caledonians, the names may be second- or third-hand: perhaps as reported to the Romans by speakers of Brythonic or Gaulish languages.


          Pictish recorded history begins in the Dark Ages. It appears that they were not the dominant power in Northern Britain for the entire period. Firstly the Gaels of Dl Riata dominated the region, but suffered a series of defeats in the first third of the 7th century. The Angles of Bernicia overwhelmed the adjacent British kingdoms, and the neighbouring Anglian kingdom of Deira (Bernicia and Deira later being called Northumbria), was to become the most powerful kingdom in Britain. The Picts were probably tributary to Northumbria until the reign of Bridei map Beli, when the Anglians suffered a defeat at the battle of Dunnichen which halted their expansion northwards. The Northumbrians continued to dominate southern Scotland for the remainder of the Pictish period.
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          In the reign of engus mac Fergusa (729761), Dl Riata was very much subject to the Pictish king. Although it had its own kings from the 760s, it appears that Dl Riata did not recover. A later Pictish king, Caustantn mac Fergusa (793820), placed his son Domnall on the throne of Dl Riata (811835). Pictish attempts to achieve a similar dominance over the Britons of Alt Clut ( Dumbarton) were not successful.


          The Viking Age brought great changes in Britain and Ireland, no less in Scotland than elsewhere. The kingdom of Dl Riata was destroyed, certainly by the middle of the 9th century, when Ketil Flatnose is said to have founded the Kingdom of the Isles. Northumbria too succumbed to the Vikings, who founded the Kingdom of York, and the kingdom of Strathclyde was also greatly affected. The king of Fortriu Egan mac engusa, the king of Dl Riata ed mac Boanta, and many more, were killed in a major battle against the Vikings in 839. The rise of Cnaed mac Ailpn (Kenneth MacAlpin) in the 840s, in the aftermath of this disaster, brought to power the family who would preside over the last days of the Pictish kingdom and found the new kingdom of Alba, although Cnaed himself was never other than king of the Picts.


          In the reign of Cnaed's grandson, Caustantn mac eda (900943), the kingdom of the Picts became the kingdom of Alba. The change from Pictland to Alba may not have been noticeable at first; indeed, as we do not know the Pictish name for their land, it may not have been a change at all. The Picts, along with their language, did not disappear suddenly. The process of Gaelicisation, which may have begun generations earlier, continued under Caustantn and his successors. When the last inhabitants of Alba were fully Gaelicised, becoming Scots, probably during the 11th century, the Picts were soon forgotten. Later they would reappear in myth and legend.


          


          Kings and kingdoms


          The early history of Pictland is, as has been said, unclear. In later periods multiple kings existed, ruling over separate kingdoms, with one king, sometimes two, more or less dominating their lesser neighbours. De Situ Albanie, a late document, the Pictish Chronicle, the Duan Albanach, along with Irish legends, have been used to argue the existence of seven Pictish kingdoms. These are as follows; those in bold are known to have had kings, or are otherwise attested in the Pictish period:


          
            	Cait, situated in modern Caithness and Sutherland


            	Ce, situated in modern Mar and Buchan


            	Circinn, perhaps situated in modern Angus and the Mearns


            	Fib, the modern Fife, known to this day as 'the Kingdom of Fife'


            	Fidach, location unknown


            	Fotla, modern Atholl (Ath-Fotla)


            	Fortriu, cognate with the Verturiones of the Romans; recently shown to be centered around Moray
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          More small kingdoms may have existed. Some evidence suggests that a Pictish kingdom also existed in Orkney. De Situ Albanie is not the most reliable of sources, and the number of kingdoms, one for each of the seven sons of Cruithne, the eponymous founder of the Picts, may well be grounds enough for disbelief. Regardless of the exact number of kingdoms and their names, the Pictish nation was not a united one.


          For most of Pictish recorded history the kingdom of Fortriu appears dominant, so much so that king of Fortriu and king of the Picts may mean one and the same thing in the annals. This was previously thought to lie in the area around Perth and the southern Strathearn, whereas recent work has convinced those working in the field that Moray (a name referring to a very much larger area in the High Middle Ages than the county of Moray), was the core of Fortriu.


          The Picts are often said to have practised matrilineal succession on the basis of Irish legends and a statement in Bede's history. In fact, Bede merely says that the Picts used matrilineal succession in exceptional cases. The kings of the Picts when Bede was writing were Bridei and Nechtan, sons of Der Ilei, who indeed claimed the throne through their mother Der Ilei, daughter of an earlier Pictish king.


          In Ireland, kings were expected to come from among those who had a great-grandfather who had been king. Kingly fathers were not frequently succeeded by their sons, not because the Picts practised matrilineal succession, but because they were usually followed by their brothers or cousins, more likely to be experienced men with the authority and the support necessary to be king.


          The nature of kingship changed considerably during the centuries of Pictish history. While kings had to be successful war leaders to maintain their authority, kingship became rather less personalised and more institutionalised during this time. Bureaucratic kingship was still far in the future when Pictland became Alba, but the support of the church, and the apparent ability of a small number of families to control the kingship for much of the period from the later 7th century onwards, provided a considerable degree of continuity. In the much same period, the Picts' neighbours in Dl Riata and Northumbria faced considerable difficulties as the stability of succession and rule which they had previously benefitted from came to an end.


          The later Mormaers are thought to have originated in Pictish times, and to have been copied from, or inspired by, Northumbrian usages. It is unclear whether the Mormaers were originally former kings, royal officials, or local nobles, or some combination of these. Likewise, the Pictish shires and thanages, traces of which are found in later times, are thought to have been adopted from their southern neighbours.


          


          Society


          
            [image: The harpist on the Dupplin Cross, Scotland, circa 800 AD]

            
              The harpist on the Dupplin Cross, Scotland, circa 800 AD
            

          


          The archaeological record provides evidence of the material culture of the Picts. It tells of a society not readily distinguishable from its similar Gaelic and British neighbours, nor very different from the Anglo-Saxons to the south. Although analogy and knowledge of other "Celtic" societies may be a useful guide, these extended across a very large area. Relying on knowledge of pre-Roman Gaul, or 13th century Ireland, as a guide to the Picts of the 6th century may be misleading if analogy is pursued too far.


          As with most peoples in the north of Europe in Late Antiquity, the Picts were farmers living in small communities. Cattle and horses were an obvious sign of wealth and prestige, sheep and pigs were kept in large numbers, and place names suggest that transhumance was common. Animals were small by later standards, although horses from Britain were imported into Ireland as breed-stock to enlarge native horses. From Irish sources it appears that the lite engaged in competitive cattle-breeding for size, and this may have been the case in Pictland also. Carvings show hunting with dogs, and also, unlike in Ireland, with falcons. Cereal crops included wheat, barley, oats and rye. Vegetables included kale, cabbage, onions and leeks, peas and beans, turnips and carrots, and some types no longer common, such as skirret. Plants such as wild garlic, nettles and watercress may have been gathered in the wild. The pastoral economy meant that hides and leather were readily available. Wool was the main source of fibres for clothing, and flax was also common, although it is not clear if it was grown for fibres, for oil, or as a foodstuff. Fish, shellfish, seals and whales were exploited along coasts and rivers. The importance of domesticated animals argues that meat and milk products were a major part of the diet of ordinary people, while the lite would have eaten a diet rich in meat from farming and hunting.


          No Pictish counterparts to the areas of denser settlement around important fortresses in Gaul and southern Britain, or any other significant urban settlements, are known. Larger, but not large, settlements existed around royal forts, such as at Burghead, or associated with religious foundations. No towns are known in Scotland until the 12th century.


          The technology of everyday life is not well recorded, but archaeological evidence shows it to have been similar to that in Ireland and Anglo-Saxon England. Recently evidence has been found of watermills in Pictland. Kilns were used for drying kernels of wheat or barley, not otherwise easy in the changeable, temperate climate.
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          The early Picts are associated with piracy and raiding along the coasts of Roman Britain. Even in the Late Middle Ages, the line between traders and pirates was unclear, so that Pictish pirates were probably merchants on other occasions. It is generally assumed that trade collapsed with the Roman Empire, but this is to overstate the case. There is only limited evidence of long-distance trade with Pictland, but tableware and storage vessels from Gaul, probably transported up the Irish Sea, have been found. This trade may have been controlled from Dunadd in Dl Riata, where such goods appear to have been common. While long-distance travel was unusual in Pictish times, it was far from unknown as stories of missionaries, travelling clerics and exiles show.


          Brochs are popularly associated with the Picts. Although these were built earlier in the Iron Age, with construction ending around 100 AD, they remained in use into and beyond the Pictish period. Crannogs, which may originate in Neolithic Scotland, may have been rebuilt, and some were still in use in the time of the Picts. The most common sort of buildings would have been roundhouses and rectangular timbered halls. While many churches were built in wood, from the early 8th century, if not earlier, some were built in stone.


          The Picts are often said to have tattooed themselves, but evidence for this is limited. Naturalistic depictions of Pictish nobles, hunters and warriors, male and female, without obvious tattoos, are found on monumental stones. These stones include inscriptions in Latin and Ogham script, not all of which have been deciphered. The well known Pictish symbols found on stones, and elsewhere, are obscure in meaning. A variety of esoteric explanations have been offered, but the simplest conclusion may be that these symbols represent the names of those who had raised, or are commemorated on, the stones. Pictish art can be classed as Celtic, and later as Insular. Irish poets portrayed their Pictish counterparts as very much like themselves.


          


          Religion
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          Early Pictish religion is presumed to have resembled Celtic polytheism in general, although only place names remain from the pre-Christian era. The date at which the Pictish elite converted to Christianity is uncertain, but there are traditions which place Saint Palladius in Pictland after leaving Ireland, and link Abernethy with Saint Brigid of Kildare. Saint Patrick refers to "apostate picts", while the poem Y Gododdin does not remark on the picts as pagans. Bede wrote that Saint Ninian (identified with Saint Finnian of Moville, who died c. 589), had converted the southern Picts. Recent archaeological work at Portmahomack places the foundation of the monastery there, an area once assumed to be among the last converted, in the late 6th century. This is contemporary with Bridei mac Maelchon and Columba, but the process of establishing Christianity throughout Pictland will have extended over a much longer period.


          Pictland was not solely influenced by Iona and Ireland. It also had ties to churches in Northumbria, as seen in the reign of Nechtan mac Der Ilei. The reported expulsion of Ionan monks and clergy by Nechtan in 717 may have been related to the controversy over the dating of Easter, and the manner of tonsure, where Nechtan appears to have supported the Roman usages, but may equally have been intended to increase royal power over the church. Nonetheless, the evidence of place names suggests a wide area of Ionan influence in Pictland. Likewise, the Cin Adomnin (Law of Adomnn, Lex Innocentium) counts Nechtan's brother Bridei among its guarantors.


          The importance of monastic centres in Pictland was not perhaps as great as in Ireland. In areas which had been studied, such as Strathspey and Perthshire, it appears that the parochial structure of the High Middle Ages existed in early medieval times. Among the major religious sites of eastern Pictland were Portmahomack, Cennrgmonaid (later St Andrews), Dunkeld, Abernethy and Rosemarkie. It appears that these are associated with Pictish kings, which argues for a considerable degree of royal patronage and control of the church.


          The cult of Saints was, as throughout Christian lands, of great importance in later Pictland. While kings might patronise great Saints, such as Saint Peter in the case of Nechtan, and perhaps Saint Andrew in the case of the second engus mac Fergusa, many lesser Saints, some now obscure, were important. The Pictish Saint Drostan appears to have had a wide following in the north in earlier times, although all but forgotten by the 12th century. Saint Serf of Culross was associated with Nechtan's brother Bridei. It appears, as is well known in later times, that noble kin groups had their own patron saints, and their own churches or abbeys.


          


          Art


          Pictish Art appears on stones, metalwork and small objects of stone and bone. It has similarities to both Saxon and Irish art. Primarily Pictish art is found on the many Pictish stones that are located all over Pictland, from Inverness to Lanarkshire. An illustrated catalogue of these stones was produced by J. Romilly Allen as part of "The Early Church Monuments of Scotland", with lists of their symbols and patterns. The symbols and patterns consist of animals, the "bill", the "mirror and comb", "the spectacles" and "the crescent and V-rod". There are also bosses and lenses with pelta and spiral designs. The patterns are curvilinear with hatchings.


          Pictish metalwork is found throughout Pictland and also further south. The items found in the south consist of heavy silver chains over 0.5m long, and may have been gifts or carried off by raiders. It has been suggested by Stevenson (in Wainwright, The Problem of the Picts) that these chains formed part of "choker" necklaces.


          


          Language


          The Pictish language has not survived. Evidence is limited to place names and to the names of people found on monuments and the contemporary records. The evidence of place-names and personal names argue strongly that the Picts spoke Insular Celtic languages related to the more southerly Brythonic languages. A number of inscriptions have been argued to be non-Celtic, and on this basis, it has been suggested that non-Celtic languages were also in use.


          The absence of surviving written material in Pictish does not mean a pre-literate society. The church certainly required literacy, and could not function without copyists to produce liturgical documents. Pictish iconography shows books being read, and carried, and its naturalistic style gives every reason to suppose that such images were of real life. Literacy was not widespread, but among the senior clergy, and in monasteries, it would have been common enough.


          Place-names often allow us to deduce the existence of historic Pictish settlements in Scotland. Those prefixed with "Aber-", "Lhan-", or "Pit-" indicate regions inhabited by Picts in the past (for example: Aberdeen, Lhanbryde, Pitmedden, Pittodrie etc). Some of these, such as "Pit-" (portion, share), were formed after Pictish times, and may refer to previous "shires" or "thanages".


          The evidence of place-names may also reveal the advance of Gaelic into Pictland. As noted, Atholl, meaning New Ireland, is attested in the early 8th century. This may be an indication of the advance of Gaelic. Fortriu also contains place-names suggesting Gaelic settlement, or Gaelic influences.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Picts"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Pied Avocet


        
          

          
            
              	Pied Avocet
            


            
              	
                [image: ]


                

              
            


            
              	Conservation status
            


            
              	
                
                  Least Concern
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Charadriiformes

                  


                  
                    	Family:

                    	Recurvirostridae

                  


                  
                    	Genus:

                    	Recurvirostra

                  


                  
                    	Species:

                    	R. avosetta

                  

                

              
            


            
              	Binomial name
            


            
              	Recurvirostra avosetta

              (Linnaeus, 1758)
            

          


          The Pied Avocet (Recurvirostra avosetta) is a large wader in the avocet and stilt family, Recurvirostridae.


          Adults have white plumage except for a black cap and black patches in the wings and on the back. They have long, upturned bills and long, bluish legs. Juvenile birds are brown where the adult is black, and the juvenile's white plumage is often blotched with greyer patches.


          Their breeding habitat is in shallow lakes with brackish water and bare mud exposed. They nest on open ground, often in small groups, sometimes with other waders. 3-5 eggs are laid in a lined scrape or on a mound of vegetation.


          They breed in temperate Europe and western and Central Asia. This species is migratory and most winter in Africa or southern Asia. Some remain to winter in the mildest parts of their range, for example in southern Spain and southern England.


          These birds forage in shallow brackish water or on mud flats, often sweeping their bills from side to side in water. They mainly eat crustaceans and insects.


          The call of the Avocet is a loud klute-klute-klute.


          This species gets its English and scientific names from its black cap, as once worn by European advocates or lawyers.


          
            [image: ]
          


          This species became extinct in Great Britain in the mid-19th century. Its successful recolonisation in the 1940s led to its adoption as the logo of the Royal Society for the Protection of Birds.


          The Pied Avocet is one of the species to which the Agreement on the Conservation of African-Eurasian Migratory Waterbirds ( AEWA) applies.
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              	Birth name

              	Pierre-Auguste Renoir
            


            
              	Born

              	February 25, 1841 (1841-02-25)

              Limoges, Haute-Vienne, France
            


            
              	Died

              	December 3, 1919 (aged78)

              Cagnes-sur-Mer, Provence-Alpes-Cte d'Azur, France
            


            
              	Nationality

              	French
            


            
              	Field

              	Painting
            

          


          Pierre-Auguste Renoir ( February 25, 1841 December 3, 1919) was a French artist who was a leading painter in the development of the Impressionist style. As a celebrator of beauty, and especially feminine sensuality, it has been said that "Renoir is the final representative of a tradition which runs directly from Rubens to Watteau".


          


          Biography


          


          Youth


          Pierre-Auguste Renoir was born in Limoges, Haute-Vienne, France, the child of a working class family. As a boy, he worked in a porcelain factory where his drawing talents led to him being chosen to paint designs on fine china. He also painted hangings for overseas missionaries and decorations on fans before he enrolled in art school. During those early years, he often visited the Louvre to study the French master painters.
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          In 1862 he began studying art under Charles Gleyre in Paris. There he met Alfred Sisley, Frdric Bazille, and Claude Monet. At times during the 1860s, he did not have enough money to buy paint. Although Renoir first started exhibiting paintings at the Paris Salon in 1864, recognition did not come for another ten years, due, in part, to the turmoil of the Franco-Prussian War.


          During the Paris Commune in 1871, while he painted on the banks of the Seine River, some members of a commune group thought he was a spy, and were about to throw him into the river when a commune leader, Raoul Rigault, recognized Renoir as the man who had protected him on an earlier occasion.


          In 1874, a ten-year friendship with Jules Le Coeur and his family ended, and Renoir lost not only the valuable support gained by the association, but a generous welcome to stay on their property near Fontainebleau and its scenic forest. This loss of a favorite painting location resulted in a distinct change of subjects.


          


          Maturity


          Renoir experienced his initial acclaim when six of his paintings hung in the first Impressionist exhibition in 1874. In the same year two of his works were shown with Durand-Ruel in London.
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          In 1881, he traveled to Algeria, a country he associated with Eugne Delacroix, then to Madrid, in Spain, to see the work of Diego Velzquez. Following that he traveled to Italy to see Titian's masterpieces in Florence, and the paintings of Raphael in Rome. On January 15, 1882 Renoir met the composer Richard Wagner at his home in Palermo, Sicily. Renoir painted Wagner's portrait in just thirty-five minutes. In the same year, Renoir convalesced for six weeks in Algeria after contracting pneumonia, which would cause permanent damage to his respiratory system.


          In 1883, he spent the summer in Guernsey, creating fifteen paintings in little over a month. Most of these feature Moulin Huet, a bay in Saint Martin's, Guernsey. Guernsey is one of the Channel Islands in the English Channel, and it has a varied landscape which includes beaches, cliffs, bays, forests, and mountains. These paintings were the subject of a set of commemorative postage stamps, issued by the Bailiwick of Guernsey in 1983.


          While living and working in Montmartre, Renoir employed as a model Suzanne Valadon, who posed for him (The Bathers, 1885-7; Dance at Bougival, 1883) and many of his fellow painters while studying their techniques; eventually she became one of the leading painters of the day.


          In 1887, a year when Queen Victoria celebrated her Golden Jubilee, and upon the request of the queen's associate, Phillip Richbourg, he donated several paintings to the "French Impressionist Paintings" catalog as a token of his loyalty.


          In 1890 he married Aline Victorine Charigot, who, along with a number of the artist's friends, had already served as a model for Les Djeuner des canotiers ( Luncheon of the Boating Party, 1881), and with whom he had already had a child, Pierre, in 1885. After his marriage Renoir painted many scenes of his wife and daily family life, including their children and their nurse, Aline's cousin Gabrielle Renard. The Renoirs had three sons, one of whom, Jean, became a filmmaker of note and another, Pierre, became a stage and film actor.
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          Later years


          Around 1892, Renoir developed rheumatoid arthritis. In 1907, he moved to the warmer climate of "Les Collettes," a farm at Cagnes-sur-Mer, close to the Mediterranean coast. Renoir painted during the last twenty years of his life, even when arthritis severely limited his movement, and he was wheelchair-bound. He developed progressive deformities in his hands and ankylosis of his right shoulder, requiring him to adapt his painting technique. In the advanced stages of his arthritis, he painted by having a brush strapped to his paralyzed fingers.


          During this period he created sculptures by directing an assistant who worked the clay. Renoir also used a moving canvas, or picture roll, to facilitate painting large works with his limited joint mobility.


          In 1919, Renoir visited the Louvre to see his paintings hanging with the old masters. Pierre-Auguste Renoir died in the village of Cagnes-sur-Mer, Provence-Alpes-Cte d'Azur, on December 3.


          


          Artworks
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          Renoir's paintings are notable for their vibrant light and saturated color, most often focusing on people in intimate and candid compositions. The female nude was one of his primary subjects. In characteristic Impressionist style, Renoir suggested the details of a scene through freely brushed touches of colour, so that his figures softly fuse with one another and their surroundings.


          His initial paintings show the influence of the colourism of Eugne Delacroix and the luminosity of Camille Corot. He also admired the realism of Gustave Courbet and douard Manet, and his early work resembles theirs in his use of black as a colour. As well, Renoir admired Edgar Degas' sense of movement. Another painter Renoir greatly admired was the 18th century master Franois Boucher.


          A fine example of Renoir's early work, and evidence of the influence of Courbet's realism, is Diana, 1867. Ostensibly a mythological subject, the painting is a naturalistic studio work, the figure carefully observed, solidly modeled, and superimposed upon a contrived landscape. If the work is still a 'student' piece, already Renoir's heightened personal response to female sensuality is present. The model was Lise Trhot, then the artist's mistress and inspiration for a number of paintings.


          In the late 1860s, through the practice of painting light and water en plein air (in the open air), he and his friend Claude Monet discovered that the color of shadows is not brown or black, but the reflected colour of the objects surrounding them. Several pairs of paintings exist in which Renoir and Monet, working side-by-side, depicted the same scenes (La Grenouillre, 1869).


          One of the best known Impressionist works is Renoir's 1876 Dance at Le Moulin de la Galette (Le Bal au Moulin de la Galette). The painting depicts an open-air scene, crowded with people, at a popular dance garden on the Butte Montmartre, close to where he lived.
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          The works of his early maturity were typically Impressionist snapshots of real life, full of sparkling colour and light. By the mid-1880s, however, he had broken with the movement to apply a more disciplined, formal technique to portraits and figure paintings, particularly of women, such as The Bathers, which was created during 1884-87. It was a trip to Italy in 1881, when he saw works by Raphael and other Renaissance masters, that convinced him that he was on the wrong path, and for the next several years he painted in a more severe style, in an attempt to return to classicism. This is sometimes called his " Ingres period", as he concentrated on his drawing and emphasized the outlines of figures.


          After 1890, however, he changed direction again, returning to the use of thinly brushed colour which dissolved outlines as in his earlier work. From this period onward he concentrated especially on monumental nudes and domestic scenes, fine examples of which are Girls at the Piano, 1892, and Grandes Baigneuses, 1918-19. The latter painting is the most typical and successful of Renoir's late, abundantly fleshed nudes.


          A prolific artist, he made several thousand paintings. The warm sensuality of Renoir's style made his paintings some of the most well-known and frequently-reproduced works in the history of art.


          


          Assessment


          Acknowledging modern criticism of Renoir's sensuality, Lawrence Gowing wrote:


          
            
              	

              	"Is there another respected modern painter whose work is so full of charming people and attractive sentiment? Yet what lingers is not cloying sweetness but a freshness that is not entirely explicable...One feels the surface of his paint itself as living skin: Renoir's aesthetic was wholly physical and sensuous, and it was unclouded...These interactions of real people fulfilling natural drives with well-adjusted enjoyment remain the popular masterpieces of modern art (as it used to be called), and the fact that they are not fraught and tragic, without the slightest social unrest in view, or even much sign of the spacial and communal disjunction which some persist in seeking, is far from removing their interests."

              	
            

          


          Albert Aurier, an art critic and early essayist on the impressionists, wrote in 1892:


          
            
              	

              	"With such ideas, with such a vision of the world and of femininity, one might have feared that Renoir would create a work which was merely pretty and merely superficial. Superficial it was not; in fact it was profound, for if, indeed, the artist has almost completely done away with the intellectuality of his models in his paintings, he has, in compensation, been prodigal with his own. As to the pretty, it is undeniable in his work, but how different from the intolerable prettiness of fashionable painters."

              	
            

          


          In a preview to the exhibition 'Renoir Landscapes 1865-1883' at the National Gallery, London in spring 2007, The Guardian wrote that "Even Degas laughed at his friend's style, calling it as puffy as cotton wool," but that "if we're going to love him, we need to love his chocolate box qualities, too."


          


          Posthumous sales


          Two of Renoir's paintings have sold for more than $70 million. Bal au moulin de la Galette, Montmartre sold for $78.1 million in 1990.


          


          Renoir and the nude


          


          Selected works


          
            
              	Mademoiselle Romaine Lacaux (1864)


              	La Promenade (1870)


              	Monet Painting in His Garden at Argenteuil (1873)


              	La Loge (1874)


              	Woman with Fan (1875)


              	The Swing (1876)


              	Lunch at the Restaurant Fournaise (The Rowers' Lunch) (1875)


              	Girl with a Watering Can (1876)


              	Bal au moulin de la Galette, Montmartre (1876)


              	Nude in the Sunlight (1876)


              	Madame Charpentier and Her Children (1878)


              	Jeanne Samary (1879)


              	Acrobats at the Cirque Fernando (Francisca and Angelina Wartenberg) (1879)


              	Two Women with Umbrellas (1879)


              	On the Terrace (1881)


              	Luncheon of the Boating Party (1881)


              	The Piazza San Marco, Venice (1881)


              	Blonde Bather (1881)


              	By the Seashore (1883)


              	Umbrellas (1883)


              	Dance at Bougival (1883)


              	Fog at Guernsey (1883)


              	Children on the Sea Shore in Guernsey (1883)


              	The Bay of Moulin Huet Seen Through the Trees (1883)


              	Girl with a Hoop (1885)


              	Bathers (1887)


              	The Bather (After the Bath) (1888)


              	Young Girl with Daisies (1889)


              	In the Meadow (1890)


              	The Apple Sellers (1890)


              	Two Girls at the Piano (1892)


              	Vase of Chrysanthemums (1895)


              	Coco (1905)


              	Nude (1910)


              	The Farm at Les Collettes, Cagnes (1908-1914)


              	The Concert (1918)

            

          


          Related links


          
            	Gabrielle Renard - Renoir family's nanny


            	Jean Renoir - This legendary director was the second son of Renoir
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              	Born

              	Beaumont-de-Lomagne, France
            


            
              	Died

              	12 January 1665 (aged63)

              Beaumont-de-Lomagne, France

            


            
              	Residence

              	France
            


            
              	Nationality

              	French
            


            
              	Fields

              	Mathematician and Law
            


            
              	Knownfor

              	Analytic geometry

              Probability

              Fermat's Last Theorem
            

          


          Pierre de Fermat IPA: [pjɛːʁ dəfɛʁ'ma] ( August 17, 1601 or 1607/8  January 12, 1665) was a French lawyer at the Parlement of Toulouse, France, and a mathematician who is given credit for early developments that led to modern calculus. In particular, he is recognized for his discovery of an original method of finding the greatest and the smallest ordinates of curved lines, which is analogous to that of the then unknown differential calculus, as well as his research into the theory of numbers. He also made notable contributions to analytic geometry, probability, and optics.


          


          Life and work
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          Fermat was born at Beaumont-de-Lomagne, 58 kilometers (36miles) north-west of Toulouse, France. The late 15th century mansion where Fermat was born in Beaumont-de-Lomagne is now a museum.


          In 1631, Fermat received the title of councilor at the High Court of Judicature in Toulouse, which he held for the rest of his life. Fluent in Latin, Greek, Italian, and Spanish, Fermat was praised for his written verse in several languages, and his advice was eagerly sought regarding the emendation of Greek texts.


          


          Work
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          Fermat's pioneering work in analytic geometry, Ad Locos Planos et Solidos Isagoge, was circulated in manuscript form in 1636, predating the publication of Descartes' famous La gomtrie. This manuscript was published posthumously in 1679.


          In Methodus ad disquirendam maximam et minima and in De tangentibus linearum curvarum, Fermat developed a method for determining maxima, minima, and tangents to various curves that was equivalent to differentiation. In these works, Fermat also obtained a technique for finding the centers of gravity of various plane and solid figures, which led to his further work in quadrature.


          Fermat was the first person known to have evaluated the integral of general power functions. Using an ingenious trick, he was able to reduce this evaluation to the sum of geometric series. The resulting formula was helpful to Newton, and then Leibniz, when they independently developed the fundamental theorem of calculus.


          In number theory, Fermat studied Pell's equation, Fermat numbers, perfect, and amicable numbers. It was while researching perfect numbers that he discovered the little theorem. He also invented a factorization method which has been named for him as well as the proof technique of infinite descent, which he used to prove Fermat's Last Theorem for the case n = 4. Fermat also developed the two-square theorem, and the polygonal number theorem, which states that each number is a sum of three triangular numbers, four square numbers, five pentagonal numbers, and so on.


          Although Fermat claimed to have proved all his arithmetic theorems, few records of his proofs have survived. Many mathematicians, including Gauss, doubted several of his claims, especially given the difficulty of some of the problems and the limited mathematical tools available to Fermat. His famous Last Theorem was first discovered by his son in the margin on his father's copy of an edition of Diophantus, and included the statement that the margin was too small to include the proof. He had not bothered to inform even Mersenne of it. It was not proved until 1994, using techniques unavailable to Fermat.
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          Although he carefully studied, and drew inspiration from Diophantus, Fermat began a different tradition. Diophantus was content to find a single solution to his equations, even if it were an undesired fractional one. Fermat was interested only in integer solutions to his Diophantine equations, and he looked for all possible general solutions. He also often proved that certain equations had no solution, which usually baffled his contemporaries.


          Through his correspondence with Blaise Pascal in 1654, Fermat and Pascal helped lay the fundamental groundwork for the theory of probability. From this brief but productive collaboration on the problem of points, they are now regarded as joint founders of probability theory.


          Fermat's principle of least time (which he used to derive Snell's law in 1657) was the first variational principle enunciated in physics since Hero of Alexandria described a principle of least distance in the first century CE. In this way, Fermat is recognized as a key figure in the historical development of the fundamental principle of least action in physics. The term Fermat functional was named in recognition of this role.


          


          Death
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          He died at Castres, age 57 or 63, 79 kilometers (49miles) east of Toulouse. The oldest, and most prestigious, college in Toulouse is named after him - the Pierre de Fermat.


          


          Assessment of his work
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          Together with Ren Descartes, Fermat was one of the two leading mathematicians of the first half of the 17th century. Independently of Descartes, he discovered the fundamental principles of analytic geometry. With Blaise Pascal, he was a founder of the theory of probability.


          Regarding Fermat's work in analysis, Isaac Newton wrote that his own early ideas about calculus came directly from "Fermat's way of drawing tangents."


          Of Fermat's number theoretic work, the great 20th century mathematician Andr Weil wrote that "... what we possess of his methods for dealing with curves of genus 1 is remarkably coherent; it is still the foundation for the modern theory of such curves. It naturally falls into two parts; the first one ... may conveniently be termed a method of ascent, in contrast with the descent which is rightly regarded as Fermat's own." Regarding Fermat's use of ascent, Weil continued "The novelty consisted in the vastly extended use which Fermat made of it, giving him at least a partial equivalent of what we would obtain by the systematic use of the group theoretical properties of the rational points on a standard cubic." With his gift for number relations and his ability to find proofs for many of his theorems, Fermat essentially created the modern theory of numbers.
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              	March 5, 1827 (aged77)
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          Pierre-Simon, marquis de Laplace ( March 23, 1749 - March 5, 1827) was a French mathematician and astronomer whose work was pivotal to the development of mathematical astronomy. He summarized and extended the work of his predecessors in his five volume Mcanique Cleste ( Celestial Mechanics) (1799-1825). This seminal work translated the geometric study of classical mechanics, used by Isaac Newton, to one based on calculus, opening up a broader range of problems.


          He formulated Laplace's equation, and invented the Laplace transform which appears in many branches of mathematical physics, a field that he took a leading role in forming. The Laplacian differential operator, widely used in applied mathematics, is also named after him.


          Independently from Immanuel Kant, he formulated the nebular hypothesis of the origin of the solar system and was one of the first scientists to postulate the existence of black holes and the notion of gravitational collapse.


          He is remembered as one of the greatest scientists of all time, sometimes referred to as a French Newton or Newton of France, with a natural phenomenal mathematical faculty possessed by none of his contemporaries.


          He became a count of the First French Empire in 1806 and was named a marquis in 1817, after the Bourbon Restoration.


          


          Early life


          Pierre Simon Laplace was born in Beaumont-en-Auge, Normandy.


          According to Rouse Ball ('A Short Account of the History of Mathematics', 4th edition, 1908), he was the son of a small cottager or perhaps a farm-labourer, and owed his education to the interest excited in some wealthy neighbours by his abilities and engaging presence. Very little is known of his early years, for when he became distinguished he had the pettiness to hold himself aloof both from his relatives and from those who had assisted him. It would seem from a pupil he became an usher in the school at Beaumont; but, having procured a letter of introduction to D'Alembert, he went to Paris to push his fortune. However, Pearson (1929, Biometrika) is scathing about the inaccuracies in Rouse Ball's account and states that ".. Caen was probably in Laplace's day the most intellectually active of all the towns of Normandy. It was here that Laplace was educated and was provisionally a professor. It was here he wrote his first paper published in the Melanges of the Royal Society of Turin, Tome iv. 1766-1769, at least two years before he went at 22 or 23 to Paris in 1771. Thus before he was 20 he was in touch with Joseph Louis Lagrange in Turin. He did not go to Paris a raw self-taught country lad with only a peasant background I In 176S at the age of sixteen Laplace left the "School of the Duke of Orleans" in Beaumont and went to the University of Caen, where he appears to have studied for five years. The "Ecole militaire" of Beaumont did not replace the old school until 1770.


          His father was Pierre Laplace, a cider merchant and his mother was Marie-Anne Sochon. His parents were from comfortable bourgeois families. Laplace attended a school in the village run at a Benedictine priory, his father intending that he would be ordained in the Roman Catholic Church, and at sixteen he was sent to further his father's intention at the University of Caen, reading theology.


          At the university, he was mentored by two enthusiastic teachers of mathematics, Christophe Gadbled and Pierre Le Canu, who awoke his zeal for the subject. Laplace never graduated in theology but left for Paris with a letter of introduction from Le Canu to Jean le Rond d'Alembert. There is an apocryphal story that, aged nineteen, he solved overnight the problem that D'Alembert set him for submission the following week, then solved a harder problem the following night. D'Alembert was impressed and recommended him for a teaching place in the cole Militaire.


          With a secure income and undemanding teaching, Laplace now threw himself into original research and, in the next seventeen years, 1771-1787, he produced much of his original work in astronomy.


          Laplace further impressed the Marquis de Condorcet, and even in 1771 Laplace felt that he was entitled to membership in the French Academy of Sciences. However, in that year, admission went to Alexandre-Thophile Vandermonde and in 1772 to Antoine-Joseph Cousin. Laplace was disgruntled and early in 1773 canvassed a move to Berlin. However, Condorcet became permanent secretary of the Acadmie in February and Laplace was elected associate member on 31 March.


          He was married in 1788 and his son was born in 1789.


          


          Analysis, probability and astronomical stability


          Laplace's early published work in 1771 started with differential equations and finite differences but he was already starting to think about the mathematical and philosophical concepts of probability and statistics. However, before his election to the Acadmie in 1773, he had already drafted two papers that would establish his reputation. The first, Mmoire sur la probabilit des causes par les vnements was ultimately published in 1774 while the second paper, published in 1776, further elaborated his statistical thinking and also began his systematic work on celestial mechanics and the stability of the solar system. The two disciplines would always be interlinked in his mind. "Laplace took probability as an instrument for repairing defects in knowledge." Laplace's work on probability and statistics is discussed below with his mature work on the Analytic theory of probabilities.


          


          Stability of the solar system


          Sir Isaac Newton had published his Philosophiae Naturalis Principia Mathematica in 1687 in which he gave a derivation of Kepler's laws, which describe the motion of the planets, from his laws of motion and his law of universal gravitation. However, though Newton had privately developed the methods of calculus, all his published work used cumbersome geometric reasoning, unsuitable to account for the more subtle higher-order effects of interactions between the planets. Newton himself had doubted the possibility of a mathematical solution to the whole, even concluding that periodic divine intervention was necessary to guarantee the stability of the solar system. Dispensing with the hypothesis of divine intervention would be the major activity of Laplace's scientific life. As of 2007, it is generally regarded that Laplace's methods on their own, though critical to the development of the theory, are not sufficiently precise to demonstrate the stability of the solar system.


          One particular problem from observational astronomy was the apparent instability whereby Jupiter's orbit appeared to be shrinking while that of Saturn was expanding. The problem had been tackled by Leonhard Euler in 1748 and Joseph Louis Lagrange in 1763 but without success. In 1776, Laplace published a memoir in which he first explored the possible influences of a purported luminiferous ether or of a law of gravitation that did not act instantaneously. He ultimately returned to an intellectual investment in Newtonian gravity. Euler and Lagrange had made a practical approximation by ignoring small terms in the equations of motion. Laplace noted that though the terms themselves were small, when integrated over time they could become important. Laplace carried his analysis into the higher-order terms, up to and including the cubic. Using this more exact analysis, Laplace concluded that any two planets and the sun must be in mutual equilibrium and thereby launched his work on the stability of the solar system. Gerald James Whitrow described the achievement as "the most important advance in physical astronomy since Newton".


          Laplace had a wide knowledge of all sciences and dominated all discussions in the Acadmie. Laplace seems to have regarded analysis merely as a means of attacking physical problems, though the ability with which he invented the necessary analysis is almost phenomenal. As long as his results were true he took but little trouble to explain the steps by which he arrived at them; he never studied elegance or symmetry in his processes, and it was sufficient for him if he could by any means solve the particular question he was discussing.


          


          On the figure of the Earth


          During the years 1784-1787 he produced some memoirs of exceptional power. Prominent among these is one read in 1783, reprinted as Part II of Thorie du Mouvement et de la figure elliptique des plantes in 1784, and in the third volume of the Mchanique cleste. In this work, Laplace completely determined the attraction of a spheroid on a particle outside it. This is memorable for the introduction into analysis of spherical harmonics or Laplace's coefficients, and also for the development of the use of the potential, a name first used by George Green in 1828.


          


          Spherical harmonics


          
            [image: Spherical harmonics]

            
              Spherical harmonics
            

          


          In 1783, in a paper sent to the Acadmie, Adrien-Marie Legendre had introduced what are now known as associated Legendre functions. If two points in a plane have polar co-ordinates (r, ) and (r ', '), where r '  r, then, by elementary manipulation, the reciprocal of the distance between the points, d, can be written as:


          [image: \frac{1}{d} = \frac{1}{r'} \left [ 1 - 2 \cos (\theta' - \theta) \frac{r}{r'} + \left ( \frac{r}{r'} \right ) ^2 \right ] ^{- \tfrac{1}{2}}]


          This expression can be expanded in powers of r/r ' using Newton's generalized binomial theorem to give:


          [image: \frac{1}{d} = \frac{1}{r'} \sum_{k=0}^\infty P^0_k ( \cos ( \theta' - \theta ) ) \left ( \frac{r}{r'} \right ) ^k]


          The sequence of functions P0k(cosф) is the set of so-called "associated Legendre functions" and their usefulness arises from the fact that every function of the points on a circle can be expanded as a series of them.


          Laplace, with scant regard for credit to Legendre, made the non-trivial extension of the result to three dimensions to yield a more general set of functions, the spherical harmonics or Laplace coefficients. As of 2007, the latter term is not in common use. Every function of the points on a sphere can be expanded as a series of them.


          


          Potential theory


          This paper is also remarkable for the development of the idea of the scalar potential. The gravitational force acting on a body is, in modern language, a vector, having magnitude and direction. A potential function is a scalar function that defines how the vectors will behave. A scalar function is computationally and conceptually easier to deal with than a vector function.


          Alexis Clairault had first suggested the idea in 1743 while working on a similar problem though he was using Newtonian-type geometric reasoning. Laplace described Clairault's work as being "in the class of the most beautiful mathematical productions". However, Rouse Ball alleges that the idea "was appropriated from Joseph Louis Lagrange, who had used it in his memoirs of 1773, 1777 and 1780".


          Laplace applied the language of calculus to the potential function and shows that it always satisfies the differential equation:


          
            	[image: \nabla^2V={\partial^2V\over \partial x^2 } + {\partial^2V\over \partial y^2 } + {\partial^2V\over \partial z^2 } = 0 ]

          


          - and on this result his subsequent work on gravitational attraction was based. The quantity [image: \nabla^2V ] has been termed the concentration of [image: V\,] and its value at any point indicates the "excess" of the value of [image: V\,] there over its mean value in the neighbourhood of the point. Laplace's equation, a special case of Poisson's equation, appears ubiquitously in mathematical physics. Wherever a vector force acts on a body, the concept of a potential can be applied and Laplace's equation occurs in fluid dynamics, electromagnetism and other areas. According to some writers this follows at once from the fact that [image: \nabla^2] is a scalar operator. Rouse Ball speculated that it might be seen as "the outward sign" of one the "prior forms" in Kant's theory of perception.


          The spherical harmonics turn out to be critical to practical solutions of Laplace's equation. Laplace's equation in spherical coordinates, such as are used for mapping the sky, can be simplified, using the method of separation of variables into a radial part, depending solely on distance from the Earth (say), and an angular or spherical part. The solution to the spherical part of the equation can be expressed as a series of Laplace's spherical harmonics, simplifying practical computation.


          


          Planetary inequalities


          This memoir was followed by another on planetary inequalities, which was presented in three sections in 1784, 1785, and 1786. This deals mainly with the explanation of the "great inequality" of Jupiter and Saturn. Laplace showed by general considerations that the mutual action of two planets could never largely affect the eccentricities and inclinations of their orbits; and that the peculiarities of the Jovian system were due to the near approach to commensurability of the mean motions of Jupiter and Saturn: further developments of these theorems on planetary motion were given in his two memoirs of 1788 and 1789. It was on these data that Delambre computed his astronomical tables.


          It had been observed since ancient times that the Moon's position in the sky was drifting over time. In 1693, Edmond Halley had shown that the rate of the drift was increasing, an effect known as the secular acceleration of the Moon. Laplace gave an explanation in 1787 in terms of changes in the eccentricity of the Earth's orbit. However, in 1853, John Couch Adams went on to show that Laplace had only considered the radial force on the moon and not the tangential, and hence had failed to explain more than half of the drift. The other half was subsequently shown to be due to tidal acceleration. However, Laplace was still able to use his result to complete the proof of the stability of the whole solar system on the assumption that it consists of a collection of rigid bodies moving in a vacuum.


          All the memoirs above alluded to were presented to the Acadmie des sciences, and they are printed in the Mmoires prsents par divers savants.


          


          Celestial mechanics


          Laplace now set himself the task to write a work which should "offer a complete solution of the great mechanical problem presented by the solar system, and bring theory to coincide so closely with observation that empirical equations should no longer find a place in astronomical tables." The result is embodied in the Exposition du systme du monde and the Mcanique cleste.


          The former was published in 1796, and gives a general explanation of the phenomena, but omits all details. It contains a summary of the history of astronomy. This summary procured for its author the honour of admission to the forty of the French Academy and is commonly esteemed one of the masterpieces of French literature, though it is not altogether reliable for the later periods of which it treats.


          Laplace developed the nebular hypothesis of the formation of the solar system, first suggested by Emanuel Swedenborg and expanded by Immanuel Kant, a hypothesis that continues to dominate accounts of the origin of planetary systems. According to Laplace's description of the hypothesis, the solar system had evolved from a globular mass of incandescent gas rotating around an axis through its centre of mass. As it cooled this mass contracted and successive rings broke off from its outer edge. These rings in their turn cooled, and finally condensed into the planets, while the sun represented the central core which was still left. On this view Laplace predicted that the more distant planets would be older than those nearer the sun.


          The idea of the nebular hypothesis had been outlined by Immanuel Kant in 1755, and he had also suggested "meteoric aggregations" and tidal friction as causes affecting the formation of the solar system. It is probable that Laplace was not aware of this.


          Laplace's analytical discussion of the solar system is given in his Mchanique cleste published in five volumes. The first two volumes, published in 1799, contain methods for calculating the motions of the planets, determining their figures, and resolving tidal problems. The third and fourth volumes, published in 1802 and 1805, contain applications of these methods, and several astronomical tables. The fifth volume, published in 1825, is mainly historical, but it gives as appendices the results of Laplace's latest researches. Laplace's own investigations embodied in it are so numerous and valuable that it is regrettable to have to add that many results are appropriated from writers with scanty or no acknowledgement, and the conclusions - which have been described as the organized result of a century of patient toil - are frequently mentioned as if they were due to Laplace.


          Jean-Baptiste Biot, who assisted Laplace in revising it for the press, says that Laplace himself was frequently unable to recover the details in the chain of reasoning, and, if satisfied that the conclusions were correct, he was content to insert the constantly recurring formula, "Il est ais  voir." The Mchanique cleste is not only the translation of the Principia into the language of the differential calculus, but it completes parts of which Newton had been unable to fill in the details. The work was more finely tuned by Flix Tisserand but Laplace's treatise will always remain a standard authority.
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          Arcueil


          In 1806, Laplace bought a house in Arcueil, then a village and not yet absorbed into the Paris conurbation. Claude Louis Berthollet was a near neighbour and the pair formed the nucleus of an informal scientific circle, latterly known as the Society of Arcueil. Because of Laplace and Berthollet's closeness to Napoleon, they effectively controlled advancement in the scientific establishment and admission to the more prestigious offices. The Society built up a complex pyramid of patronage.


          


          Science as prediction


          Laplace went in state to beg Napoleon to accept a copy of his work, who had heard that the book contained no mention of God. Napoleon, who was fond of putting embarrassing questions, received it with the remark, "M. Laplace, they tell me you have written this large book on the system of the universe, and have never even mentioned its Creator." Laplace, who, though the most supple of politicians, was as stiff as a martyr on every point of his philosophy, drew himself up and answered bluntly, "Je n'avais pas besoin de cette hypothse-l." (I did not need to make such an assumption). Napoleon, greatly amused, told this reply to Lagrange, who exclaimed, "Ah! c'est une belle hypothse; a explique beaucoup de choses" (Ah! that is a beautiful assumption; it explains many things). Laplace then declared: "Cette hypothse, Sire, explique en effet tout, mais ne permet de prdire rien. En tant que savant, je me dois de vous fournir des travaux permettant des prdictions" ("This hypothesis, Sire, does explain everything, but does not permit to predict anything. As a scholar, I must provide you with works permitting predictions." - quoted by Ian Stewart and Jack Cohen). Laplace thus defined science as a predicting tool.


          


          Black holes


          Laplace also came close to propounding the concept of the black hole. He pointed out that there could be massive stars whose gravity is so great that not even light could escape from their surface (see escape velocity). Laplace also speculated that some of the nebulae revealed by telescopes may not be part of the Milky Way and might actually be galaxies themselves. Thus, he anticipated the major discovery of Edwin Hubble, some 100 years before it happened.


          


          Analytic theory of probabilities


          In 1812, Laplace issued his Thorie analytique des probabilits in which he laid down many fundamental results in statistics. In 1819, he published a popular account of his work on probability. This book bears the same relation to the Thorie des probabilits that the Systme du monde does to the Mchanique cleste.


          


          Probability-generating function


          The method of estimating the ratio of the number of favourable cases, compared to the whole number of possible cases, had been previously indicated by Laplace in a paper written in 1779. It consists of treating the successive values of any function as the coefficients in the expansion of another function, with reference to a different variable. The latter is therefore called the probability-generating function of the former. Laplace then shows how, by means of interpolation, these coefficients may be determined from the generating function. Next he attacks the converse problem, and from the coefficients he finds the generating function; this is effected by the solution of a finite difference equation. The method is cumbersome and leads most of the time to a normal probability distribution the so called Laplace-Gauss distribution, not to be confused with the Laplace distribution.


          


          Least squares


          This treatise includes an exposition of the method of least squares, a remarkable testimony to Laplace's command over the processes of analysis. The method of least squares for the combination of numerous observations had been given empirically by Carl Friedrich Gauss and Legendre, but the fourth chapter of this work contains a formal proof of it, on which the whole of the theory of errors has been since based. This was affected only by a most intricate analysis specially invented for the purpose, but the form in which it is presented is so meagre and unsatisfactory that, in spite of the uniform accuracy of the results, it was at one time questioned whether Laplace had actually gone through the difficult work he so briefly and often incorrectly indicates.


          


          Inductive probability


          While he conducted much research in physics, another major theme of his life's endeavours was probability theory. In his Essai philosophique sur les probabilits, Laplace set out a mathematical system of inductive reasoning based on probability, which we would today recognise as Bayesian. One well-known formula arising from his system is the rule of succession. Suppose that some trial has only two possible outcomes, labeled "success" and "failure". Under the assumption that little or nothing is known a priori about the relative plausibilities of the outcomes, Laplace derived a formula for the probability that the next trial will be a success.


          
            	[image: \Pr(\mbox{next outcome is success}) = \frac{s+1}{n+2}]

          


          where s is the number of previously observed successes and n is the total number of observed trials. It is still used as an estimator for the probability of an event if we know the event space, but only have a small number of samples.


          The rule of succession has been subject to much criticism, partly due to the example which Laplace chose to illustrate it. He calculated that the probability that the sun will rise tomorrow, given that it has never failed to in the past, was


          
            	[image: \Pr(\mbox{sun will rise tomorrow}) = \frac{d+1}{d+2}]

          


          where d is the number of times the sun has risen in the past times. This result has been derided as absurd, and some authors have concluded that all applications of the Rule of Succession are absurd by extension. However, Laplace was fully aware of the absurdity of the result; immediately following the example, he wrote, "But this number [i.e., the probability that the sun will rise tomorrow] is far greater for him who, seeing in the totality of phenomena the principle regulating the days and seasons, realizes that nothing at the present moment can arrest the course of it."


          


          Laplace's demon


          Laplace strongly believed in causal determinism, which is expressed in the following quote from the introduction to the Essai:


          
            
              	

              	We may regard the present state of the universe as the effect of its past and the cause of its future. An intellect which at a certain moment would know all forces that set nature in motion, and all positions of all items of which nature is composed, if this intellect were also vast enough to submit these data to analysis, it would embrace in a single formula the movements of the greatest bodies of the universe and those of the tiniest atom; for such an intellect nothing would be uncertain and the future just like the past would be present before its eyes.

              	
            

          


          This intellect is often referred to as Laplace's demon (in the same vein as Maxwell's demon). Note that the description of the hypothetical intellect described above by Laplace as a demon does not come from Laplace, but from later biographers: Laplace saw himself as a scientist that hoped that humanity would progress in a better scientific understanding of the world, which, if and when eventually completed, would still need a tremendous calculating power to compute it all in a single instant.


          


          Laplace transforms


          As early as 1744, Euler, followed by Lagrange, had started looking for solutions of differential equations in the form:


          
            	[image:  z = \int X(x) e^{ax} dx] and [image:  z = \int X(s) x^s dx].

          


          In 1785, Laplace took the key forward step in using integrals of this form in order to transform a whole difference equation, rather than simply as a form for the solution, and found that the transformed equation was easier to solve than the original.


          


          Other discoveries and accomplishments


          


          Mathematics


          Amongst the other discoveries of Laplace in pure and applicable mathematics are:


          
            	Discussion, contemporaneously with Alexandre-Thophile Vandermonde, of the general theory of determinants, (1772);


            	Proof that every equation of an even degree must have at least one real quadratic factor;


            	Solution of the linear partial differential equation of the second order;


            	He was the first to consider the difficult problems involved in equations of mixed differences, and to prove that the solution of an equation in finite differences of the first degree and the second order might be always obtained in the form of a continued fraction; and


            	In his theory of probabilities:

              
                	Evaluation of several common definite integrals; and


                	General proof of the Lagrange reversion theorem.

              

            

          


          


          Surface tension


          Laplace built upon the qualitative work of Thomas Young to develop the theory of capillary action and the Young-Laplace equation.


          


          Speed of sound


          Laplace in 1816 was the first to point out that the speed of sound in air depends on the heat capacity ratio. Newton's original theory gave too low a value, because it does not take account of the adiabatic compression of the air that results in a local rise in temperature and pressure. Laplace's investigations in practical physics were confined to those carried on by him jointly with Lavoisier in the years 1782 to 1784 on the specific heat of various bodies.


          


          Political ambitions


          As Napoleon's power increased Laplace begged him to give him the post of minister of the interior. Napoleon, who desired the support of men of science, agreed to the proposal, but a little less than six weeks saw the close of Laplace's political career. Napoleon's memorandum on his dismissal is as follows:


          
            Gomtre de premier rang, Laplace ne tarda pas  se montrer administrateur plus que mdiocre; ds son premier travail nous reconnmes que nous nous tions tromp. Laplace ne saisissait aucune question sous son vritable point de vue: il cherchait des subtilits partout, n'avait que des ides problmatiques, et portait enfin l'esprit des `infiniment petits' jusque dans l'administration. (Geometrician of the first rank, Laplace was not long in showing himself a worse than average administrator; since his first actions in office we recognized our mistake. Laplace did not consider any question objectively: he sought subtleties everywhere, only conceived problems, and finally carried the spirit of "hair-splitting" into the administration.)

          


          Although Laplace was removed from office it was desirable to retain his allegiance. He was accordingly raised to the senate, and to the third volume of the Mcanique cleste he prefixed a note that of all the truths therein contained the most precious to the author was the declaration he thus made of his devotion towards the peacemaker of Europe. In copies sold after the Bourbon Restoration this was struck out. In 1814 it was evident that the empire was falling; Laplace hastened to tender his services to the Bourbons, and on the restoration was rewarded with the title of marquis. The contempt that his more honest colleagues felt for his conduct in the matter may be read in the pages of Paul Louis Courier. His knowledge was useful on the numerous scientific commissions on which he served, and probably accounts for the manner in which his political insincerity was overlooked; but the pettiness of his character must not make us forget how great were his services to science.


          He died in Paris in 1827.


          


          Honours


          
            	Asteroid 4628 Laplace is named for him.


            	He is one of only seventy-two people to have their names on the Eiffel Tower.

          


          


          Quotes


          
            	What we know is not much. What we do not know is immense. (attributed)


            	I had no need of that hypothesis. ("Je n'avais pas besoin de cette hypothse-l", as a reply to Napoleon, who had asked why he hadn't mentioned God in his book on astronomy)


            	"It is therefore obvious that ..." (frequently used in the Celestial Mechanics when he had proved something and mislaid the proof, or found it clumsy. Notorious as a signal for something true, but hard to prove.)


            	The weight of evidence for an extraordinary claim must be proportioned to its strangeness. (known as the Principle of Laplace)
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                  A sow and her piglet.
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Artiodactyla

                  


                  
                    	Family:

                    	Suidae

                  


                  
                    	Genus:

                    	Sus

                    Linnaeus, 1758
                  

                

              
            


            
              	Species
            


            
              	
                Sus barbatus

                Sus bucculentus

                Sus cebifrons

                Sus celebensis

                Sus domestica

                Sus falconeri

                Sus heureni

                Sus hysudricus

                Sus philippensis

                Sus salvanius

                Sus scrofa

                Sus strozzi

                Sus timoriensis

                Sus verrucosus

              
            

          


          Pigs, also called hogs or swine, are ungulates native to Eurasia collectively grouped under the genus Sus within the Suidae family. The nearest living relatives of the swine family are the peccaries and hippopotamuses.


          


          Description and behaviour


          A pig has a snout for a nose, small eyes, and a small tail, which may be curly, kinked, or straight. It has a thick body and short legs. There are four toes on each foot, with the two large middle toes used for walking.


          

          Pigs are omnivores, which means that they consume both plants and small animals. Pigs will scavenge and have been known to eat any kind of food, including dead insects, worms, tree bark, rotting carcasses, excreta (including their own), garbage, and other pigs. In the wild, they are foraging animals, primarily eating leaves and grasses, roots, fruits and flowers. Occasionally, in captivity, pigs may eat their own young, often if they become severely stressed.


          A typical pig has a large head with a long snout which is strengthened by a special bone called the prenasal bone and by a disk of cartilage in the tip. The snout is used to dig into the soil to find food and is a very sensitive sense organ. Pigs have a full set of 44 teeth. The canine teeth, called tusks, grow continually and are sharpened by the lowers and uppers rubbing against each other.


          Pigs that are allowed to forage may be watched by swineherds. Because of their foraging abilities and excellent sense of smell, they are used to find truffles in many European countries. Domesticated pigs are commonly raised as livestock by farmers for meat (called pork), as well as for leather. Their bristly hairs are also used for brushes. Some breeds of pigs, such as the Asian pot-bellied pig, are kept as pets.


          A female pig can become pregnant at around 8-18 months of age. She will then go into heat every 21 days. Male pigs become sexually active at 8-10 months of age. A litter of piglets typically contains between 6 and 12 piglets.


          Pigs do not have functional sweat glands, so pigs cool themselves using water or mud during hot weather. They also use mud as a form of sunscreen to protect their skin from sunburn. Mud also provides protection against flies and parasites.


          


          Species


          
            	Sus barbatus


            	Sus bucculentus  (extinct).


            	Sus cebifrons


            	Sus celebensis


            	Sus falconeri  (extinct).


            	Sus heureni


            	Sus hysudricus  (extinct).


            	Sus philippensis


            	Sus salvanius


            	Sus scrofa


            	Sus strozzi  (extinct).


            	Sus timoriensis


            	Sus verrucosus

          


          Pigs in religion


          
            [image: Painting of Saint Anthony with pig in background by Piero di Cosimo c. 1480]

            
              Painting of Saint Anthony with pig in background by Piero di Cosimo c. 1480
            

          


          
            	In ancient Egypt pigs were associated with Set, the rival to the sun god Horus. When Set fell into disfavor with the Egyptians swineherds were forbidden to enter temples.


            	In Hinduism the god Vishnu took the form of a boar in order to save the earth from a demon who had dragged it to the bottom of the sea.


            	In ancient Greece, a sow was an appropriate sacrifice to Demeter and had been her favorite animal since she had been the Great Goddess of archaic times. Initiates at the Eleusinian Mysteries began by sacrificing a pig.


            	The pig is one of the 12-year cycle of animals which appear in the Chinese zodiac related to the Chinese calendar. Believers in Chinese astrology associate each animal with certain personality traits. See: Pig (Zodiac).


            	The dietary laws of Judaism ( Kashrut, adj. Kosher) and Islam ( Halal) forbid the eating of flesh of swine or pork in any form, considering the pig to be an unclean animal (see taboo food and drink). Seventh-day Adventists and some other fundamental Christian denominations also consider pork unclean as food.


            	In Catholicism, Eastern Orthodoxy and other older Christian groups, pigs are associated with Saint Anthony, the patron saint of swineherds.

          


          


          Environmental impacts


          
            [image: Feral pigs in Florida, United States]

            
              Feral pigs in Florida, United States
            

          


          Domestic pigs which escaped from farms or were allowed to forage in the wild, and in some cases wild boars which were introduced as prey for hunting, have given rise to large populations of feral pigs in North and South America, Australia, New Zealand, Hawaii and other areas where pigs are not native. Accidental or deliberate releases of pigs into countries or environments where they are an alien species have caused extensive environmental change. Their omnivorous diet, aggressive behaviour and their feeding method of rooting in the ground all combine to severely alter ecosystems unused to pigs. Pigs will even eat small animals and destroy nests of ground nesting birds. The Invasive Species Specialist Group lists feral pigs as number 90 on the list of the world's 100 worst invasive species and says about them:


          
            
              	

              	Feral pigs like other introduced mammals are major drivers of extinction and ecosystem change. They have been introduced into many parts of the world, and will damage crops and home gardens as well as potentially spreading disease. They uproot large areas of land, eliminating native vegetation and spreading weeds. This results in habitat alteration, a change in plant succession and composition and a decrease in native fauna dependent on the original habitat.

              	
            

          


          


          Health issues


          Unlike most other "domestic" animals used as food for humans (cows, sheep, goats, chickens, etc...), pigs harbour a range of parasites and diseases that can be easily transmitted to humans. These include trichinosis, cysticercosis, and brucellosis. Very commonly, pigs are also known to host large concentrations of parasitic ascarid worms in their digestive tract. The presence of these diseases and parasites is one of the main reasons why pork meat should always be well cooked or cured before eating. Religious groups who consider pork unclean may refer to these issues as support for their views.


          Pigs are extremely susceptible to pneumonia, usually caused by weather. Pigs have small lungs; for this reason, bronchitis or pneumonia can kill a pig quickly.


          Pigs can be aggressive and pig-induced injuries are relatively common in areas where pigs are reared or where they form part of the wild or feral fauna.


          Domestic pigs are often inbred, leading to the expression of recessive traits. Congenital malformations are common. One such malformation is the duplication of a pig's head.
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              Natural ultramarine pigment in powdered form.
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              Synthetic ultramarine pigment is chemically identical to natural ultramarine.
            

          


          A pigment is a material that changes the colour of light it reflects as the result of selective colour absorption. This physical process differs from fluorescence, phosphorescence, and other forms of luminescence, in which the material itself emits light. Many materials selectively absorb certain wavelengths of light. Materials that humans have chosen and developed for use as pigments usually have special properties that make them ideal for coloring other materials. A pigment must have a high tinting strength relative to the materials it colors. It must be stable in solid form at ambient temperatures.


          For industrial applications, as well as in the arts, permanence and stability are desirable properties. Pigments that are not permanent are called fugitive. Fugitive pigments fade over time, or with exposure to light, while some eventually blacken.


          Pigments are used for coloring paint, ink, plastic, fabric, cosmetics, food and other materials. Most pigments used in manufacturing and the visual arts are dry colourants, usually ground into a fine powder. This powder is added to a vehicle (or matrix), a relatively neutral or colorless material that acts as a binder.


          A distinction is usually made between a pigment, which is insoluble in the vehicle (resulting in a suspension), and a dye, which either is itself a liquid or is soluble in its vehicle (resulting in a solution). A colorant can be both a pigment and a dye depending on the vehicle it is used in. In some cases, a pigment can be manufactured from a dye by precipitating a soluble dye with a metallic salt. The resulting pigment is called a lake pigment.


          


          Physical basis


          
            [image: A wide variety of wavelengths (colors) encounter a pigment. This pigment absorbs red and green light, but reflects blue, creating the color blue.]

            
              A wide variety of wavelengths (colors) encounter a pigment. This pigment absorbs red and green light, but reflects blue, creating the colour blue.
            

          


          Pigments appear the colors they are because they selectively reflect and absorb certain wavelengths of light. White light is a roughly equal mixture of the entire visible spectrum of light. When this light encounters a pigment, some wavelengths are absorbed by the chemical bonds and substituents of the pigment, and others are reflected. This new reflected light spectrum creates the appearance of a colour. Ultramarine reflects blue light, and absorbs other colors. Pigments, unlike fluorescent or phosphorescent substances, can only subtract wavelengths from the source light, never add new ones.


          The appearance of pigments is intimately connected to the colour of the source light. Sunlight has a high colour temperature, and a fairly uniform spectrum, and is considered a standard for white light. Artificial light sources tend to have great peaks in some parts of their spectrum, and deep valleys in others. Viewed under these conditions, pigments will appear different colors.


          
            [image: Sunlight encounters Rosco R80 "Primary Blue" pigment. The product of the source spectrum and the reflectance spectrum of the pigment results in the final spectrum, and the appearance of blue.]

            
              Sunlight encounters Rosco R80 "Primary Blue" pigment. The product of the source spectrum and the reflectance spectrum of the pigment results in the final spectrum, and the appearance of blue.
            

          


          Colour spaces used to represent colors numerically must specify their light source. Lab colour measurements, unless otherwise noted, assume that the measurement was taken under a D65 light source, or "Daylight 6500 K", which is roughly the colour temperature of sunlight.


          Other properties of a color, such as its saturation or lightness, may be determined by the other substances that accompany pigments. Binders and fillers added to pure pigment chemicals also have their own reflection and absorption patterns, which can affect the final spectrum. Likewise, in pigment/binder mixtures, individual rays of light may not encounter pigment molecules, and may be reflected as is. These stray rays of source light contribute to the saturation of the color. Pure pigment allows very little white light to escape, producing a highly saturated colour. A small quantity of pigment mixed with a lot of white binder, however, will appear desaturated and pale, due to the high quantity of escaping white light.



          


          Pigment groups


          
            	Arsenic pigments: Paris Green


            	Carbon pigments: Carbon Black, Ivory Black, Vine Black, Lamp Black


            	Cadmium pigments: cadmium pigments, Cadmium Green, Cadmium Red, Cadmium Yellow, Cadmium Orange


            	Iron oxide pigments: Caput Mortuum, oxide red, Red Ochre, Sanguine, Venetian Red


            	Prussian blue


            	Chromium pigments: Chrome Green, Chrome Yellow


            	Cobalt pigments: Cobalt Blue, Cerulean Blue, Cobalt Violet, Aureolin


            	Lead pigments: lead white, Naples yellow, Cremnitz White, red lead


            	Copper pigments: Paris Green, Verdigris, Viridian, Egyptian Blue, Han Purple


            	Titanium pigments: Titanium White, Titanium Beige, Titanium yellow, Titanium Black


            	Ultramarine pigments: Ultramarine, Ultramarine Green Shade, French Ultramarine


            	Mercury pigments: Vermilion


            	Zinc pigments: Zinc White


            	Clay earth pigments (which are also iron oxides): Raw Sienna, Burnt Sienna, Raw Umber, Burnt Umber, Yellow Ochre.


            	Biological origins: Alizarin, Alizarin Crimson, Gamboge, Indigo, Indian Yellow, Cochineal Red, Tyrian Purple, Rose madder


            	Other Organic: Pigment Red 170, Phthalo Green, Phthalo Blue, Quinacridone Magenta.

          


          


          Biological pigments


          
            [image: The monarch butterfly's distinctive pigmentation reminds potential predators that it is poisonous.]

            
              The monarch butterfly's distinctive pigmentation reminds potential predators that it is poisonous.
            

          


          In biology, a pigment is any colored material of plant or animal cells. Many biological structures, such as skin, eyes, fur and hair contain pigments (such as melanin) in specialized cells called chromatophores. Many conditions affect the levels or nature of pigments in plant, animal, some protista, or fungus cells. For instance, Albinism is a disorder affecting the level of melanin production in animals.


          Pigment color differs from structural colour in that it is the same for all viewing angles, whereas structural colour is the result of selective reflection or iridescence, usually because of multilayer structures. For example, butterfly wings typically contain structural colour, although many butterflies have cells that contain pigment as well.


          


          History


          Naturally occurring pigments such as ochres and iron oxides have been used as colorants since prehistoric times. Archaeologists have uncovered evidence that early humans used paint for aesthetic purposes such as body decoration. Pigments and paint grinding equipment believed to be between 350,000 and 400,000 years old have been reported in a cave at Twin Rivers, near Lusaka, Zambia.


          Before the Industrial Revolution, the range of colour available for art and decorative uses was technically limited. Most of the pigments in use were earth and mineral pigments, or pigments of biological origin. Pigments from unusual sources such as botanical materials, animal waste, insects, and mollusks were harvested and traded over long distances. Some colors were costly or impossible to mix with the range of pigments that were available. Blue and purple came to be associated with royalty because of their expense.


          Biological pigments were often difficult to acquire, and the details of their production were kept secret by the manufacturers. Tyrian Purple is a pigment made from the mucus of one of several species of Murex snail. Production of Tyrian Purple for use as a fabric dye began as early as 1200 BCE by the Phoenicians, and was continued by the Greeks and Romans until 1453 CE, with the fall of Constantinople. The pigment was expensive and complex to produce, and items colored with it became associated with power and wealth. Greek historian Theopompus, writing in the 4th century BCE, reported that "purple for dyes fetched its weight in silver at Colophon [in Asia Minor]."


          Mineral pigments were also traded over long distances. The only way to achieve a deep rich blue was by using a semi-precious stone, lapis lazuli, to produce a pigment known as ultramarine, and the best sources of lapis were remote. Flemish painter Jan Van Eyck, working in the 15th century, did not ordinarily include blue in his paintings. To have one's portrait commissioned and painted with ultramarine blue was considered a great luxury. If a patron wanted blue, they were forced to pay extra. When Van Eyck used lapis, he never blended it with other colors. Instead he applied it in pure form, almost as a decorative glaze. The prohibitive price of lapis lazuli forced artists to seek less expensive replacement pigments, both mineral ( azurite, smalt) and biological ( indigo).


          
            [image: Miracle of the Slave by Tintoretto (c. 1548). The son of a master dyer, Tintoretto used Carmine Red Lake pigment, derived from the cochineal insect, to achieve dramatic color effects.]

            
              Miracle of the Slave by Tintoretto (c. 1548). The son of a master dyer, Tintoretto used Carmine Red Lake pigment, derived from the cochineal insect, to achieve dramatic colour effects.
            

          


          Spain's conquest of a New World empire in the 16th century introduced new pigments and colors to peoples on both sides of the Atlantic. Carmine, a dye and pigment derived from a parasitic insect found in Central and South America, attained great status and value in Europe. Produced from harvested, dried, and crushed cochineal insects, carmine could be used in fabric dye, body paint, or in its solid lake form, almost any kind of paint or cosmetic.


          Natives of Peru had been producing cochineal dyes for textiles since at least 700 CE, but Europeans had never seen the colour before. When the Spanish invaded the Aztec empire in what is now Mexico, they were quick to exploit the colour for new trade opportunities. Carmine became the region's second most valuable export next to silver. Pigments produced from the cochineal insect gave the Catholic cardinals their vibrant robes and the English "Redcoats" their distinctive uniforms. The true source of the pigment, an insect, was kept secret until the 18th century, when biologists discovered the source.


          
            [image: Girl with a Pearl Earring by Johannes Vermeer (c. 1665).]

            
              Girl with a Pearl Earring by Johannes Vermeer (c. 1665).
            

          


          While Carmine was popular in Europe, blue remained an exclusive colour, associated with wealth and status. The 17th century Dutch master Johannes Vermeer often made lavish use of lapis lazuli, along with Carmine and Indian Yellow, in his vibrant paintings.


          


          Development of synthetic pigments


          The earliest known pigments were natural minerals. Natural iron oxides give a range of colors and are found in many Paleolithic and Neolithic cave paintings. Two examples include Red Ochre, anhydrous Fe2O3, and the hydrated Yellow Ochre (Fe2O3.H2O). Charcoal, or carbon black, has also been used as a black pigment since prehistoric times.


          Two of the first synthetic pigments were white lead (basic lead carbonate, (PbCO3)2Pb(OH)2) and blue frit ( Egyptian Blue). White lead is made by combining lead with vinegar (acetic acid, CH3COOH) in the presence of CO2. Blue frit is calcium copper silicate and was made from glass colored with a copper ore, such as malachite. These pigments were used as early as the second millennium BCE.


          The Industrial and Scientific Revolutions brought a huge expansion in the range of synthetic pigments, pigments that are manufactured or refined from naturally occurring materials, available both for manufacturing and artistic expression. Because of the expense of Lapis Lazuli, much effort went into finding a less costly blue pigment.


          Prussian Blue was the first modern synthetic pigment, discovered by accident in 1704. By the early 19th century, synthetic and metallic blue pigments had been added to the range of blues, including French ultramarine, a synthetic form of lapis lazuli, and the various forms of Cobalt and Cerulean Blue. In the early 20th century, organic chemistry added Phthalo Blue, a synthetic, organic pigment with overwhelming tinting power.


          Discoveries in colour science created new industries and drove changes in fashion and taste. The discovery in 1856 of mauveine, the first aniline dye, was a forerunner for the development of hundreds of synthetic dyes and pigments. Mauveine was discovered by an 18-year-old chemist named William Henry Perkin, who went on to exploit his discovery in industry and become wealthy. His success attracted a generation of followers, as young scientists went into organic chemistry to pursue riches. Within a few years, chemists had synthesized a substitute for madder in the production of Alizarin Crimson. By the closing decades of the 19th century, textiles, paints, and other commodities in colors such as red, crimson, blue, and purple had become affordable.


          
            [image: Self Portrait by Paul C�zanne. Working in the late 19th century, C�zanne had a palette of colors that earlier generations of artists could only dream of.]
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          Development of chemical pigments and dyes helped bring new industrial prosperity to Germany and other countries in northern Europe, but it brought dissolution and decline elsewhere. In Spain's former New World empire, the production of cochineal colors employed thousands of low-paid workers. The Spanish monopoly on cochineal production had been worth a fortune until the early 1800s, when the Mexican War of Independence and other market changes disrupted production. Organic chemistry delivered the final blow for the cochineal colour industry. When chemists created inexpensive substitutes for carmine, an industry and a way of life went into steep decline.


          


          Manufacturing and industrial standards


          
            [image: Pigments for sale at a market stall in Goa, India.]
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          Before the development of synthetic pigments, and the refinement of techniques for extracting mineral pigments, batches of color were often inconsistent. With the development of a modern colour industry, manufacturers and professionals have cooperated to create international standards for identifying, producing, measuring, and testing colors.


          First published in 1905, the Munsell Colour System became the foundation for a series of color models, providing objective methods for the measurement of color. The Munsell system describes a colour in three dimensions, hue, value (lightness), and chroma (colour purity), where chroma is the difference from gray at a given hue and value.


          By the middle years of the 20th century, standardized methods for pigment chemistry were available, part of an international movement to create such standards in industry. The International Organization for Standardization (ISO) develops technical standards for the manufacture of pigments and dyes. ISO standards define various industrial and chemical properties, and how to test for them. The principal ISO standards that relate to all pigments are as follows:


          
            	ISO-787 General methods of test for pigments and extenders


            	ISO-8780 Methods of dispersion for assessment of dispersion characteristics

          


          Other ISO standards pertain to particular classes or categories of pigments, based on their chemical composition, such as ultramarine pigments, titanium dioxide, iron oxide pigments, and so forth.


          Many manufacturers of paints, inks, textiles, plastics, and colors have voluntarily adopted the Colour Index International (CII) as a standard for identifying the pigments that they use in manufacturing particular colors. First published in 1925, and now published jointly on the web by the Society of Dyers and Colourists (United Kingdom) and the American Association of Textile Chemists and Colorists (USA), this index is recognized internationally as the authoritative reference on colorants. It encompasses more than 27,000 products under more than 13,000 generic colour index names.


          In the CII schema, each pigment has a generic index number that identifies it chemically, regardless of proprietary and historic names. For example, Phthalo Blue has been known by a variety of generic and proprietary names since its discovery in the 1930s. In much of Europe, phthalocyanine blue is better known as Helio Blue, or by a proprietary name such as Winsor Blue. An American paint manufacturer, Grumbacher, registered an alternate spelling (Thalo Blue) as a trademark. Colour Index International resolves all these conflicting historic, generic, and proprietary names so that manufacturers and consumers can identify the pigment (or dye) used in a particular colour product. In the CII, all Phthalo Blue pigments are designated by a generic colour index number as either PB15 or PB36, short for pigment blue 15 and pigment blue 16. (The two forms of Phthalo Blue, PB15 and PB16, reflect slight variations in molecular structure that produce a slightly more greenish or reddish blue.)


          


          Scientific and technical issues


          Selection of a pigment for a particular application is determined by cost, and by the physical properties and attributes of the pigment itself. For example, a pigment that is used to colour glass must have very high heat stability in order to survive the manufacturing process; but, suspended in the glass vehicle, its resistance to alkali or acidic materials is not an issue. In artistic paint, heat stability is less important, while lightfastness and toxicity are greater concerns.


          The following are some of the attributes of pigments that determine their suitability for particular manufacturing processes and applications:


          
            	Lightfastness


            	Heat stability


            	Toxicity


            	Tinting strength


            	Staining


            	Dispersion


            	Opacity or transparency


            	Resistance to alkalis and acids


            	Reactions and interactions between pigments

          


          


          Swatches


          Pure pigments reflect light in a very specific way that cannot be precisely duplicated by the discrete light emitters in a computer display. However, by making careful measurements of pigments, close approximations can be made. The Munsell Colour System provides a good conceptual explanation of what is missing. Munsell devised a system that provides an objective measure of colour in three dimensions: hue, value (or lightness), and chroma. Computer displays in general are unable to show the true chroma of many pigments, but the hue and lightness can be reproduced with relative accuracy. However, when the gamma of a computer display deviates from the reference value, the hue is also systematically biased.


          The following approximations assume a display device at gamma 2.2, using the sRGB colour space. The further a display device deviates from these standards, the less accurate these swatches will be. Swatches are based on the average measurements of several lots of single-pigment watercolor paints, converted from Lab colour space to sRGB colour space for viewing on a computer display. Different brands and lots of the same pigment may vary in colour. Furthermore, pigments have inherently complex reflectance spectra that will render their colour appearance greatly different depending on the spectrum of the source illumination; a property called metamerism. Averaged measurements of pigment samples will only yield approximations of their true appearance under a specific source of illumination. Computer display systems use a technique called chromatic adaptation transforms to emulate the correlated colour temperature of illumination sources, and cannot perfectly reproduce the intricate spectral combinations originally seen. In many cases the perceived colour of a pigment falls outside of the gamut of computer displays and a method called gamut mapping is used to approximate the true appearance. Gamut mapping trades off any one of Lightness, Hue or Saturation accuracy to render the colour on screen, depending on the priority chosen in the conversion's ICC rendering intent.
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                    Vermilion (genuine)
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              National Pokdex
 Arbok - Pikachu (#025) - Raichu

              Johto Pokdex
 Pichu - Pikachu (#022) - Raichu

              Hoenn Pokdex
 Pichu - Pikachu (#156) - Raichu

              Sinnoh Pokdex
 Pichu - Pikachu (#104) - Raichu
            


            
              	Japanese name

              	Pikachu
            


            
              	Evolves from

              	Pichu (from Pokmon Gold and Silver onwards)
            


            
              	Evolves into

              	Raichu
            


            
              	Generation

              	First
            


            
              	Species

              	Mouse Pokmon
            


            
              	Type

              	Electric
            


            
              	Height

              	1 ft 4 in (0.4 m)
            


            
              	Weight

              	13.2pounds (6.0kg)
            


            
              	Ability

              	Static
            

          


          Pikachu (ピカチュウ, Pikachū ?) is one of the fictional species of Pokmon creatures from the multi-billion-dollar Pokmon media franchisea collection of video games, anime, manga, books, trading cards, and other media created by Satoshi Tajiri. As do all Pokmon, Pikachu fight other Pokmon in battles central to the anime, manga, and games of the series. Pikachu is among the most recognizable of Pokmon, due to the fact that a Pikachu is a central character in the Pokmon anime series. Pikachu is the most popular Pokmon, and is regarded as the official mascot of the Pokmon franchise.


          The name Pikachu is a portmanteau of the Japanese words pikapika, an onomatopoeia for electric sparkling, and chū, which is the Japanese onomatopoeia for a mouse's squeak. The name Pikachu refers to both the overall species, and to individual Pikachu within the games, anime, and manga series. Pikachu is also the name of an individual character that belongs to this species and is the Pokmon companion of the anime's main protagonist, Ash Ketchum.


          In the Pokmon franchise, Pikachu are often found in forests, plains, and occasionally near mountains, islands, and electrical sources (such as power plants), on most continents throughout the world. As an Electric-type Pokmon, Pikachu can store electricity in its cheeks and release it in lightning-based attacks.


          


          Biological characteristics


          Pikachu are designed as short, stocky mice Pokmon that have short, yellow fur with brown markings covering their backs and parts of their tails. They have black-tipped pointy ears and light red circles on their cheeks, which are said to contain "electrical sacs". Their tails are shaped in the form of a lightning bolt. In Pokmon Diamond and Pearl, gender differences were introduced for some Pokmon; a female Pikachu now has a "dent" at the end of its tail, giving it a heart-shaped appearance.


          The Pokdex states that Pikachu forage for berries in the games that include berries. In lieu of climbing trees, they use small electrical bolts to release the berries from the tree, roasting them at the same time. For already fallen berries they use their electricity to roast and tenderize them. They are said to store electricity in their cheeks, and by simply squeezing them they can discharge sparks, bolts or other forms of electricity. Discharging sparks and thunderbolts may be a sign of wariness from the Pokmon. An inability to discharge electricity, as in the presence of a strong magnetic field, causes an illness with flu-like symptoms. Pikachu tend gather in areas with high amounts of thunderstorm activity. When threatened, a group of Pikachu can generate an intense electrical offensive, and the electro-magnetic forces exerted by the resulting field can even produce a short-lived, localized thunder and lightning storms.


          Pikachu evolve into Raichu via use of a Thunder Stone. However, it is somewhat common for trainers to choose not to evolve their Pikachu into Raichu. For example, in Pokmon Yellow, Pikachu refuses to evolve as attempting to use a Thunder Stone on it makes it cry and refuse. Also, from the second generation of the Pokmon games onward, Pikachu has an evolutionary predecessor, Pichu, which evolves into Pikachu after establishing a close friendship with its trainer.


          


          Roles


          


          


          In the video games


          In the video games, Pikachu is a typical low-level Pokmon usually found in Viridian Forest, and the Power Plant in the earlier games, or in the Safari Zone in the Ruby, Sapphire, and Emerald versions. Pokmon Gold and Silver add an item called the Light Ball. This item, when given to Pikachu to hold, doubles its Special Attack statistic. Pikachu also appears in Diamond and Pearl, by evolving Pichu, which is found in Trophy Garden.


          The game Pokmon Yellow features a Pikachu as the representative Pokmon, featured on the box art and as the only starting Pokmon. Based on the Pikachu featured in the Pokmon anime, it refuses to stay in its Pok Ball, and follows the main character around on screen. The trainer can speak to it; it features many different reactions depending on how it is treated. Another game centered around Pikachu is Hey You, Pikachu! for the Nintendo 64. The player interacts with Pikachu through a microphone, and can issue commands to play various mini-games and act out situations. The game Pokmon Channel follows a similar premise of interacting with the Pikachu, though without the microphone. Pikachu is also one of the sixteen starters and ten partners in the Pokmon Mystery Dungeon games.


          Pikachu has also appeared in Super Smash Bros. and Super Smash Bros. Melee as a very agile and mobile playable character, equipped with Quick Attack, Thundershock, and Thunder. In Super Smash Bros. Melee, Pikachu's Skull Bash move was introduced, and its Quick Attack ability was upgraded so that it did a small amount of damage to opponents. Pikachu also appears in Super Smash Bros. Brawl, and Volt Tackle is its Final Smash. In the game's Adventure Mode, the Subspace Emissary, Samus Aran frees Pikachu from a machine that is sapping its electric energy, alerting an army of R.O.B.s.


          


          In the Pokmon anime


          


          The Pokmon anime series and films feature the adventures of Ash Ketchum and his Pikachu. They travel the various regions along with various friends, such as Misty, Brock, May, Tracey, and Dawn. Many other wild and trained Pikachu appear throughout the series, often interacting with Ash and his Pikachu. The most notable among these is Richie's Pikachu, Sparky. Like most other Pokmon, Pikachu communicates only by saying syllables that are in its own name. Pikachu is voiced by Ikue Otani in all versions of the anime, except in a number of English language episodes in which Rachael Lillis played the role this occurred when another person overlapped Pikachu's voice.


          In the first episode, Ash Ketchum receives his Pikachu from Professor Oak as a starting Pokmon given to all new trainers. At first, Pikachu largely ignores Ash's requests, shocking him frequently and refusing to be confined to the conventional method of Pokmon transportation, a Pok Ball. However, Ash puts himself in danger to defend Pikachu from a flock of wild Spearow, then rushes the electric mouse to a Pokmon Centre. Through these demonstrations of respect and unconditional commitment to Pokmon, Pikachu warms up to Ash, and their friendship is formed. Soon after, Pikachu shows a large amount of power that sets it apart from others. This causes Team Rocket to constantly seek to capture it in order to win favour from their boss, Giovanni.


          


          Cultural impact


          


          Background


          Pikachu is the most well-known Pokmon, and is regarded as the official mascot of the Pokmon franchise. Pikachu is even regarded as the Japanese answer to Mickey Mouse. Pikachu is also regarded as being part of a movement of " cute capitalism". Pikachu are obtainable in all of the Pokmon video games to date, with a prominent role in Pokmon Yellow. The leading characters of many of the anime and manga series, including Pokmon Adventures, and Magical Pokmon Journey, have captured or befriended Pikachu.


          


          Popular culture


          
            [image: The ANA Boeing 747-400 airplane painted with Pikachu and other Pok�mon.]

            
              The ANA Boeing 747-400 airplane painted with Pikachu and other Pokmon.
            

          


          Pikachu, being the most famous of the Pokmon mascots, has made multiple appearances in popular culture. A " got milk?" advertisement featured Pikachu in 1999. In addition, a Pikachu balloon has been featured in the Macy's Thanksgiving Day Parade since 2001. Its appearance on May 22, 2006 during the morning rush hour was as part of a test examining parade balloon handling procedures. The original balloon was retired following an appearance at the Pokmon Tenth Anniversary "Party of the Decade" on August 8 in Bryant Park in New York City, and a new Pikachu Balloon that chases a Pok Ball and has light-up cheeks debuted at the 2006 Parade.That balloon was chosen on an online survey at iVillage as the second-best balloon in the 2007 Parade.


          A picture of Pikachu has also been featured on the ANA Boeing 747-400 (JA8962), landing at London Heathrow Airport. In 2002, Ash's Pikachu received fifteenth place in TV Guide's 50 greatest cartoon characters of all time.


          Ling-Ling, a character in the adult cartoon Drawn Together, is a parody of Pikachu.
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                  Maritime Pine (Pinus pinaster)
                

              
            


            
              	Scientific classification
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                    	Division:

                    	Pinophyta

                  


                  
                    	Class:
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                    	Pinales

                  


                  
                    	Family:
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                  	Subgenus Strobus


                  	Subgenus Ducampopinus


                  	Subgenus Pinus

                


                See Pinus classification for complete taxonomy to species level. See list of pines by region for list of species by geographical distribution.

              
            

          


          A pine is a coniferous tree in the genus Pinus, in the family Pinaceae. They make up the monotypic subfamily Pinoideae. There are about 115 species of pine, although different authorities accept between 105 and 125 species.


          


          Distribution


          Pines are native to most of the Northern Hemisphere. In Eurasia, they range from the Canary Islands and Scotland east to the Russian Far East, and the Philippines, north to just over 70N in Norway ( Scots Pine) and eastern Siberia ( Siberian Dwarf Pine), and south to northernmost Africa, the Himalaya and Southeast Asia, with one species ( Sumatran Pine) just crossing the Equator in Sumatra to 2S. In North America, they range from 66N in Canada ( Jack Pine) south to 12N in Nicaragua ( Caribbean Pine). The highest diversity in the genus occurs in Mexico and California.


          Pines have been introduced in subtropical and temperate portions of the Southern Hemisphere, including Chile, Brazil, South Africa, Australia, and New Zealand, where they are grown widely as a source of timber, and some species are becoming invasive.


          


          Morphology


          
            [image: Juvenile (left) and adult foliage of Stone Pine (Pinus pinea), showing the dark brown scale leaves and needle leaves on an adult shoot]

            
              Juvenile (left) and adult foliage of Stone Pine (Pinus pinea), showing the dark brown scale leaves and needle leaves on an adult shoot
            

          


          Pines are evergreen and resinous trees (rarely shrubs) growing to 380 m tall, with the majority of species reaching between 15-45 m tall. The smallest are Siberian Dwarf Pine and Potosi Pinyon, and the tallest, Sugar Pine. Pines are long-lived, typically reaching ages of 1001,000 years, some even more. The longest-lived is the Great Basin Bristlecone Pine Pinus longaeva, one individual of which at 4,840 years 2008 is the oldest living organism in the world.


          The bark of most pines is thick and scaly, but some species have thin, flaking bark. The branches are produced in regular "pseudowhorls", actually a very tight spiral but appearing like a ring of branches arising from the same point. Many pines are uninodal, producing just one such whorl of branches each year, from buds at the tip of the year's new shoot, but others are multinodal, producing two or more whorls of branches per year. The spiral growth of branches, needles and cone scales are arranged in Fibonacci number ratios. The new spring shoots are sometimes called "candles"; they are covered in brown or whitish bud scales and point upward at first, then later turn green and spread outward. These "candles" offer foresters a means to evaluate fertility of the soil and vigour of the trees.


          


          Foliage


          Pines have four types of leaves:


          
            	Seed leaves ( cotyledons) on seedlings, borne in a whorl of 4-24.


            	Juvenile leaves, which follow immediately on seedlings and young plants, 2-6 cm long, single, green or often blue-green, and arranged spirally on the shoot. These are produced for six months to five years, rarely longer (and also produced later in life after injury in some pines).


            	Scale leaves, similar to bud scales, small, brown and non-photosynthetic, and arranged spirally like the juvenile leaves.


            	Needles, the adult leaves, which are green (photosynthetic), bundled in clusters (fascicles) of (1-) 2-5 (-6) needles together, each fascicle produced from a small bud on a dwarf shoot in the axil of a scale leaf. These bud scales often remain on the fascicle as a basal sheath. The needles persist for 1.5-40 years, depending on species. If a shoot is damaged (e.g. eaten by an animal), the needle fascicles just below the damage will generate a bud which can then replace the lost growth.

          


          


          Cones
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              Loblolly Pine (Pinus taeda): male cones
            

          


          
            [image: A fully mature Monterey Pine cone on the forest floor.]

            
              A fully mature Monterey Pine cone on the forest floor.
            

          


          Pines are mostly monoecious, having the male and female cones on the same tree, though a few species are sub-dioecious with individuals predominantly, but not wholly, single-sex. The male cones are small, typically 1-5 cm long, and only present for a short period (usually in spring, though autumn in a few pines), falling as soon as they have shed their pollen. The female cones take 1.5-3 years (depending on species) to mature after pollination, with actual fertilization delayed one year. At maturity the cones are 3-60 cm long. Each cone has numerous spirally arranged scales, with two seeds on each fertile scale; the scales at the base and tip of the cone are small and sterile, without seeds. The seeds are mostly small and winged, and are anemophilous (wind-dispersed), but some are larger and have only a vestigial wing, and are bird-dispersed (see below). At maturity, the cones usually open to release the seeds, but in some of the bird-dispersed species (e.g. Whitebark Pine), the seeds are only released by the bird breaking the cones open. In others, the fire climax pines (e.g. Monterey Pine, Pond Pine), the seeds are stored in closed ("serotinous") cones for many years until a forest fire kills the parent tree; the cones are also opened by the heat and the stored seeds are then released in huge numbers to re-populate the burnt ground.


          


          Classification


          Pines are divided into three subgenera, based on cone, seed and leaf characters:


          
            	Subgenus Strobus (white or soft pines). Cone scale without a sealing band. Umbo terminal. Seedwings adnate. One fibrovascular bundle per leaf.


            	Subgenus Ducampopinus (pinyon, lacebark and bristlecone pines). Cone scale without a sealing band. Umbo dorsal. Seedwings articulate. One fibrovascular bundle per leaf.


            	Subgenus Pinus (yellow or hard pines). Cone scale with a sealing band. Umbo dorsal. Seedwings articulate. Two fibrovascular bundles per leaf.

          


          


          Ecology
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              Mountain pine beetles killed these Lodgepole Pines in Prince George, British Columbia.
            

          


          Pines grow well in acid soils, some also on calcareous soils; most require good soil drainage, preferring sandy soils, but a few, e.g. Lodgepole Pine, will tolerate poorly drained wet soils. A few are able to sprout after forest fires, e.g. Canary Island Pine. Some species of pines, e.g. Bishop Pine, need fire to regenerate and their populations slowly decline under fire suppression regimes. Several species are adapted to extreme conditions imposed by elevation and latitude; see e.g. Siberian Dwarf Pine, Mountain Pine, Whitebark Pine and the bristlecone pines. The pinyon pines and a number of others, notably Turkish Pine, are particularly well adapted to growth in hot, dry semi-desert climates.


          The seeds are commonly eaten by birds and squirrels. Some birds, notably the Spotted Nutcracker, Clark's Nutcracker and Pinyon Jay, are of importance in distributing pine seeds to new areas where they can grow. Pine needles are sometimes eaten by some Lepidoptera species (see list of Lepidoptera that feed on pines) and also the Symphytan species Pine Sawfly.


          


          Uses


          
            [image: Commercial planting of young Longleaf Pine (Pinus palustris)]

            
              Commercial planting of young Longleaf Pine (Pinus palustris)
            

          


          Pines are among the most commercially important of tree species, valued for their timber and wood pulp throughout the world. In temperate and tropical regions, they are fast-growing softwoods that will grow in relatively dense stands, their acidic decaying needles inhibiting the sprouting of competing hardwoods. Commercial pines are grown in plantations for timber that is denser, more resinous, and therefore more durable than spruce (Picea). Pine wood is widely used in high-value carpentry items such as furniture, window frames, paneling and floors.


          The resin of some species is an important source of turpentine. See also pitch.


          Many pine species make attractive ornamental plantings for parks and larger gardens, with a variety of dwarf cultivars being suitable for smaller spaces. Pines are also commercially grown and harvested for Christmas trees. Pine cones, the largest and most durable of all conifer cones are craft favorites. Pines boughs, always appreciated, especially in wintertime for their pleasant smell and greenery, are popularly cut for decorations.


          Pine needles serve as food for various Lepidoptera. See List of Lepidoptera which feed on Pines.


          


          Food uses


          
            [image: Stone Pine Pinus pinea in a Rome (Italy) street]

            
              Stone Pine Pinus pinea in a Rome (Italy) street
            

          


          Some species have large seeds, called pine nuts, that are harvested and sold for cooking and baking.


          The soft, moist, white inner bark ( cambium) found clinging to the woody outer bark is edible and very high in vitamins A and C. It can be eaten raw in slices as a snack or dried and ground up into a powder for use as a thickener in stews, soups, and other foods. A tea made by steeping young, green pine needles in boiling water (known as "tallstrunt" in Sweden) is high in vitamins A and C as well.


          


          Etymology


          The modern English name pine derives from Latin Pinus by way of French pin; similar names are used in other Romance languages. In the past (pre-19th century) they were often known as fir, from Old Norse fyrre, by way of Middle English firre. The Old Norse name is still used for pines in some modern north European languages, in Danish, fyr, in Norwegian and Swedish, furu, and Fhre in German, but in modern English, "fir" is now restricted to Fir (Abies) and Douglas-fir (Pseudotsuga).
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          The Pine Marten (Martes martes) is an animal in the weasel family, native to Northern Europe. It is about the size of a domestic cat. Its body is up to 53 cm in length, its bushy tail can be 25 cm. Males are slightly larger than females; on average a marten weighs around one and a half kilograms. Their fur is usually light to dark brown and grows longer and silkier during the winter months. They have a cream to yellow colored "bib" marking on their throats.


          


          Habitat


          Their habitats are usually well-wooded areas. Pine Martens usually make their own dens in hollow trees or scrub-covered fields. Martens are the only mustelids with semi-retractable claws. This enables them to lead more arboreal lifestyles, such as climbing or running on tree branches, although they are also relatively quick runners on the ground. They are mainly active at night and dusk. They have small rounded, highly sensitive ears and sharp teeth for eating small mammals, birds, insects, frogs, and carrion. They have also been known to eat berries, bird's eggs, and honey. Pine Martens are territorial animals, they mark their range by depositing faeces in prominent locations.


          


          Threats


          Although they are preyed upon occasionally by golden eagles and even more rarely by red foxes, humans are the largest threat to Pine Martens. Martens are prized for their very fine fur, and loss of habitat leading to fragmentation, persecution by gamekeepers, human disturbance, illegal poisoning and shooting have caused a considerable decline in the Pine Marten's population. In the United Kingdom, Pine Martens and their dens are offered full protection under the Wildlife and Countryside Act (1981) and the Environmental Protection Act.


          Recently (December, 2007) the Pine Marten was credited with reducing the population of the invasive Eastern Gray Squirrel in the UK. Where the range of the expanding Pine Marten population meets that of the Gray Squirrel, the population of the squirrels quickly retreats. It is theorized that because the Gray Squirrel spends more time on the ground than the endangered Red Squirrel, they are far more apt to come in contact with this predator.


          


          Lifespan


          The pine marten has lived to 18 years in captivity, but in the wild a lifespan of eight to ten years is more typical. They reach sexual maturity at two or three years of age. The young are usually born in March or April after a month-long gestation period in litters of one to five. Young pine martens weigh around 30 grams at birth. The young begin to emerge out of their dens by the middle of June and are fully independent around six months after their birth.
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                  Pink Floyd in 1968 with (LR): Nick Mason, Syd Barrett, David Gilmour, Roger Waters and Richard Wright
                

              
            


            
              	Background information
            


            
              	Origin

              	Cambridge, England
            


            
              	Genre(s)

              	Art rock, progressive rock, psychedelic rock, space rock, hard rock
            


            
              	Years active

              	1964present

              (on indefinite hiatus since 1996) (One-off reunion: 2005)
            


            
              	Label(s)

              	Harvest, EMI, Capitol, Tower, Columbia
            


            
              	Associated acts

              	Sigma 6, Joker's Wild, Zee, Deep End
            


            
              	Website

              	www.pinkfloyd.co.uk
            


            
              	Members
            


            
              	David Gilmour

              Richard Wright

              Nick Mason
            


            
              	Formermembers
            


            
              	Roger Waters

              Syd Barrett

              Bob Klose
            

          


          Pink Floyd are an English rock band who initially earned recognition for their psychedelic or space rock music, and, as they evolved, for their progressive rock music. They are known for philosophical lyrics, sonic experimentation, innovative album cover art, and elaborate live shows. One of rock music's most successful acts, the group have sold over 200 million albums worldwide including 74.5 million albums in the United States alone.


          Pink Floyd had moderate mainstream success and were one of the most popular bands in the London underground music scene in the late 1960s as a psychedelic band led by Syd Barrett; however, Barrett's erratic behaviour eventually forced his colleagues to replace him with guitarist and singer David Gilmour. After Barrett's departure, singer and bass player Roger Waters gradually became the dominant and driving force in the group by the late-1970s, until his eventual departure from the group in 1985. The band recorded several albums, achieving worldwide success with The Dark Side of the Moon (1973), Wish You Were Here (1975), Animals (1977), and The Wall (1979). In 1985, Waters declared Pink Floyd "a spent force", but the remaining members, led by Gilmour, continued recording and touring under the name Pink Floyd. Although they were unsuccessfully sued by Waters for rights to the name, they again enjoyed worldwide success with A Momentary Lapse of Reason (1987) and The Division Bell (1994). Eventually they reached a settlement out of court with Waters allowing them use of the name. Waters performed with the band for the first time in 24 years on 2 July 2005 at the London Live 8 concert.


          


          History


          


          Syd Barrett-led era: 19641968


          Pink Floyd evolved from an earlier rock band, formed in 1964, which was at various times called Sigma 6, the Meggadeaths, The Tea Set (or The T-Set), The Architectural Abdabs, The Abdabs and The Screaming Abdabs. When the band split up, some members  guitarists Rado "Bob" Klose and Roger Waters, drummer Nick Mason, and keyboardist and wind instrument player Richard Wright  formed a new band called "Tea Set". After a brief stint with a lead vocalist named Chris Dennis, blues and folk guitarist and vocalist Syd Barrett joined the band, with Waters moving to bass and Wright to full time keyboards.


          When The Tea Set found themselves on the same bill as another band with the same name, Barrett came up with the alternative name The Pink Floyd Sound, after two blues musicians, Pink Anderson and Floyd Council (two names he'd seen on the notes of a Blind Boy Fuller album). For a time after this they oscillated between The Tea Set and The Pink Floyd Sound, with the latter name eventually winning out. The Sound was dropped fairly quickly, but the definite article was still used regularly until 1970. The group's UK releases during the Syd Barrett era credited them as The Pink Floyd as did their first two U.S. singles. 1969's More and Ummagumma albums credit the band as Pink Floyd, produced by The Pink Floyd, while 1970's Atom Heart Mother credits the band as The Pink Floyd, produced by Pink Floyd. David Gilmour is known to have referred to the group as The Pink Floyd as late as 1984.


          The heavily jazz-oriented Klose left after recording only a demo, leaving an otherwise stable lineup with Barrett on guitar and lead vocals, Waters on bass guitar and backing vocals, Mason on drums and percussion, and Wright switching to keyboards and backing vocals. Barrett soon started writing his own songs, influenced by American and British psychedelic rock with his own brand of whimsical humour. Pink Floyd became a favourite in the underground movement, playing at such prominent venues as the UFO club, the Marquee Club and the Roundhouse.


          At the end of 1966 the band were invited to contribute music for Peter Whitehead's film Tonite Let's All Make Love In London; they were filmed recording two tracks (" Interstellar Overdrive" and "Nick's Boogie") in January 1967. Although hardly any of this music made it onto the film, the session was eventually released as "London '66/'67" in 2005.


          As their popularity increased, the band members formed Blackhill Enterprises in October 1966, a six-way business partnership with their managers, Peter Jenner and Andrew King, issuing the singles " Arnold Layne" in March 1967 and " See Emily Play" in June 1967. "Arnold Layne" reached number 20 in the UK Singles Chart, and "See Emily Play" reached number 6, granting the band its first national TV appearance on Top of the Pops in July 1967. (They had earlier appeared, performing "Interstellar Overdrive" at the UFO Club, in a short documentary, "It's So Far Out It's Straight Down". This was broadcast in March 1967 but seen only in the UK's Granada TV region.).


          Released in August 1967, the band's debut album, The Piper at the Gates of Dawn, is today considered to be a prime example of British psychedelic music, and was generally well-received by critics at the time. It is now viewed as one of the best debut albums by many critics. The album's tracks, predominantly written by Barrett, showcase poetic lyrics and an eclectic mixture of music, from the avant-garde free-form piece " Interstellar Overdrive" to whimsical songs such as " The Scarecrow", inspired by the Fenlands folk music, a rural region north of Cambridge (Barrett, Gilmour and Waters's home town). Lyrics were entirely surreal and often referred to folklore, such as " The Gnome". The music reflected newer technologies in electronics through its prominent use of stereo panning, tape editing, echo effects (specifically, a Binson Echorec machine) and electric keyboards. The album was a hit in the UK where it peaked at #6, but did not do well in North America, reaching #131 in the U.S., and that only after it was reissued in the wake of the band's state side commercial breakthrough in the 1970s. During this period, the band toured with Jimi Hendrix, which helped to increase its popularity.


          


          Barrett's decline


          As the band became more popular, the stresses of life on the road, pressure by the record company to produce hit singles, and a significant intake of psychedelic drugs took their toll on Barrett, whose mental health had been deteriorating for several months. In January 1968, guitarist David Gilmour joined the band to carry out Barrett's playing and singing duties, though Gilmour believes that Jeff Beck was considered as well.


          With Barrett's behaviour becoming less and less predictable, and his almost constant use of LSD, he became very unstable, occasionally staring into space while the rest of the band performed. During some performances, he would just strum one chord for the duration of a concert, or randomly begin detuning his guitar. He was also equally erratic in rehearsals; on one occasion he was, according to band members, perfectly on the ball and ready to record while preparing, yet as soon as the recording began he would stare into space. When recording was cut, he became, as Waters describes him, 'the usual jack-the-lad, hopping around on the balls of his feet.' The absent expression in his eyes inspired Waters' lyrics in 1975's " Shine On You Crazy Diamond", "Now there's that look in your eyes/ Like black holes in the sky.' The band's live shows became increasingly ramshackle until, eventually, the other band members simply stopped taking him to the concerts. The last concert featuring Barrett was on 20 January 1968 on Hastings Pier. It was originally hoped that Barrett would write for the band with Gilmour performing live, but Barrett's increasingly difficult compositions, such as " Have You Got It, Yet?", which changed melodies and chord progression with every take, eventually made the rest of the band give up on this arrangement. Once Barrett's departure was formalised in April 1968, producers Jenner and King decided to remain with him, and the six-way Blackhill partnership was dissolved. The band adopted Steve O'Rourke as manager, and he remained with Pink Floyd until his death in 2003.


          After recording two solo albums ( The Madcap Laughs and Barrett) in 1970 (co-produced by and sometimes featuring Gilmour, Waters and Wright) to moderate success, Barrett went into seclusion. Again going by his given name, Roger, he eventually moved back to his native Cambridge and lived a quiet life there until his death on 7 July 2006.


          


          Finding their feet: 19681970


          This period was one of musical experimentation for the band. Gilmour, Waters and Wright each contributed material that had its own voice and sound, giving this material less consistency than the Barrett-dominated early years or the more polished, collaborative sound of later years. As Barrett had been the lead singer during his era, Gilmour, Waters and Wright now split both songwriting and lead vocal duties. Waters mostly wrote low-key, jazzy melodies with dominant bass lines and complex, symbolic lyrics, Gilmour focused on guitar-driven blues jams, and Wright preferred melodic psychedelic keyboard-heavy numbers. Unlike Waters, Gilmour and Wright preferred tracks that had simple lyrics or that were purely instrumental. Some of the band's most experimental music is from this period, such as " A Saucerful of Secrets", consisting largely of noises, feedback, percussions, oscillators and tape loops, and " Careful with That Axe, Eugene" (which went by a number of other names as well), a very Waters-driven song with a bass and keyboard-heavy jam culminating in crashing drums and Waters' primal screams.


          Whilst Barrett had written the bulk of the first album, only one composition by him, " Jugband Blues", appeared on the second Floyd album. Barrett also played on the songs "Remember A Day" (recorded during the sessions for Piper) and "Set The Controls For The Heart Of The Sun". A Saucerful of Secrets was released in June 1968, reaching #9 in the UK and becoming the only Pink Floyd album not to chart in the U.S. Somewhat uneven due to Barrett's departure, the album still contained much of his psychedelic sound combined with the more experimental music that would be fully showcased on Ummagumma. Its centrepiece, the 12-minute title track, hinted at the epic, lengthy songs to come, but the album was poorly received by critics at the time, although critics today tend to be kinder to the album in the context of their body of work. Future Pink Floyd albums would expand upon the idea of long, sprawling compositions, offering more focused songwriting with each subsequent release.


          Pink Floyd were then recruited by director Barbet Schroeder to produce a soundtrack for his film, More, which was premired in May 1969. The music was released as a Floyd album in its own right, Soundtrack from the Film More, in July 1969; the album achieved another #9 finish in the UK, and peaked at #153 in the U.S. Critics tended to find the collection of the film's music patchy and uneven. The band would use this and future soundtrack recording sessions to produce work that may not have fit into the idea of what would appear on a proper Pink Floyd LP; many of the tracks on More (as fans usually call it) were acoustic folk songs. Two of these songs, " Green Is the Colour" and " Cymbaline", became fixtures in the band's live sets for a time and were a part of their live The Man/The Journey suite, as can be heard in the many available bootleg recordings from this period. "Cymbaline" was also the first Pink Floyd song to deal with Roger Waters' cynical attitude toward the music industry explicitly. The rest of the album consisted of avant-garde incidental pieces from the score (some of which were also part of The Man And The Journey) with a few heavier rock songs thrown in, such as " The Nile Song".


          The next record, the double album Ummagumma, was a mix of live recordings and unchecked studio experimentation by the band members, with each member recording half a side of a vinyl record as a solo project (Mason's first wife makes an uncredited contribution as a flautist). Though the album was realised as solo outings and a live set, it was originally intended as a purely avant-garde mixture of sounds from "found" instruments. The subsequent difficulties in recording and lack of group organization led to the shelving of the project. The title is Cambridge slang for sexual intercourse and reflects the attitude of the band at the time, as frustrations in the studio followed them throughout these sessions. The band was wildly experimental on the studio disc, which featured Waters' pure folk " Grantchester Meadows", an atonal and jarring piano piece (" Sysyphus"), meandering progressive rock textures (" The Narrow Way") and large percussion solos (" The Grand Vizier's Garden Party"). "Several Species of Small Furry Animals Gathered Together in a Cave and Grooving with a Pict" is a five-minute song composed entirely of Roger Water's voice played at varied speeds, resulting in a noise resembling rodents and birds. Large portions of the studio disc were previously played in their live The Man/The Journey concept piece. The live disc featured acclaimed performances of some of their most popular psychedelic-era compositions and caused critics to receive the album more positively than the previous two albums. The album was Pink Floyd's most popular release yet, hitting UK #5 and making the U.S. charts at #74.


          Atom Heart Mother (1970), the band's first recording with an orchestra, was a collaboration with avant-garde composer Ron Geesin. The name was a last minute decision by the band when they were inspired by a newspaper article about a woman who had given birth with a pacemaker. The cover was equally as unplanned, with the photographer claiming to have "gone out into the countryside and taking a picture of the first thing he saw." One side of the album consisted of the title piece, a 23-minute long " rock-orchestral" suite. The second side featured one song from each of the band's then-current vocalists/songwriters (Roger Waters' folk-rock " If", David Gilmour's bluesy " Fat Old Sun" and Richard Wright's nostalgic " Summer '68"). Another lengthy piece, " Alan's Psychedelic Breakfast", was a sound collage of a man cooking and eating breakfast and his thoughts on the matter, linked with instrumentals. The man was Alan Stiles, one of Pink Floyd's roadies at the time. The use of noises, incidental sound effects and voice samples would thereafter be an important part of the band's sound. While Atom Heart Mother was considered a huge step back for the band at the time and is still considered one of its most inaccessible albums, it had the best chart performance for the band up to that time, reaching #1 in the UK and #55 in the U.S. It has since been described by Gilmour as "a load of rubbish" and Waters has said he wouldn't mind if it were "thrown in the dustbin and never listened to by anyone ever again." The album was another transitional piece for the group, hinting at future musical territory such as "Echoes" in its ambitious title track. The popularity of the album allowed Pink Floyd to embark on their first full U.S. tour.


          Before releasing their next original album, the band released a compilation album, Relics, which contained several early singles and B-sides, along with one original song (Waters' jazzy " Biding My Time", part of The Man/The Journey recorded during the Ummagumma sessions). They also contributed to the soundtrack of Zabriskie Point, though many of their contributions were eventually discarded by director Michelangelo Antonioni.


          


          Breakthrough era: 19711975


          During this time, Pink Floyd shed their association with the "psychedelic" scene and became a distinctive band who were difficult to classify. The divergent styles of their primary songwriters, Gilmour, Waters and Wright, merged into a unique sound, which quickly became known among fans as "The Pink Floyd Sound". This era contains what many consider to be two of the band's masterpiece albums, The Dark Side of the Moon and Wish You Were Here.
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          The sound became polished and collaborative, with the philosophic lyrics and distinctive bass lines of Waters combining with the unique blues guitar style of Gilmour and Wright's haunting keyboard melodies, and harmonic textures. Gilmour was the dominant vocalist throughout this period, and female choirs and Dick Parry's saxophone contributions became a notable part of the band's style. The sometimes atonal and harsh sound exhibited in the band's earlier years gave way to a very smooth, mellow and soothing sound, and the band's epic, lengthy compositions reached their zenith with "Echoes". This period was not only the beginning but the end of the truly collaborative era of the band; after 1973 Waters' influence became more dominant musically as well as lyrically. Wright's last credited composition until 1992's La Carrera Panamericana and last lead vocal on a studio album until 1994's The Division Bell were in this period ( "Shine On You Crazy Diamond" and " Time" respectively), while Gilmour's writing credits sharply declined in frequency until Waters left the band in 1985, though he continued to perform lead vocals and write songs throughout the whole time. The last ties with Barrett were severed in musical fashion with Wish You Were Here, whose epic track "Shine On You Crazy Diamond" was written both as a tribute and eulogy to Barrett. The epic, 26-minute piece was described by Gilmour as "Roger's paean to Syd".


          The band's sound was considerably more focused on Meddle (1971), with the 23-minute epic " Echoes" taking up the second side of the LP. "Echoes" is a smooth progressive rock song with extended guitar and keyboard solos and a long segue in the middle consisting largely of synthesised music produced on guitars, organs, and synths, along with backward wah pedal guitar sounding like samples of sea gulls or albatross and an entire whale song playing over the top, described by Waters as a "sonic poem". The song took a while to construct, and went through many named stages, including "Nothings","Son Of Nothings" and "Return Of The Son Of Nothings". The latter was performed at their free Hyde Park concert and was well received by the crowd. Meddle was considered by Nick Mason to be "the first real Pink Floyd album. It introduced the idea of a theme that can be returned to." The album had the sound and style of the succeeding breakthrough-era Pink Floyd albums but stripped away the orchestra that was prominent in Atom Heart Mother. Meddle also included the atmospheric " One of These Days", a concert favourite featuring Nick Mason's menacing one-line vocal ("One of these days, I'm going to cut you into little pieces"), distorted and bluesy lap steel guitar, and a melody that at one point fades into a throbbing synthetic pulse quoting the theme tune of the cult classic science fiction television show Doctor Who. The mellow feeling of the next three albums is very present on " Fearless", and this track displays a folk influence, as does the prominent lap steel guitar on " A Pillow of Winds". The latter track is one of the Floyd's very few acoustic love songs. Waters' role as lead songwriter began to take form, with his jazzy " San Tropez" brought to the band practically completed and ready to record. Meddle was greeted both by critics and fans enthusiastically, and Pink Floyd were rewarded with a #3 album chart peak in the UK; it only reached #70 in U.S. charts. According to Nick Mason, this was partly because Capitol Records had not provided the album with enough publicity support in the U.S. Today, Meddle remains one of their most well-regarded albums.


          Obscured by Clouds was released in 1972 as the soundtrack to the film La Vallee, another art house film by Barbet Schroeder. This was the band's first U.S. Top 50 album (where it hit #46), hitting at #6 in the UK. While Mason described the album years later as "sensational," it is less well-regarded by critics. The lyrics of " Free Four", the first Pink Floyd song to achieve significant airplay in the U.S., introduced Waters' ruminations on his father's death in World War II which would figure in subsequent albums. Two other songs on the album, " Wot's... Uh the Deal" and " Childhood's End", also hint at themes used in later albums, the former focusing on loneliness and desperation which would come to full fruit in the Roger Waters-led era, and the latter hinting much at the next album, fixated on life, death and the passage of time. "Childhood's End", inspired by the Arthur C. Clarke book of the same name, was also Gilmour's last lyrical contribution for 15 years. The album was, to an extent, stylistically different from the preceding Meddle, with the songs generally being shorter, often taking a somewhat pastoral approach compared to the atmospheric use of sound effects and keyboard on sections of Meddle, and sometimes even running into folk-rock, blues-rock and piano-driven soft rock (" Burning Bridges", " The Gold It's in the..." and " Stay" being the best examples for each).


          The release of Pink Floyd's massively successful 1973 album, The Dark Side of the Moon, was a watershed moment in the band's popularity. Pink Floyd had stopped issuing singles after 1968's " Point Me at the Sky" and was never a hit-single-driven group, but The Dark Side of the Moon featured a U.S. Top 20 single (" Money"). The album became the band's first #1 on U.S. charts and, as of December 2006, is one of the biggest-selling albums in U.S. history, with more than 15 million units sold, and one of the best-selling albums worldwide, with more than 40 million copies sold. The critically-acclaimed album stayed on the Billboard Top 200 for an unprecedented 741 weeks (including 591 consecutive weeks from 1976 to 1988), establishing a world record. It also remained 301 weeks on UK charts, despite never rising higher than #2 there, and is highly praised by critics.


          Saxophone forms an important part of the album's sound, exposing the band's jazz influences (especially that of Richard Wright), and female backing vocals play a key role in helping to diversify the album's texture. For example, songs such as "Money" and "Time" are placed on either side of mellow lap steel guitar sounds (reminiscent of Meddle) in " Breathe (Reprise)" and female vocal-laden song " The Great Gig in the Sky" (with Clare Torry on lead vocal), while minimalist instrumental " On the Run" is performed almost entirely on a single synthesiser. Incidental sound effects and snippets of interviews feature alongside the music, many of them taped in the studio. Waters' interviews started out with questions like "What is your favourite colour?" in an attempt to get the person comfortable. He would then ask, "When was the last time you were violent? Were you in the right?" The latter answer was played on the album. Other interviews would ask, "Are you afraid of dying?" The album's lyrics and sound attempt to describe the different pressures that everyday life places upon human beings. This concept (conceived by Waters in a band meeting around Mason's kitchen table) proved a powerful catalyst for the band and together they drew up a list of themes, several of which would be revisited by Waters on later albums, such as " Us and Them"'s musings on violence and the futility of war, and the themes of insanity and neurosis discussed in " Brain Damage". The album's complicated and precise sound engineering by Alan Parsons set new standards for sound fidelity; this trait became a recognisable aspect of the band's sound and played a part in the lasting chart success of the album, as audiophiles constantly replaced their worn-out copies.


          Seeking to capitalise on the band's new-found fame, their record company also released a compilation album, A Nice Pair, which was a gatefold repackaging of The Piper at the Gates of Dawn and A Saucerful of Secrets. It was also during this period that director Adrian Maben released the first Pink Floyd concert film, Live at Pompeii. The original theatrical cut featured footage of the band performing in 1971 at an amphitheatre in Pompeii with no audience present except the film crew and stage staff. Maben also recorded interviews and behind-the-scenes glimpses of the band during recording sessions for The Dark Side of the Moon at Abbey Road Studios; although the timeline of events indicate the recording sessions may have been staged after the recording, they provide a glimpse into the processes involved in producing the album. This footage was incorporated in later video releases of Live at Pompeii.


          After the success of Dark Side, the band were unsure of their future direction and worried about how they would be able to top that record's huge popularity. In a return to their experimental beginnings, they began work on a project entitled "Household Objects", which would consist of songs played literally on household appliances. Instruments consisted of old hand mixers, rubber bands stretched between two tables, wine glasses, etc. However, the planned album was soon shelved after the band decided that it was just easier and better to play the songs on actual musical instruments. No finished recordings of these sessions exist, however some of the recorded effects were put to use on their next album.


          Wish You Were Here, released in 1975, carries an abstract theme of absence: absence of any humanity within the music industry and, most poignantly, the absence of Syd Barrett. Well-known for its popular title track, the album includes the largely instrumental, nine-part song suite "Shine On You Crazy Diamond", a tribute to Barrett in which the lyrics deal explicitly with the aftermath of his breakdown. Many of the musical influences in the band's past were brought together  atmospheric keyboards, blues guitar pieces, extended saxophone solos (by Dick Parry), jazz-fusion workouts and aggressive slide guitar  in the suite's different linked parts, culminating in a funeral dirge played with synthesised horn and ending with a musical quote from their early single "See Emily Play" as a final nod to Barrett's early leadership of the band. The remaining tracks on the album, " Welcome to the Machine" and " Have a Cigar", harshly criticise the music industry; the latter is sung by British folk singer Roy Harper. It was the first Pink Floyd album to reach #1 on both the UK and the U.S. charts, and critics praised it just as enthusiastically as The Dark Side of the Moon.


          In a famous anecdote, a heavyset man, his head and eyebrows completely shaved, wandered into the studio while the band was mixing "Shine On You Crazy Diamond". The band could not recognise him for some time, when suddenly one of them realised it was Syd Barrett. On being asked how he had put on so much weight, he retorted "I've got a big fridge in the kitchen and I've been eating a lot of pork chops".


          In an interview for the 2001 BBC Omnibus documentary Syd Barrett: Crazy Diamond (later released on DVD as The Pink Floyd and Syd Barrett Story ), the story is told in full. Richard Wright spoke about the session, saying: "One thing that really stands out in my mind, that I'll never forget; I was going in to the "Shine On" sessions. I went in the studio and I saw this guy sitting at the back of the studio, he was only as far away as you are from me. And I didn't recognise him. I said, 'Who's that guy behind you?' 'That's Syd.' And I just cracked up, I couldn't believe it... he had shaven all his hair off... I mean, his eyebrows, everything... he was jumping up and down brushing his teeth, it was awful. And, uh, I was in, I mean Roger was in tears, I think I was; we were both in tears. It was very shocking... seven years of no contact and then to walk in while we're actually doing that particular track. I don't know  coincidence, karma, fate, who knows? But it was very, very, very powerful". In the same documentary, Nick Mason stated: "When I think about it, I can still see his eyes, but... it was everything else that was different". In that same interview, Roger Waters has said: "I had no idea who he was for a very long time". David Gilmour stated: "None of us recognised him. Shaved...shaved bald head and very plump". In the 2006 'definitive edition' DVD release of The Pink Floyd and Syd Barrett Story in the UK/Europe, the director John Edginton's interviews with Barrett's former Floyd colleagues are included unedited, with far more detail of their feelings and actions during Syd Barrett's tragic breakdown and withdrawal from the band.


          


          Roger Waters  led era: 19761985


          During this era, Waters asserted more and more control over Pink Floyd's output. During the recording, Waters fired Richard Wright after The Wall was finished, arguing that Wright was not contributing much, in part due to a cocaine addiction. Waters claimed that David Gilmour and Nick Mason supported Waters' decision to fire Wright, but in 2000, Gilmour stated that he and Mason were against Wright's dismissal. Author Nick Mason claims that Wright was fired because Columbia Records had offered Waters a substantial bonus to finish the album in time for a 1979 release. Since Wright refused to return early from his summer holiday, Waters wanted to dismiss Wright. Wright was fired from the band but stayed on to finish the album and perform the live concerts as a paid musician.


          Much of the music from this period is considered secondary to the lyrics, which explore Waters' feelings about his father's death in World War II and his increasingly cynical attitude towards political figures such as Margaret Thatcher and Mary Whitehouse. Although still finely nuanced, the music grew more guitar-based at the expense of keyboards and saxophone, both of which became (at best) part of the music's background texture along with the usual sound effects. A full orchestra (even larger than the brass ensemble from Atom Heart Mother) plays a significant role on The Wall and especially The Final Cut.


          By January 1977, and the release of Animals (UK #2, U.S. #3), the band's music came under increasing criticism from some quarters in the new punk rock sphere as being too flabby and pretentious, having lost its way from the simplicity of early rock and roll. Animals was, however, considerably more guitar-driven than the previous albums, due to either the influence of the burgeoning punk-rock movement or the fact that the album was recorded at Pink Floyd's new (and somewhat incomplete) Britannia Row Studios. The album was also the first to not have a single songwriting credit for Richard Wright. Animals again contained lengthy songs tied to a theme, this time taken in part from George Orwell's Animal Farm, which used " Pigs", " Dogs" and " Sheep" as metaphors for members of contemporary society. Despite the prominence of guitar, keyboards and synthesizers still play an important role on Animals, but the saxophone and female vocal work that defined much of the previous two albums' sound is absent. The result is a more hard-rock effort overall, bookended by two parts of a quiet acoustic piece. Many critics did not respond well to the album, finding it "tedious" and "bleak," although some celebrated it for almost those very reasons. For the cover artwork, a giant inflatable pig was commissioned to float between the chimney towers of London's Battersea Power Station. However, the wind made the pig balloon difficult to control, and in the end it was necessary to matte a photo of the pig balloon onto the album cover. The pig was created by Dutch industrial designer and artist Theo Botschuijver. The pig nevertheless became one of the enduring symbols of Pink Floyd, and inflatable pigs were a staple of Pink Floyd live performances from then on.


          In 1978 the band were told that due to legal matters involving tax, they had to leave the United Kingdom for one year, with absolutely no visits in between. It was during this time that the band started to pursue their own interests and focus less on music, and so when they re-met (although contact was not infrequent) in the UK, they were short of ideas. It was then that it came to light that Waters had been working on two projects, The Pros and Cons of Hitch Hiking and The Wall.


          1979's epic rock opera The Wall, conceived by Waters, dealt with the themes of loneliness and failed communication, which were expressed by the metaphor of a wall built between a rock artist and his audience. The deciding moment in which to conceive The Wall was during a concert in Montreal, Canada in which Roger Waters spat at an audience member who had been shouting unhelpful comments and requesting songs throughout the show. It was this point where Waters felt the alienation between audience and band. This album gave Pink Floyd renewed acclaim and their only chart-topping single with " Another Brick in the Wall (Part 2)". The Wall also included the future concert staples " Comfortably Numb" and " Run Like Hell", with the former in particular becoming a cornerstone of album-oriented rock and classic-rock radio playlists as well as one of the group's best-known songs.


          The album was co-produced by Bob Ezrin, a friend of Waters who shared songwriting credits on " The Trial" and from whom Waters later distanced himself after Ezrin "shot his mouth off to the press." Even more than during the Animals sessions, Waters was asserting his artistic influence and leadership over the band, using the band's perilous financial situation to his advantage, which prompted increased conflicts with the other members. The music had become distinctly more hard-rock, although the large orchestrations on some tracks recalled an earlier period, and there are a few quieter songs interspersed throughout (such as " Goodbye Blue Sky", " Nobody Home", and " Vera"). Wright's influence was minimised, and he was fired from the band during recording, only returning on a fixed wage for the live shows in support of the album. Ironically, this fixed salary made Wright the only "member" of Pink Floyd to make any money from the Wall concerts, with the three remaining members stuck covering the extensive cost overruns of their most spectacular concerts yet. The Wall was performed live in only a few cities, contributing to the "tour"'s lack of profitability. (It would be performed one more time, after the Berlin Wall came down in Germany, by Roger Waters and others).


          Despite never hitting #1 in the UK (it reached #3), The Wall spent 15 weeks atop the U.S. charts in 1980. Critics praised it, and it has been certified 23x platinum by the RIAA, for sales of 11.5 million copies of the double album in the U.S. alone. The huge commercial success of The Wall made Pink Floyd the only artists since the Beatles to have the best-selling albums of two years (1973 and 1980) in less than a decade.


          A film entitled Pink Floyd: The Wall was released in 1982, incorporating almost all of the music from the album. The film, written by Waters and directed by Alan Parker, starred Boomtown Rats founder Bob Geldof, who re-recorded many of the vocals, and featured animation by noted British artist and cartoonist Gerald Scarfe. Film critic Leonard Maltin referred to the movie as "the world's longest rock video, and certainly the most depressing", but it grossed over US$14 million at the North American box office. A song which first appeared in the movie, " When the Tigers Broke Free", was released as a single on a limited basis. This song was finally made widely available on the compilation album Echoes: The Best of Pink Floyd and the re-release of The Final Cut. Also in the film is the song " What Shall We Do Now?", which was cut out of the original album due to the time constraints of vinyl records. The only songs from the album not used were " Hey You" and " The Show Must Go On."


          Their 1983 studio album, The Final Cut, was dedicated by Waters to his father, Eric Fletcher Waters. Even darker in tone than The Wall, this album re-examined many previous themes, while also addressing then-current events, including Waters' anger at Britain's participation in the Falklands War, the blame for which he laid squarely at the feet of political leaders (" The Fletcher Memorial Home"). It concludes with a cynical and frightening glimpse at the possibility of nuclear war (" Two Suns in the Sunset"). Michael Kamen and Andy Bown contributed keyboard work in lieu of Richard Wright, whose departure had not been formally announced before the album's release.


          Though technically a Pink Floyd album, the LP's front cover displayed no words, only the back cover reading: "The Final Cut  A requiem for the post-war dream by Roger Waters, performed by Pink Floyd: Roger Waters, David Gilmour, Nick Mason". Roger Waters received the sole songwriting credit for the entire record, which became a prototype in sound and form for later Waters solo projects. Waters has since said that he offered to release the record as a solo album, but the rest of the band rejected this idea. However, in his book Inside Out, drummer Nick Mason says that no such discussions ever took place. Gilmour reportedly asked Waters to hold back the release of the album so that he could write enough material to contribute, but this request was refused. The music's tone is largely similar to The Wall's but somewhat quieter and softer, resembling songs like "Nobody Home" more than "Another Brick in the Wall (Part 2)." It is also more repetitive, with certain leitmotifs cropping up continually. Only moderately successful with fans by Floyd's standards (UK #1, U.S. #6), but reasonably well-received by critics, the album yielded one minor radio hit (albeit in censored form), " Not Now John", the only hard-rock song on the album (and the only one partially sung by Gilmour). The arguments between Waters and Gilmour at this stage were rumoured to be so bad that they were supposedly never seen in the recording studio simultaneously. Gilmour has said he wanted to continue making good quality rock music, and felt Waters was constructing music sequences together merely as a vehicle for his socially critical lyrics. Waters claims that his bandmates never fully understood the importance of the social commentary he was making. By the end of recording, Gilmour's co-producer credit was dropped from the album sleeve (though he received attendant royalties). There was no tour for the album, although parts of it have since been performed live by Waters on his subsequent solo tours.


          After The Final Cut Capitol Records released the compilation Works, which made the 1970 Waters track "Embryo" available for the first time on a Pink Floyd album, although the track had been released on the 1970 VA compilation Picnic - A Breath of Fresh Air on the Harvest Records label. The band members then went their separate ways and spent time working on individual projects. Gilmour was the first to release his solo album About Face in March 1984. Wright joined forces with Dave Harris of Fashion to form a new band, Zee, which released the experimental album Identity a month after Gilmour's project. In May 1984, Waters released The Pros and Cons of Hitch Hiking, a concept album once proposed as a Pink Floyd project. Waters had written this at the same time as The Wall and during proposal of both, the band selected The Wall. A year after his bandmates' projects, Mason released the album Profiles, a collaboration with Rick Fenn of 10cc which featured guest appearances by Gilmour and UFO keyboardist Danny Peyronel.


          


          David Gilmour  led era: 19871995


          Waters announced in December 1985 that he was departing Pink Floyd, describing the band as "a spent force", but in 1986 Gilmour and Mason began recording a new Pink Floyd album. At the same time, Roger Waters was working on his second solo album, entitled Radio K.A.O.S. (1987). A bitter legal dispute ensued with Waters claiming that the name "Pink Floyd" should have been put to rest, but Gilmour and Mason upheld their conviction that they had the legal right to continue as "Pink Floyd." The suit was eventually settled out of court.


          After considering and rejecting many other titles, the new album was released as A Momentary Lapse of Reason (UK #3, U.S. #3). Without Waters, who had been the band's dominant songwriter for a decade, the band sought the help of outside writers. As Pink Floyd had never done this before (except for the orchestral contributions of Geesin and Ezrin), this move received much criticism. Ezrin, who had renewed his friendship with Gilmour in 1983 (as Ezrin co-produced Gilmour's About Face album), served as co-producer as well as being one of these writers along with Jon Carin who wrote the music for "Learning To Fly" and played much of the Keyboards on the album. Wright also returned, at first as a salaried employee during the final recording sessions, and then officially rejoining the band after the subsequent tour.


          Gilmour later admitted that Mason and Wright had hardly played on the album. Because of Mason and Wright's limited contributions, some critics say that A Momentary Lapse of Reason should really be regarded as a Gilmour solo effort, in much the same way that The Final Cut might be regarded as a Waters album.


          A year later, the band released a double live album and a concert video taken from its 1988 Long Island shows, entitled Delicate Sound of Thunder, and later recorded some instrumentals for a classic-car racing film La Carrera Panamericana, set in Mexico and featuring Gilmour and Mason as participating drivers. During the race Gilmour and manager Steve O'Rourke (acting as his map-reader) crashed. O'Rourke suffered a broken leg, but Gilmour walked away with just some bruises.
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          The instrumentals are notable for including the first Floyd material co-written by Wright since 1975, as well as the only Floyd material co-written by Mason since Dark Side of the Moon.


          1992 saw the box set release of Shine On. The 9-disc set included re-releases of the studio albums A Saucerful of Secrets, Meddle, The Dark Side of the Moon, Wish You Were Here, Animals, The Wall, and A Momentary Lapse of Reason. A bonus disc entitled The Early Singles was also included. The set's packaging featured a case allowing the albums to stand vertically together, with the side-by-side spines displaying an image of the Dark Side of the Moon cover. The circular text of each CD includes the almost illegible words "The Big Bong Theory". The year also saw the release of Roger Waters' solo album Amused to Death.


          The band's next recording was the 1994 release, The Division Bell, which was much more of a group effort than Momentary Lapse had been, with Wright now reinstated as a full band member. The album was received more favourably by critics and fans alike than Lapse had been, but was still heavily criticised as tired and formulaic. It was the second Pink Floyd album to reach #1 on both the UK and U.S. charts.


          The Division Bell was another concept album, in some ways representing Gilmour's take on the same themes Waters had tackled with The Wall. The title was suggested to Gilmour by his friend Douglas Adams. Many of the lyrics were co-written by Polly Samson, Gilmour's girlfriend at the time, whom he married shortly after the album's release. Besides Samson, the album featured most of the musicians who had joined the A Momentary Lapse of Reason tour, as well as saxophonist Dick Parry, a contributor to the mid-70s Floyd albums. Anthony Moore, who had co-written the lyrics for several songs on the previous album, wrote lyrics for Wright's tune "Wearing the Inside Out", also Wright's first lead vocal on a Pink Floyd record since Dark Side of the Moon. This writing collaboration continued on Wright's 1996 solo album, Broken China.


          The band released a live album entitled P*U*L*S*E in 1995. It hit #1 in U.S. and featured songs recorded during the "Division Bell" tour, primarily from concerts in London's Earls Court. The Division Bell concerts featured a mix of classic and modern Pink Floyd. The Pulse album has an entire performance of The Dark Side of the Moon. VHS and Laserdisc versions of the concert at London's Earls Court 20 October 1994, were also released. A DVD edition was released on 10 July 2006 and quickly topped the charts. The 1994 CD case had an LED, timer IC, and battery which caused a red flash to blink once per second, like a heartbeat, as it sat in the owner's CD collection.


          Furthermore, in 1995, the band received their first and only Grammy Award for Best Rock Instrumental Performance for " Marooned". Despite worldwide high expectations, band leader Gilmour ceased planning new tours for Pink Floyd after their "Division Bell" tour.


          


          Solo work and more: 1995present


          On 17 January 1996, the band was inducted into the Rock and Roll Hall of Fame by The Smashing Pumpkins frontman Billy Corgan. Roger Waters did not attend, still being antagonistic towards his former bandmates. At their acceptance speech, Gilmour said, "I'll have to grab a couple more of these for our two band members that started playing different tunes; Roger and Syd...". Although Mason was present to accept the award, he did not join Gilmour and Wright (and Billy Corgan) for their acoustic performance of 'Wish You Were Here'.


          A live recording of The Wall was released in 2000, compiled from the 19801981 London concerts, entitled Is There Anybody Out There? The Wall Live 198081. It reached #19 on the American album chart. In 2001, a remastered two-disc set of the band's best-known tracks entitled Echoes was released. Gilmour, Mason, Waters and Wright all collaborated on the editing, sequencing, and song selection of the included tracks. Minor controversy was caused due to the songs seguing into one another non-chronologically, presenting the material out of the context of the original albums. Some of the tracks, such as "Echoes", "Shine On You Crazy Diamond", "Marooned", and " High Hopes" have had substantial sections removed from them. The album reached #2 on the UK and U.S. charts.


          In 2003, an SACD reissue of The Dark Side of the Moon was released with new artwork on the front cover. The album was also re-released as an 180 gram, virgin vinyl pressing in 2003, which included all the original album art from the original release of the album, albeit with a new poster. The reissue of Wish You Were Here is in the works, with no release date announced. Nick Mason's book, Inside Out: A Personal History of Pink Floyd was published in 2004 in Europe and 2005 in the U.S. Mason made public promotional appearances in a few European and American cities, giving interviews and meeting fans at book signings. Some fans claimed that he said he wished he were on a tour with the band rather than on a book tour.


          Long-time Pink Floyd manager Steve O'Rourke died on 30 October 2003. Gilmour, Mason and Wright reunited at his funeral and performed "Fat Old Sun" and "The Great Gig in the Sky" in Chichester Cathedral in tribute.


          Two years later, on 2 July 2005, the band reunited once again for a one-off performance at the London Live 8 concert. This time, however, they were joined by Waters - the first time all four band members were on stage together in 24 years. The band performed a four-song set consisting of " Speak to Me/ Breathe/Breathe (Reprise)", " Money", " Wish You Were Here", and " Comfortably Numb", with both Gilmour and Waters sharing lead vocals. At the end of their performance Gilmour said "thank you very much, good night" and started to walk off the stage. Waters called him back, however, and the band shared a group hug that became one of the most famous images of Live 8.


          In the week after Live 8, there was a revival of interest in Pink Floyd. According to record store chain HMV, sales of Echoes: The Best of Pink Floyd went up, in the following week, by 1343%, while Amazon.com reported increases in sales of The Wall at 3600%, Wish You Were Here at 2000%, The Dark Side of the Moon at 1400% and Animals at 1000%. David Gilmour subsequently declared that he would donate his share of profits from this sales boom to charity, and urged all the other artists and record companies profiting from Live 8 to do the same. On 16 November 2005 Pink Floyd were inducted into the UK Music Hall of Fame by Pete Townshend. Gilmour and Mason attended in person, explaining that Wright was in hospital following eye surgery, and Waters appeared on a video screen, from Rome.


          David Gilmour released his third solo record, On an Island, on 6 March 2006, and began a tour of small concert venues in Europe, Canada and the U.S. with a band including Richard Wright and was joined several times for the encore by Nick Mason. During the tour, he performed Pink Floyd's first single, "Arnold Layne". Waters was also invited to join them in London, but final rehearsals for his 2006 Europe/U.S. tour required him to decline. Waters was joined on stage by Mason on 29 June 2006 for the second half of a show in Cork, Ireland where he performed the whole of The Dark Side of the Moon.


          Waters and Wright are both reported to be working on solo albums, and there has been talk of Waters doing a Broadway musical version of The Wall, with extra music to be written by Waters. Waters also embarked on his worldwide The Dark Side of the Moon Live Tour; the setlist consisted of The Dark Side of the Moon in its entirety along with a selection of other Pink Floyd favourites and a small number of songs from Waters' solo career. Waters also contributed the song "Hello (I Love You)," cowritten by Howard Shore, to the 2007 film The Last Mimzy.


          On May 21, 2008, it was announced that Pink Floyd had been selected as the 2008 Polar Music Prize laureates.


          


          Future directions


          Many fans expressed hope that the band's Live 8 appearance would lead to a reunion tour, and a record-breaking US$250 million deal for a world tour was offered, but the band made it clear that they have no such plans. In the weeks after the show, however, the rifts between the members seem to have mostly healed. Gilmour confirmed that he and Waters are on "pretty amicable terms", but Waters has offered conflicting comments on the issue, with statements as varied as "I [can] roll over for one show, but I couldn't roll over for a whole tour" and "I hope we do it again," although most recently, his statements indicate his desire to play together again, not for a whole tour, but for an event similar to Live 8.


          On 31 January 2006, David Gilmour issued a joint statement on behalf of the group stating that they have no plans to reunite, refuting rumours from several media outlets. Gilmour later stated in an interview with La Repubblica that he is finished with Pink Floyd and wishes to focus on solo projects and his family. He mentions that he agreed to play Live 8 with Waters to support the cause, to make peace with Waters, and knowing he would regret not taking part. However, he states that Pink Floyd would be willing to perform for a concert "that would support Israeli-Palestinian peace efforts". Then speaking with Billboard, Gilmour changed his "finished with Pink Floyd" sentiment to "who knows". A surprise performance by the post-Waters Pink Floyd line-up of David Gilmour, Richard Wright and Nick Mason occurred on the last performance of David Gilmour's three night run at The Royal Albert Hall on May 31, 2006 as the three played "Wish You Were Here" and "Comfortably Numb".


          2007 saw the 40th anniversary of Pink Floyd's signing to EMI and the 40th anniversary of the release of their first three singles "Arnold Layne", "See Emily Play" and "Apples and Oranges" and their debut album The Piper at the Gates of Dawn. This was marked by the release of a limited edition set containing mono and stereo mixes of the albums, plus tracks from the singles and other rare recordings.


          On 10 May 2007, Roger Waters performed at the Syd Barrett tribute concert at the Barbican Centre in London. This was then followed by a surprise performance by the post-Waters Pink Floyd line-up of David Gilmour, Richard Wright and Nick Mason of "Arnold Layne" to a rapturous applause and standing ovation. However, hopes of a second reunion concert with the band's classic lineup were dashed when Waters did not perform with the group. Roger Waters took to the stage to screams of "Pink Floyd!" to which he responded, "Later." Gilmour, Mason, and Wright took to the stage to screams of "Roger Waters!" to which Gilmour politely responded, "Yeah, he was here too, now the rest of us."


          In a January 2007 interview, Waters suggested he has become more open to a Pink Floyd reunion: I would have no problem if the rest of them wanted to get together. It wouldnt even have to be to save the world. It could be just because it would be fun. And people would love it.


          On 25 September 2007, Gilmour stated that a future reunion of Pink Floyd in any form, be it with or without Roger Waters, looked grim, stating that "I cant see why I would want to be going back to that old thing. Its very retrogressive. I want to look forward, and looking back isnt my joy."


          On December 10 (UK) & 11th (US) 2007, Pink Floyd released a new CD box set, Oh, By the Way, containing all fourteen studio albums with their newest respective CD remasters, original vinyl artwork plus new artwork from Storm Thorgerson.


          Mason and Waters have said that they would be happy to do a Pink Floyd tour, but during the BBC1 Special, "Which One's Pink?," when asked about whether the band would reform, Gilmour ambiguously stated either "Ain't gonna happen" or "Anything could happen". Which of these two phrases were said is debatable. During the same documentary, Wright stated that he "wouldn't mind playing the Pink Floyd 'music' again," but said nothing solid about reuniting with the actual members.


          In a May 2008 interview for BBC 6Music, David Gilmour hinted that he would be in favour of another one-off show, but ruled out a full tour: "Who knows? Who knows the future? I haven't absolutely said 'no' to the possibility but I think that in reality any sort of long-term thing together is not going to happen. We did the one-off thing and that was probably enough for me but we shall see. At my incredibly advantaged age - having achieved this - I've earned the right to sit on my ass for a little while and consider what to do next."


          


          Live performances


          Pink Floyd are renowned for their lavish stage shows, combining over-the-top visual experiences with music to create a show in which the performers themselves are almost secondary. They have always resisted the temptation of a large screen portraying band members because they "don't really do very much", preferring instead to show music videos to run alongside the songs.


          


          Influence


          Pink Floyd have influenced progressive rock artists of the 1970s such as Genesis and Yes; and contemporary artists such as Nine Inch Nails. Their music plays a featured role in the Tom Stoppard play Rock 'n' Roll.


          


          Group Compositions


          
            	Pow R. Toc H. (From The Piper at the Gates of Dawn) 1967


            	Interstellar Overdrive (From The Piper at the Gates of Dawn) 1967


            	A Saucerful of Secrets (song) (From A Saucerful of Secrets) 1968


            	Careful with that Axe, Eugene (From Single B-side) 1968


            	Party Sequence (From Soundtrack from the Film More) 1969


            	Main Theme (From Soundtrack from the Film More) 1969


            	Ibiza Bar (From Soundtrack from the Film More) 1969


            	More Blues (From Soundtrack from the Film More) 1969


            	Quicksilver (From Soundtrack from the Film More) 1969


            	Dramatic Theme (From Soundtrack from the Film More) 1969


            	Atom Heart Mother Suite (From Atom Heart Mother) 1970


            	Alan's Psychedelic Breakfast (From Atom Heart Mother) 1970


            	One of These Days (From Meddle) 1971


            	Seamus (From Meddle) 1971


            	Echoes (From Meddle) 1971


            	When You're In (From Obscured By Clouds) 1972


            	Absolutely Curtains (From Obscured By Clouds) 1972


            	Time (From Dark Side of the Moon) 1973

          


          


          Discography


          


          Albums


          
            	The Piper at the Gates of Dawn (1967)


            	A Saucerful of Secrets (1968)


            	Soundtrack from the Film More (1969)


            	Ummagumma (1969)


            	Atom Heart Mother (1970)


            	Meddle (1971)


            	Obscured by Clouds (1972)


            	The Dark Side of the Moon (1973)


            	Wish You Were Here (1975)


            	Animals (1977)


            	The Wall (1979)


            	The Final Cut (1983)


            	A Momentary Lapse of Reason (1987)


            	The Division Bell (1994)

          


          


          DVD and video


          
            	Live at Pompeii (1972)


            	The Wall (1982)


            	The Delicate Sound of Thunder (1988)


            	La Carrera Panamericana (1992)


            	Pulse (1995)

          


          


          Personnel


          
            	Richard Wright  keyboards, vocals (19641981, 1987present)


            	Nick Mason  drums, percussion (1964present)


            	David Gilmour  lead guitar, lead vocals (1968present)

          


          


          Former members


          
            	Syd Barrett  rhythm guitar, lead vocals (19641968)


            	Bob Klose  lead guitar (1964-1965)


            	Roger Waters  bass, lead vocals (19641985)
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              	Binomial name
            


            
              	Columba mayeri

              Prevost, 1843
            


            
              	Streptopelia mayeri

              Johnson et al, 2001
            


            
              	Nesoenas mayeri

              Cheke, 2005
            

          


          The Pink Pigeon, Nesoenas mayeri, is a species of Columbidae (doves and pigeons) endemic to Mauritius, and now very rare. It was on the brink of extinction in 1991 (only 10 individuals remained) but its numbers have increased due to the efforts of Gerald Durrell and the Durrell Wildlife Conservation Trust in the 1960s. The book Golden Bats and Pink Pigeons by Gerald Durrell refers to the conservation efforts. The IUCN has recently downlisted the species from critically endangered to endangered. Mauritius has brought out a series of stamps depicting the endemic Pink Pigeon.


          


          Description


          An adult pigeon is about 32 cm from beak to tail and 350 gram in weight. Pink pigeons have pale pink plumage on their head, shoulders and underside, along with pink feet and pink beak. They have dark brown wings, and a broad, reddish-brown tail. They have dark brown eyes surrounded by a ring of red skin.


          Newly hatched pigeons have sparse, downy-white feathers and closed eyes.


          These pigeons have a very strange mating call a sort of coo-cooo with a twittering finish


          


          Phylogeny


          Initially classified as a true pigeon, it was re-classified in a monotypic genus by Tommaso Salvadori. Recent DNA analyses suggests its nearest neighbour on the phylogenetic tree is the geographically close Madagascar Turtle Dove (Streptopelia picturata), and has thus been placed in the Streptopelia genus, which mostly contains turtle doves. However, the two species form a distinct group that cannot unequivocally be assigned to either Streptopelia or Columba, and indeed, placing the two species in Nesoenas may best reflect the fact that they seem to belong to a distinct evolutionary lineage (Johnson et al., 2001).


          


          Range


          It is only found in the Mascarene island of Mauritius, a related form having become extinct in the neighbouring larger Reunion Island.


          On Mauritius, it is found in patches of forest in the Southwest.


          


          Habitat


          It prefers upland evergreen forests. Destruction of these forests have been a major reason for its decline.


          


          Habits


          


          Feeding Habits


          It feeds on native plants - by consuming buds, flowers, leaves, shoots, fruits and seeds. Non-native species like Guava pose a threat to it by preventing growth of native trees. It does supplement its diet at feeding stations manned by conservation officials.


          


          Social Habits


          They feed and roost in small flocks.


          


          Breeding Habits


          The breeding season starts in August-September. The male courts the female with a "step and bow" display. Mating is monogamous, with the pair making a flimsy platform nest and defending a small area around it (even though the pigeons initially had no natural predators). The female usually lays 2 white eggs, and incubation duration is 2 weeks. The male incubates during the day, and the female during night and early day.


          Males remain fertile till 17 - 18 years of age, females till 10 - 11 years of age.
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          Rearing Young


          1 - 7 days: Chicks eyes closed, fed entirely on crop milk.


          7 - 10 days: Chicks undergo a dietary transformation to solid food.


          2 - 4 weeks: Chicks fledge, but are parent-fed.


          4 - 6/7 weeks: Chicks remain in the nest. After this the chicks leave the nest.


          


          Demography and Longevity


          Due to habitat destruction, and non-native predators, the population had dropped to 10 in 1991. The captive breeding and reintroduction program initiated and supported by the Durrell Wildlife Conservation Trust, and largely carried out by the Mauritian Wildlife Foundation (MWF) has resulted in a stable population of about 360 in the wild in 2005 - of which about 75 are located on the small offshore island reserve of Ile aux Aigrettes (source: Vikash Tatayah, MWF Nov 2005) - as well as a healthy captive population as backup. There are more males than females in a population due to greater life expectancy of the male (about 5 years more). The average life expectancy upper bound is estimated at 17 - 18 years.
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                Enterobius vermicularis

                Enterobius gregorii

                ...

              
            

          


          The pinworm (Genus Enterobius) is a parasitic roundworm of the phylum Nematoda.


          


          Forms of worm


          The best known is the human pinworm, also known as the threadworms Enterobius vermicularis and the more recently discovered Enterobius gregorii. The adult pinworm male is 14 mm in length, while the adult female is 813 mm and possesses the long, pin-shaped posterior for which the worm is named. The human pinworm is commonly found in children.


          


          Habitat


          The pinworm lives in the lower part of the small intestine and the upper part of the colon. It is found worldwide, and causes the most common infection enterobiasis in humans. Unlike many other intestinal parasites, the pinworm does not usually enter the bloodstream or any other organs besides the intestines. Only in rare cases disoriented pinworms are found in the vagina, and even more rarely in the uterus, fallopian tubes, liver, and peritoneum, but the worms cannot survive long in these places.


          The human pinworm Enterobius vermicularis is a ubiquitous parasite of man, it being estimated that over 200 million people are infected annually. It is more common in the temperate regions of Western Europe and North America, (it being relatively rare in the tropics) and is found particularly in children. Samples of Caucasian children in the U.S.A. and Canada have shown incidences of infection of between 30% to 80%, with similar levels in Europe.


          


          Reproduction
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          After mating, the male dies. The female migrates to the anus and emerges, usually during the night, to deposit about 10,000 to 20,000 eggs in the perianal area (around the anus). She then secretes a substance which causes a very strong itching sensation, inciting the host to scratch the area and thus transfer some of the eggs to the fingers. Eggs can also be transferred to cloth, toys, and the bathtub. Once ingested orally, the larvae hatch and migrate back to the intestine, growing to maturity in 30-45 days. The eggs can survive for 2 to 3 weeks on their own outside of the human body. In some cases, the larvae will hatch in the peri-anal area and travel back inside the anus, up the rectum, and back into the intestines where they mature.


          


          Effects


          Except for itching, pinworm infestation does not usually cause any damage to the body. Sleep disturbance may arise from the itching or crawling sensations. Some case reports suggest that severe infestation may be associated with an increased risk for appendicitis. There is also some evidence of an association between enterobiasis and diminished zinc levels.


          


          Diagnosis


          Diagnosis is often made clinically by observing the female worm (or many worms) in the peri-anal region, but can also be made using the "scotch-tape" test, in which the sticky side of a strip of cellophane tape is pressed against the peri-anal skin, then examined under a microscope for pinworm eggs. The diagnostic characteristics are: size 50-60 m by 20-32 m; typical elongated shape, with one convex side and one flattened side and colorless shell .


          


          Treatment


          Anti-pinworm drugs such as Albenza ( albendazole), Vermox ( mebendazole), Piperazine and Pin-X or Reese's Pinworm Medication ( pyrantel pamoate) are commonly used to treat pinworms as well as ascaris lumbricoides (the roundworm). It is not a necessity to visit a doctor to get these drugs, as Pin-X is available as an over-the-counter medication (Albenza and Vermox are prescription in the US); ask a pharmacist for medicines to treat pinworms (or threadworms as they are known in the UK). These medicines kill the pinworms 95% of the time, but do not kill the eggs. The person being treated may have to return after a time of two weeks to be re-treated. Another precaution is to wash the hands before eating (to prevent any pinworm eggs under fingernails from being ingested) and to wash any area or clothes which have touched or been in the vicinity of the infected areas. Treating the entire family is often necessary for cure.
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                	Wu

                  Long-short (romanization)
              


              
                	Min Nan

                for Taiwanese, Amoy, and related

                  Pe̍h-oē-jī

                For Hainanese

                  Hainanhua Pinyin Fang'an

                For Teochew

                  Peng'im
              


              
                	Min Dong for Fuzhou dialect

                  Foochow Romanized
              


              
                	Hakka for Moiyan dialect

                  Kejiahua Pinyin Fang'an

                For Siyen dialect

                  Phak-fa-sṳ
              


              
                	See also:

                  General Chinese (Chao Yuenren)

                  Cyrillization

                  Xiao'erjing

                  Zhuyin

                  Romanisation in Singapore

                  Romanisation in Taiwan
              


              
                	
              

            

          


          Pinyin, more formally Hanyu Pinyin, is the most common Standard Mandarin romanization system in use. Hanyu means the Chinese language, and pinyin means "spell sound", or the spelling of the sound.


          Pinyin is the most common standard for representing Standard Mandarin in the Latin alphabet. The correspondence between letter and sound does not follow any single other language, but does not depart any more from the norms of the Latin alphabet than many European languages. For example, the aspiration distinction between b, d, g and p, t, k is similar to that of English, but not to that of French. Z and c also have that distinction; however, they are pronounced as [ts], as in languages such as German, Italian, and Polish, which do not have that distinction. From s, z, c come the digraphs sh, zh, ch by analogy with English sh, ch; although this introduces the novel combination zh, it is internally consistent in how the two series are related, and represents the fact that many Chinese pronounce sh, zh, ch as s, z, c. In the x, j, q series, x rather resembles its pronunciation in Catalan, though q is more novel.


          


          History


          In 1954, the Ministry of Education of the PRC assigned a Committee (Committee for the Reform of the Chinese Written Language) to reform the written language. This committee developed Hanyu Pinyin based upon existing systems of that time ( Gwoyeu Romatzyh of 1928, Latinxua Sin Wenz of 1931, it uses the diacritic markings from Zhuyin). The main force behind pinyin was Zhou Youguang (born 1905, turning 103 in 2008 in good health). Zhou Youguang was working in a New York bank when he decided to return to China to help rebuild the country after the war. He became an economics professor in Shanghai. The government assigned him to help the development of a new romanisation system. The switch to language and writing largely saved him from the wrath of the Cultural Revolution of Mao Zedong.


          A first draft was published on February 12, 1956. The first edition of Hanyu Pinyin was approved and adopted at the Fifth Session of the 1st National People's Congress on February 11, 1958. It was then introduced to primary schools as a way to teach Standard Mandarin pronunciation, and used to improve the literacy rate among adults. In 2001, the Chinese Government issued the National Common Language Law, providing a legal basis for applying pinyin.


          Pinyin vowels are pronounced similarly to vowels in Romance languages, and most consonants are similar to English. A pitfall for English-speaking novices is, however, the unusual pronunciation of x, q, j, c, zh, ch, sh and z (and sometimes -i) and the unvoiced pronunciation of d, b, and g. More information on the pronunciation of all pinyin letters in terms of English approximations is given further below.


          The pronunciation of Chinese is generally given in terms of initials and finals, which represent the segmental phonemic portion of the language. Initials are initial consonants, while finals are all possible combinations of medials ( semivowels coming before the vowel), the nucleus vowel, and coda (final vowel or consonant).


          For a complete table of all pinyin syllables, see pinyin table.


          


          Usage


          Hanyu Pinyin superseded older romanization systems such as Wade-Giles (1859; modified 1892) and Chinese Postal Map Romanization, and replaced Zhuyin as the method of Chinese phonetic instruction in mainland China. Hanyu Pinyin was adopted in 1979 by the International Organization for Standardization (ISO) as the standard romanization for modern Chinese (ISO-7098:1991). It has also been accepted by the Government of Singapore, the Library of Congress, the American Library Association, and many other international institutions. It has also become a useful tool for entering Chinese language text into computers.


          The spelling of Chinese geographical or personal names in pinyin has become a standard or most common way to transcribe them in English.


          Chinese speaking Standard Mandarin at home use pinyin to help children associate characters with spoken words which they already know; however, for the many Chinese who do not use Standard Mandarin at home, pinyin is used to teach them the Standard Mandarin pronunciation of words when they learn them in elementary school.


          Pinyin has become a tool for many foreigners to learn the Mandarin pronunciation, it is used to explain the grammar and spoken Mandarin together with hanzi. Like zhuyin fuhao it is used as a phonetic guide in books for children but also dialect speakers and foreign learners. Books containing both Chinese characters and pinyin are popular with foreign learners of Chinese, pinyin's role in teaching pronunciation to foreigners and children is similar to furigana-based books (with hiragana letters written above or next to kanji) in Japanese or fully vocalised texts in Arabic ("vocalised Arabic") but as mentioned above, pinyin is also the main romanisation method.


          


          Initials and Finals


          Unlike in Indo-European languages, initials ( simplified Chinese: 声母; traditional Chinese: 聲母) and finals ( simplified Chinese: 韵母; traditional Chinese: 韻母, or rhyming sounds) - and not consonants and vowels - are the fundamental elements in Pinyin (and most other phonetic systems used to describe the Han language). Nearly each Chinese syllable can be spelled with exactly one initial followed by one final, except in the special syllable 'er' and when a trailing 'r' is considered part of a syllable (see below). The latter case, though a common practice in some sub-dialects, is rarely used in official publications.


          Even though most initials contain a consonant, finals are not simple vowels, especially in compound finals ( simplified Chinese: 复韵母; traditional Chinese: 復韻母), i.e., when one "final" is placed in front of another one. For example, [i] and [u] are pronounced with such tight openings that some native Chinese speakers (especially when singing or on stage) pronounce yī (Chinese: 衣, clothes, officially pronounced as /i/) as /ji/, wi ( simplified Chinese: 围; traditional Chinese: 圍, to enclose, officially as /uei/) as /wei/ or /wuei/. The concepts of consonants and vowels are not incorporated in Pinyin or its predecessors, despite the fact that the Roman alphabets are used in Pinyin. In the entire Pinyin system, there is not a list of consonants, nor a list of vowels.


          


          Initials


          In each cell below, the first line indicates the IPA, the second indicates pinyin.


          
            
              	

              	Bilabial

              	Labio-

              dental

              	Co-

              articulated

              	Alveolar

              	Retroflex

              	Alveolo-

              palatal

              	Palatal

              	Velar
            


            
              	Plosive

              	[p]

              b

              	[pʰ]

              p

              	

              	

              	[t]

              d

              	[tʰ]

              t

              	

              	

              	

              	[k]

              g

              	[kʰ]

              k
            


            
              	Nasal

              	[m]

              m

              	

              	

              	[n]

              n

              	

              	

              	

              	
            


            
              	Lateral approximant

              	

              	

              	

              	[l]

              l

              	

              	

              	

              	
            


            
              	Affricate

              	

              	

              	

              	[ts]

              z

              	[tsʰ]

              c

              	[ʈʂ]

              zh

              	[ʈʂʰ]

              ch

              	[tɕ]

              j

              	[tɕʰ]

              q

              	

              	
            


            
              	Fricative

              	

              	[f]

              f

              	

              	[s]

              s

              	[ʂ]

              sh

              	[ʐ] 1

              r

              	[ɕ]

              x

              	

              	[x]

              h
            


            
              	Approximant

              	

              	

              	[w]2

              w

              	

              	[ɻ] 1

              r

              	

              	[j] 3

              y

              	
            

          


          1 /ɻ/ may phonetically be /ʐ/ (a voiced retroflex fricative). This pronunciation varies among different speakers, and is not two different phonemes.

          2 the letter "w" may be considered as an initial or a final, and may be pronounced as /w/ or /u/

          3 the letter "y" may be considered as an initial or a final, and may be pronounced as /j/ or /i/



          Note: Letters "y" and "w" are not included in table of initials in the official Pinyin system. They are used as spelling aids in place of "i", "u" and "" when there is no other initials, and carry the pronunciations of the corresponding finals. Consonants /j/ and /w/ are not officially used for these letters; they are absent from standard Chinese.


          Conventional order (excluding w and y), derived from the Zhuyin system, is:


          
            
              	b p m f

              	d t n l

              	g k h

              	j q x

              	zh ch sh r

              	z c s
            

          


          


          Finals


          In each cell below, the first line indicates IPA, the second indicates pinyin for a standalone (no-initial) form, and the third indicates pinyin for a combination with an initial. Other than finals modified by an -r, which are omitted, the following is an exhaustive table of all possible finals. 1


          The only syllable-final consonants in standard Mandarin are -n and -ng, and -r which is attached as a grammatical suffix. Chinese syllables ending with any other consonant is either from a non-Mandarin language (southern Chinese languages such as Cantonese, or minority languages of China), or it indicates the use of a non-pinyin Romanization system (where final consonants may be used to indicate tones).


          
            
              	Nucleus

              	Coda

              	Medial
            


            
              	

              	i

              	u

              	y
            


            
              	a

              	

              	[a]

              a

              -a

              	[ia]

              ya

              -ia

              	[ua]

              wa

              -ua

              	
            


            
              	i

              	[aɪ]

              ai

              -ai

              	

              	[uaɪ]

              wai

              -uai

              	
            


            
              	u

              	[ɑʊ]

              ao

              -ao

              	[iɑʊ]

              yao

              -iao

              	

              	
            


            
              	n

              	[an]

              an

              -an

              	[iɛn]

              yan

              -ian

              	[uan]

              wan

              -uan

              	[yɛn]

              yuan

              -an 2
            


            
              	ŋ

              	[ɑŋ]

              ang

              -ang

              	[iɑŋ]

              yang

              -iang

              	[uɑŋ]

              wang

              -uang

              	
            


            
              	ə

              	

              	[ɤ]

              e

              -e

              	[iɛ]

              ye

              -ie

              	[uɔ]

              wo

              -uo/-o 3

              	[y]

              yue

              -e 2
            


            
              	i

              	[eɪ]

              ei

              -ei

              	

              	[ueɪ]

              wei

              -ui

              	
            


            
              	u

              	[oʊ]

              ou

              -ou

              	[ioʊ]

              you

              -iu

              	

              	
            


            
              	n

              	[ən]

              en

              -en

              	[in]

              yin

              -in

              	[uən]

              wen

              -un

              	[yn]

              yun

              -n 2
            


            
              	ŋ

              	[əŋ]

              eng

              -eng

              	[iŋ]

              ying

              -ing

              	[uəŋ], [ʊŋ] 4

              weng

              -ong

              	[yʊŋ]

              yong

              -iong
            


            
              	

              	[z̩], [ʐ̩̩]

              

              -i

              	[i]

              yi

              -i

              	[u]

              wu

              -u

              	[y]

              yu

              - 2
            

          


          1 /ər/ (而, 二, etc.) is written as er. For other finals formed by the suffix -r, pinyin does not use special orthography; one simply appends -r to the final that it is added to, without regard for any sound changes that may take place along the way. For information on sound changes related to final -r, please see Standard Mandarin.

          2 "" is written as "u" after j, q, x, or y.

          3 "uo" is written as "o" after b, p, m, or f.

          4 It is pronounced [ʊŋ] when it follows an initial, and pinyin reflects this difference.



          In addition,  [ɛ] is used to represent certain interjections.


          


          Rules given in terms of English pronunciation


          All rules given here in terms of English pronunciation are approximate, as several of these sounds do not correspond directly to sounds in English.


          


          Pronunciation of initials


          
            
              	Pinyin

              	IPA

              	Explanation
            


            
              	b

              	[p]

              	unaspirated p, as in spit
            


            
              	p

              	[pʰ]

              	aspirated p, as in pit
            


            
              	m

              	[m]

              	as in English mum
            


            
              	f

              	[f]

              	as in English fun
            


            
              	d

              	[t]

              	unaspirated t, as in stop
            


            
              	t

              	[tʰ]

              	aspirated t, as in top
            


            
              	n

              	[n]

              	as in English nit
            


            
              	l

              	[l]

              	as in English love
            


            
              	g

              	[k]

              	unaspirated k, as in skill
            


            
              	k

              	[kʰ]

              	aspirated k, as in kill
            


            
              	h

              	[x]

              	like the English h if followed by "a"; otherwise it is pronounced more roughly (not unlike the Scots ch or Russian х (Cyrillic "kha")).
            


            
              	j

              	[tɕ]

              	like q, but unaspirated. (To get this sound, first take the sound halfway between joke and check, and then slowly pass it backwards along the tongue until it is entirely clear of the tongue tip.) While this exact sound is not used in English, the closest match is the j in ajar, not the s in Asia; this means that "Beijing" is pronounced like "bay-jing", not like "beige-ing".
            


            
              	q

              	[tɕʰ]

              	like church; pass it backwards along the tongue until it is free of the tongue tip. In Mandarin pronunciation should not be confused with "ch" but in English both "ch" and "q" are often pronounced the same.
            


            
              	x

              	[ɕ]

              	like sh or palatalised s, but take the sound and pass it backwards along the tongue until it is clear of the tongue tip; very similar to the final sound in German ich, and to huge or Hugh in some English dialects. The combination "xi" is very similar both to the Russian си or the Japanese し.
            


            
              	zh

              	[ʈʂ]

              	ch with no aspiration (a sound between joke and church, tongue tip curled more upwards); very similar to merger in American English, but not voiced
            


            
              	ch

              	[ʈʂʰ]

              	as in chin, but with the tongue curled upwards; very similar to nurture or tree in American English, but strongly aspirated
            


            
              	sh

              	[ʂ]

              	as in shinbone, but with the tongue curled upwards; very similar to undershirt in American English
            


            
              	r

              	[ʐ] or [ɻ]

              	Similar to the English r in rank, but with the lips spread and with the tongue curled upwards. The initial "r" can also be described as French "j" [ʒ] or a cross between English "r" and French "j". In Cyrillised Chinese the same sound is always rendered with letter "ж" (French "j").
            


            
              	z

              	[ts]

              	unaspirated c (something between suds and cats)
            


            
              	c

              	[tsʰ]

              	like ts in bats, however more aspirated
            


            
              	s

              	[s]

              	as in sun
            


            
              	w

              	[u]

              	Note that "w" is not pronounced as a "w", rather it is pronounced as the "u" (pinyin-pronounced) that "w" replaced. i.e. "w" replaces "u" in words starting with "u" (no initial / final only). This use of "w" is a spelling convention, to disambiguate syllable breaks when such "u-" words follow other words. As a spelling convention, it does not actually alter the pre-replacement pronunciation.
            


            
              	y

              	[i]

              	
                case 1) Note that "y" is not pronounced as a "y", rather it is pronounced as the "i" (pinyin-pronounced) that it replaced. i.e. "y" replaces "i" in words starting with "i" (no initial / final only). This use of "y" is a spelling convention, to disambiguate syllable breaks when such "i-" words follow other words. As a spelling convention, it does not actually alter the original pronunciation.

                case 2) Similarly, note that "yu" is not pronounced as a "yu", rather it is pronounced as the (pinyin-pronounced) "" that it replaced. i.e. "yu" replaces "" in words starting with "" (no initial / final only). This use of "yu" is a spelling convention, to disambiguate syllable breaks when such "-" words follow other words and due to historical type and font set limitations. As a spelling convention, it does not actually alter the original pronunciation.

              
            

          


          


          Pronunciation of finals


          The following is an exhaustive list of all finals in Standard Mandarin. Those ending with a final -r are listed at the end.


          To find a given final:


          
            	Remove the initial consonant. For zh-, ch-, sh-, both letters should be removed, they are single consonants spelt with two letters.


            	Although y- and w- are consonants nevertheless they may be considered as part of finals and do not remove those.

              
                	Syllables beginning with y- and w- may be considered as standalone forms of finals "i, u, " and finals beginning with "i-, u-, -".

              

            


            	If a syllable begins with j-, q-, x-, or y-, and the final is -u or starts with -u-, then change -u or -u- to - or --.

          


          
            
              	Pinyin

              	IPA

              	Final-only form

              	Explanation
            


            
              	-i

              	[z̩], [ʐ̩]

              	n/a

              	Displayed as an "i" after: "zh", "ch", "sh", "r", "z", "c" or "s". After "z", "c" or "s", sounds like a prolonged "zzz" sound. After "zh", "ch", "sh" or "r", sounds like a prolonged American "r" sound. In some dialects, pronounced slightly more open, allowing a clear-sounding vowel to pass through (a high, central, unrounded vowel, something like IPA /ɨ/; say 'zzz' and lower the tongue just enough for the buzzing to go away).
            


            
              	a

              	[ɑ]

              	a

              	as in "father"
            


            
              	o

              	[uɔ]

              	o

              	starts with English "oo" and ends with a plain continental "o".
            


            
              	e

              	[ɤ], [ə]

              	e

              	a back, unrounded vowel, which can be formed by first pronouncing a plain continental "o" ( AuE and NZE law) and then spreading the lips without changing the position of the tongue. That same sound is also similar to English "duh", but not as open. Many unstressed syllables in Chinese use the schwa (idea), and this is also written as e.
            


            
              	

              	[ɛ]

              	(n/a)

              	as in "bet". Only used in certain interjections.
            


            
              	ai

              	[aɪ]

              	ai

              	like English "eye", but a bit lighter
            


            
              	ei

              	[ei]

              	ei

              	as in "hey"
            


            
              	ao

              	[ɑʊ]

              	ao

              	approximately as in "cow"; the a is much more audible than the o
            


            
              	ou

              	[ou̯]

              	ou

              	as in "so"
            


            
              	an

              	[an]

              	an

              	starts with plain continental "a" ( AuE and NZE bud) and ends with "n"
            


            
              	en

              	[ən]

              	en

              	as in "taken"
            


            
              	ang

              	[ɑŋ]

              	ang

              	as in German Angst, including the English loan word angst (starts with the vowel sound in father and ends in the velar nasal; like song in American English)
            


            
              	eng

              	[ɤŋ]

              	eng

              	like e above but with ng added to it at the back
            


            
              	ong

              	[ʊŋ]

              	n/a

              	starts with the vowel sound in b'ook and ends with the velar nasal sound in sing
            


            
              	er

              	[ɑɻ]

              	er

              	like English "are" (exists only on its own, or as the last part of a final in combination with others - see bottom of this list)
            


            
              	Finals beginning with i- (y-)
            


            
              	i

              	[i]

              	yi

              	like English "ee", except when preceded by "c", "ch", "r", "s", "sh", "z" or "zh"
            


            
              	ia

              	[iɑ]

              	ya

              	as i + a; like English "yard"
            


            
              	io

              	[iɔ]

              	yo

              	as i + plain continental "o". Only used in certain interjections.
            


            
              	ie

              	[iɛ]

              	ye

              	as i + ; but is very short; e (pronounced like ) is pronounced longer and carries the main stress (similar to the initial sound ye in yet)
            


            
              	iao

              	[iɑʊ]

              	yao

              	as i + ao
            


            
              	iu

              	[iou̯]

              	you

              	as i + ou
            


            
              	ian

              	[iɛn]

              	yan

              	as i +  + n; like English yen
            


            
              	in

              	[in]

              	yin

              	as i + n
            


            
              	iang

              	[iɑŋ]

              	yang

              	as i + ang
            


            
              	ing

              	[iŋ]

              	ying

              	as i but with ng added to it at the back
            


            
              	iong

              	[iʊŋ]

              	yong

              	as i + ong
            


            
              	Finals beginning with u- (w-)
            


            
              	u

              	[u]

              	wu

              	like English "oo"
            


            
              	ua

              	[ua]

              	wa

              	as u + a
            


            
              	uo

              	[uɔ]

              	wo

              	as u + o; the o is pronounced shorter and lighter than in the o final
            


            
              	uai

              	[uaɪ]

              	wai

              	as u + ai
            


            
              	ui

              	[ueɪ]

              	wei

              	as u + ei; here, the i is pronounced like ei
            


            
              	uan

              	[uan]

              	wan

              	as u + an
            


            
              	un

              	[uən]

              	wen

              	as u + en; like the on in the English won
            


            
              	uang

              	[uɑŋ]

              	wang

              	as u + ang; like the ang in English angst or anger
            


            
              	n/a

              	[uɤŋ]

              	weng

              	as u + eng
            


            
              	Finals beginning with - (yu-)
            


            
              	

              	[y]

              	yu

              	as in German "ben" or French "lune" (To get this sound, say "ee" with rounded lips)
            


            
              	ue

              	[yɛ]

              	yue

              	as  + ; the  is short and light
            


            
              	an

              	[yɛn]

              	yuan

              	as  + + n;
            


            
              	n

              	[yn]

              	yun

              	as  + n;
            


            
              	Finals that are a combination of finals above + r final
            


            
              	ar

              	[ɑɻ]

              	

              	like ar in American English "art"
            


            
              	er

              	[ɤɻ]

              	

              	as e + r; not to be confused with er final on its own- this form only exists with an initial character before it
            


            
              	or

              	[uɔɻ]

              	

              	as o + r
            


            
              	air

              	[ɑɻ]

              	

              	as ar
            


            
              	eir

              	[ɝ]

              	

              	as schwa + r
            


            
              	aor

              	[ɑʊɻ]

              	

              	as ao + r
            


            
              	our

              	[ou̯ɻ]

              	

              	as ou + r
            


            
              	anr

              	[ɑɻ]

              	

              	as ar
            


            
              	enr

              	[əɻ]

              	

              	as schwa + r
            


            
              	angr

              	[ɑ̃ɻ]

              	

              	as ang + r, with ng removed and the vowel nasalized
            


            
              	engr

              	[ɤ̃ɻ]

              	

              	as eng + r, with ng removed and the vowel nasalized
            


            
              	ongr

              	[ʊ̃ɻ]

              	

              	as ong + r, with ng removed and the vowel nasalized
            


            
              	ir

              	[iəɻ]

              	

              	as i + schwa + r
            


            
              	ir

              	[əɻ]

              	

              	after "c", "ch", "r", "s", "sh", "z", "zh": as schwa + r.
            


            
              	iar

              	[iɑɻ]

              	

              	as i + ar
            


            
              	ier

              	[iɛɻ]

              	

              	as ie + r
            


            
              	iaor

              	[iɑʊɻ]

              	

              	as iao + r
            


            
              	iur

              	[iou̯ɻ]

              	

              	as iou + r
            


            
              	ianr

              	[iɑɻ]

              	

              	as i + ar
            


            
              	inr

              	[iəɻ]

              	

              	as ir
            


            
              	iangr

              	[iɑ̃ɻ]

              	

              	as i + angr
            


            
              	ingr

              	[iɤ̃ɻ]

              	

              	as i + engr
            


            
              	iongr

              	[yʊ̃ɻ]

              	

              	as i + ongr
            


            
              	ur

              	[uɻ]

              	

              	as u + r
            


            
              	uar

              	[uɑɻ]

              	

              	as u + ar
            


            
              	uor

              	[uɔɻ]

              	

              	as uo + r
            


            
              	uair

              	[uɑɻ]

              	

              	as u + ar
            


            
              	uir

              	[uɝ]

              	

              	as u + schwa + r
            


            
              	uanr

              	[uɑɻ]

              	

              	as u + ar
            


            
              	unr

              	[uəɻ]

              	

              	as u + schwa + r
            


            
              	uangr

              	[uɑ̃ɻ]

              	

              	as u + angr
            


            
              	r

              	[yəɻ]

              	

              	as  + schwa + r
            


            
              	er

              	[yɛɻ]

              	

              	as ue + r
            


            
              	anr

              	[yɑɻ]

              	

              	as  + ar
            


            
              	nr

              	[yəɻ]

              	

              	as  + schwa + r
            

          


          


          Orthography


          


          Letters


          Pinyin differs from other romanizations in several aspects, such as the following:


          
            	Syllables starting with u are written as w in place of u (e.g. ueng is written as weng). Standalone u is written as wu.


            	Syllables starting with i are written as y in place of i (e.g. iou is written as you). Standalone i is written as yi.


            	Syllables starting with  are written as yu in place of  (e.g. e is written as yue).


            	 is written as u when there is no ambiguity (such as ju, qu, and xu), but written as  when there are corresponding u syllables (such as l and n). In such situations where there are corresponding u syllables, it is often replaced with v on a computer, making it easier to type on a standard keyboard.


            	When preceded by a consonant, iou, uei, and uen are simplified as iu, ui, and un (which do not represent the actual pronunciation).


            	As in zhyīn, what are actually pronounced as buo, puo, muo, and fuo are given a separate representation: bo, po, mo, and fo.


            	The apostrophe (') is often used before a, o, and e to separate syllables in a word where ambiguity could arise, especially when omitting tone marks, e.g., pi'ao ( simplified Chinese: 皮袄; traditional Chinese: 皮襖) vs. piao (票), and Xi'an (西安) vs. xian (先).


            	Eh alone is written as ; elsewhere as e. Schwa is always written as e.


            	zh, ch, and sh can be abbreviated as ẑ, ĉ, and ŝ (z, c, s with a circumflex). However, the shorthands are rarely used due to difficulty of entering them on computers.


            	ng has the uncommon shorthand of ŋ.


            	The letter v is unused （except in spelling foreign languages, languages of minority nationalities, and some dialects), despite a conscious effort to distribute letters more evenly than in Western languages.

          


          Most of the above are used to avoid ambiguity when writing words of more than one syllable in pinyin. For example uenian is written as wenyan because it is not clear which syllables make up uenian; uen-ian, uen-i-an and u-en-i-an are all possible combinations whereas wenyan is unambiguous because we, nya, etc. do not exist in pinyin. A summary of possible pinyin syllables (not including tones), can be reviewed at: pinyin table


          


          Capitalization and word formation


          
            [image: Many writers are not yet aware of the rules for dividing text into words by spaces, and either put a space after each syllable, or run all words together. The manufacturer of these blankets put unnecessary spaces into 'Bishikaike' (the correct pinyin for 比什凯克, 'Bishkek') - but wrote the English text on top with no spaces at all.]

            
              Many writers are not yet aware of the rules for dividing text into words by spaces, and either put a space after each syllable, or run all words together. The manufacturer of these blankets put unnecessary spaces into 'Bishikaike' (the correct pinyin for 比什凯克, ' Bishkek') - but wrote the English text on top with no spaces at all.
            

          


          Although Chinese characters represent single syllables, Mandarin Chinese is a polysyllabic language. Spacing in pinyin is based on whole words, not single syllables. However, there are often ambiguities in partitioning a word. Orthographic rules were put into effect in 1988 by the National Educational Commission (国家教育委员会, pinyin: Gujiā Jioy Wěiyunhu ) and the National Language Commission (国家语言文字工作委员会, pinyin: Gujiā Yǔyn Wnz Gōngzu Wěiyunhu).


          
            	
              General

              
                	Single meaning: Words with a single meaning, which are usually set up of two characters (sometimes one, seldom three), are written together and not capitalized: rn (Chinese: 人, person); pngyou (Chinese: 朋友, friend), qiǎokl ( simplified Chinese: 巧克力; traditional Chinese: 巧尅力, chocolate)


                	Combined meaning (2 characters): Same goes for words combined of two words to one meaning: hǎifēng ( simplified Chinese: 海风; traditional Chinese: 海風, sea breeze); wnd ( simplified Chinese: 问答; traditional Chinese: 問答, Q&A), qungu ( simplified Chinese: 全国; traditional Chinese: 全國, 'pan-national')


                	Combined meaning (4 or more characters): Words with four or more characters having one meaning are split up with their original meaning if possible: wfng gāngguǎn ( simplified Chinese: 无缝钢管; traditional Chinese: 無縫鋼管, seamless steel-tube); hunjng bǎoh guīhu ( simplified Chinese: 环境保护规划; traditional Chinese: 環境保護規劃, environmental protection planning)

              

            


            	
              Duplicated words

              
                	AA: Duplicated characters (AA) are written together: rnrn (Chinese: 人人, everybody), knkn (Chinese: 看看, to have a look), ninnin (Chinese: 年年, every year)


                	ABAB: two characters duplicated (ABAB) are written separated: ynjiū ynjiū (Chinese: 研究研究, to study, to research), xuěbi xuěbi (Chinese: 雪白雪白, snow-white)


                	AABB: A hyphen is used with the schema AABB: lili-wǎngwǎng ( simplified Chinese: 来来回回; traditional Chinese: 來來囬囬, go back and forth), qiānqiān-wnwn ( simplified Chinese: 千千万万; traditional Chinese: 仟仟萬萬, numerous)

              

            


            	
              Nouns and names (mngc): Nouns are written in one: zhuōzi (Chinese: , table), mtou ( simplified Chinese: 木头; traditional Chinese: 木頭, wood)

              
                	Even if accompanied by a prefix and suffix: fbzhǎng ( simplified Chinese: 副部长; traditional Chinese: 副部長, vice minister), chngwyun ( simplified Chinese: 乘务员; traditional Chinese: 乘務員, conductor), hizimen ( simplified Chinese: 孩子们; traditional Chinese: 孩子們, children)


                	Words of position are separated: mn wi (outdoor), h li (in the river), huǒchē shngmian (on the train), Hung H yǐnn (south of the Yellow River)

                  
                    	Exceptions are words traditionally connected: tiānshang (in the sky), dxia (on the ground), kōngzhōng (in the air), hǎiwi (overseas)

                  

                


                	Surnames are separated from the given name: Lǐ Hu, Zhāng Sān. If the given name consists of two syllables, it should be written as one: Wng Jinggu.


                	Titles following the name are separated and are not capitalized: Wng bzhǎng (minister Wang), Lǐ xiānsheng (Mr. Li), Tin zhǔrn (director Tian), Zho tngzh (comrade Zhao).


                	The forms of addressing people with Lǎo, Xiǎo, D and A are capitalized: Xiǎo Li ([young] Ms. Liu), D Lǐ ([great] Mr. Li), A Sān (Ah San), Lǎo Qin ([senior] Mr. Qian), Lǎo W ([senior] Ms. Wu)

                  
                    	Exceptions are: Kǒngzǐ (Master Confucius), Bāogōng (Judge Bao), Xīshī (a historical person), Mngchngjūn (a historical person)

                  

                


                	Geographical names of China: Běijīng Sh (City of Beijing), Hběi Shěng (Province of Hebei), Yāl Jiāng (Yalu River), Ti Shān (Mt. Taishan), Dngtng H (Lake Donting), Tiwān Hǎixi (Taiwan strait)


                	Non-Chinese names translated back from Chinese will be written by their original writing: Marx, Einstein, London, Tokyo

              

            


            	
              Verbs (dngc): Verbs and their suffixes (-zhe, -le and -guo) are written as one: knzhe/knle/knguo (to see/saw/seen), jngxngzhe (to implement). Le as it appears in the end of a sentence is separated though: Huǒchē do le (The train [has] arrived).

              
                	Verbs and their objects are separated: kn xn (read a letter), chī y (eat fish), kāi wnxio (to be kidding).


                	If verbs and their complements are each monosyllabic, they are written together, if not, separated: gǎohui ("to make broken"), dǎsǐ (hit to death), huwi ("to become damp"), zhěnglǐ hǎo (to straighten out), gǎixiě wi (rewrite a screenplay)

              

            


            	
              Adjectives (xngrngc): A monosyllabic adjective and its reduplication are written as one: mēngmēngling (dim), lingtāngtāng (shining bright)

              
                	Complements of size or degree (as xiē, yīxiē, diǎnr, yīdiǎnr) are written separated: d xiē (a little bigger), kui yīdiānr (a bit faster)

              

            


            	
              Pronouns (dic)

              
                	The plural suffix -men directly follows up: wǒmen (we), tāmen (they)


                	The demonstrative pronoun zh (this), n (that) and the question pronoun nǎ (which) are separated: zh rn (this person), n c huy (that meeting), nǎ zhāng bozhǐ (which newspaper)

                  
                    	Exceptions are: nli (there), zhbian (over here), zhge (this piece), zhme (so), zhmeyng (that way)... and similar ones.

                  

                

              

            


            	
              Numerals and measure words (shc h lingc)

              
                	Words like g/měi (every, each), mǒu (any), běn (that), gāi (that), wǒ (mine, our), are separated from the measure words following them: g gu (every nation), g g (everyone), měi nin (every year), mǒu gōngchǎng (a certain factory), wǒ xio (our school).

              

            

          


          


          Tones


          
            [image: Relative pitch changes of the four tones]

            
              Relative pitch changes of the four tones
            

          


          The pinyin system also uses diacritics for the four tones of Mandarin, usually above a non-medial vowel. Many books printed in China mix fonts, with vowels and tone marks rendered in a different font than the surrounding text, tending to give such pinyin texts a typographically ungainly appearance. This style, most likely rooted in early technical limitations, has led many to believe that pinyin's rules call for this practice and also for the use of "ɑ" (with no curl over the top) rather than the standard style of the letter "a" found in most fonts. The official rules of Hanyu Pinyin, however, specify no such practice. Note that tone marks can also appear on consonants in certain vowelless exclamations.


          
            	The first tone (Flat or High Level Tone) is represented by a macron (ˉ) added to the pinyin vowel:

              
                	

                ā (ɑ̄) ē ī ō ū ǖ Ā Ē Ī Ō Ū Ǖ

              

            


            	The second tone (Rising or High-Rising Tone) is denoted by an acute accent (ˊ):

              
                	

                 (ɑ́)     ǘ      Ǘ

              

            


            	The third tone (Falling-Rising or Low Tone) is marked by a caron/hček (ˇ). It is not the rounded breve (˘), though a breve is sometimes substituted due to font limitations.

              
                	

                ǎ (ɑ̌) ě ǐ ǒ ǔ ǚ Ǎ Ě Ǐ Ǒ Ǔ Ǚ

              

            


            	The fourth tone (Falling or High-Falling Tone) is represented by a grave accent (ˋ):

              
                	

                 (ɑ̀)     ǜ      Ǜ

              

            


            	The fifth or neutral tone (Neutral Tone) is represented by a normal vowel without any accent mark:

              
                	

                a (ɑ) e i o u  A E I O U 

              

            

          


          
            	(In some cases, this is also written with a dot before the syllable; for example, ma.)

          


          These tone marks normally are only used in Mandarin textbooks or in foreign learning texts, but they are essential for correct pronunciation of Mandarin syllables, as exemplified by the following classic example of five characters whose pronunciations differ only in their tones:


          
            
              	
                Traditional characters:


                媽(mā) 麻(m) 馬(mǎ) 罵(m) 嗎(ma)


                Simplified characters:


                妈(mā) 麻(m) 马(mǎ) 骂(m) 吗(ma)

              

              	
            

          


          The words are "mother", "hemp", "horse", "scold" and a question particle, respectively.


          


          Numbers in place of tone marks


          Since most computer fonts do not contain the macron or caron accents, a common convention is to add a digit representing the tone to the end of individual syllables. For example, "tng" (tong with the rising tone) is written "tong2". The number used for each tone is as the order listed above (except the "fifth tone", which, in addition to being numbered 5, is also sometimes not numbered or numbered zero, as in ma0 (吗/嗎, an interrogative marker).


          
            
              	Tone

              	Tone Mark

              	Number added to end of syllable

              in place of tone mark

              	Example using

              tone mark

              	Example using

              number

              	IPA
            


            
              	First

              	macron ( ˉ )

              	1

              	mā

              	ma1

              	mɑ˥˥
            


            
              	Second

              	acute accent ( ˊ )

              	2

              	m

              	ma2

              	mɑ˧˥
            


            
              	Third

              	caron ( ˇ )

              	3

              	mǎ

              	ma3

              	mɑ˨˩˦
            


            
              	Fourth

              	grave accent ( ˋ )

              	4

              	m

              	ma4

              	mɑ˥˩
            


            
              	"Neutral" or "Fifth"

              	No mark

              or dot before syllable ()

              	no number

              5

              0

              	ma

              ma

              	ma

              ma5

              ma0
            

          


          


          Rules for placing the tone mark


          The rules for determining on which vowel the tone mark appears are as follows:


          
            	If there is more than one vowel and the first vowel is i, u, or , then the tone mark appears on the last vowel.


            	In all other cases, the tone mark appears on the vowels in this order: a, o, e.

          


          (y and w are not considered vowels for these rules.)


          The reasoning behind these rules is in the case of diphthongs and triphthongs, i, u, and  (and their orthographic equivalents y and w when there is no initial consonant) are considered medial glides rather than part of the syllable nucleus in Chinese phonology. The rules ensure that the tone mark always appears on the nucleus of a syllable.


          Another algorithm for determining the vowel on which the tone mark appears is as follows:


          
            	First, look for an "a" or an "e". If either vowel appears, it takes the tone mark. There are no possible pinyin syllables that contain both an "a" and an "e".


            	If there is no "a" or "e", look for an "ou". If "ou" appears, then the "o" takes the tone mark.


            	If none of the above cases hold, then the last vowel in the syllable takes the tone mark.

          


          


          The character ""


          An umlaut is placed over the letter u when it occurs after the initials l and n in order to represent the sound [y]. This is necessary in order to distinguish the front high rounded vowel in l (e.g. 驴/驢 donkey) from the back high rounded vowel in lu (e.g. 炉/爐 oven). Tonal markers are added on top of the umlaut, as in lǘ.


          However, the  is not used in other contexts where it represents a front high rounded vowel, namely after the letters j, q, x and y. For example, the sound of the word 鱼/魚 (fish) is transcribed in pinyin simply as y, not as yǘ. This practice is opposed to Wade-Giles, which always uses , and Tongyong Pinyin, which always uses yu. Whereas Wade-Giles needs to use the umlaut to distinguish between ch (pinyin ju) and chu (pinyin zhu), this ambiguity cannot arise with pinyin, so the more convenient form ju is used instead of j. Genuine ambiguities only happen with nu/n and lu/l, which are then distinguished by an umlaut diacritic.


          Many fonts or output methods do not support an umlaut for  or cannot place tone marks on top of . Likewise, using  in input methods is difficult because it is not present as a simple key on many keyboard layouts. For these reasons v is sometimes used instead by convention. Occasionally, uu (double u), u: (u followed by a colon) or U (capital u) is used in its place.


          


          Comparison chart


          
            
              Vowels a, e, o, i
            

            
              	IPA

              	ɑ

              	ɔ

              	ɤ

              	aɪ

              	eɪ

              	ɑʊ

              	ɤʊ

              	an

              	ən

              	ɑŋ

              	ɤŋ

              	ɑɻ

              	ʊŋ

              	i

              	iɛ

              	iɤʊ

              	iɛn

              	iɪn

              	jiŋ
            


            
              	Pinyin

              	a

              	o

              	e

              	ai

              	ei

              	ao

              	ou

              	an

              	en

              	ang

              	eng

              	er

              	ong

              	yi

              	ye

              	you

              	yan

              	yin

              	ying
            


            
              	Tongyong Pinyin

              	a

              	o

              	e

              	ai

              	ei

              	ao

              	ou

              	an

              	en

              	ang

              	eng

              	er

              	ong

              	yi

              	ye

              	you

              	yan

              	yin

              	ying
            


            
              	Wade-Giles

              	a

              	o

              	o/

              	ai

              	ei

              	ao

              	ou

              	an

              	n

              	ang

              	ng

              	rh

              	ung

              	i

              	yeh

              	yu

              	yen

              	yin

              	ying
            


            
              	Zhuyin

              	ㄚ

              	ㄛ

              	ㄜ

              	ㄞ

              	ㄟ

              	ㄠ

              	ㄡ

              	ㄢ

              	ㄣ

              	ㄤ

              	ㄥ

              	ㄦ

              	ㄨㄥ

              	ㄧ

              	ㄧㄝ

              	ㄧㄡ

              	ㄧㄢ

              	ㄧㄣ

              	ㄧㄥ
            


            
              	example

              	阿

              	哦

              	俄

              	艾

              	黑

              	凹

              	偶

              	安

              	恩

              	昂

              	冷

              	二

              	中

              	一

              	也

              	又

              	言

              	音

              	英
            

          


          
            
              Vowels u, y
            

            
              	IPA

              	u

              	uɔ

              	ueɪ

              	uan

              	uən

              	uʊn

              	uɤŋ

              	uʊŋ

              	y

              	yɛ

              	yɛn

              	yn

              	iʊŋ
            


            
              	Pinyin

              	wu

              	wo

              	wei

              	wan

              	wen

              	

              	weng

              	

              	yu

              	yue

              	yuan

              	yun

              	yong
            


            
              	Tongyong Pinyin

              	wu

              	wo

              	wei

              	wan

              	

              	wun

              	

              	wong

              	yu

              	yue

              	yuan

              	yun

              	yong
            


            
              	Wade-Giles

              	wu

              	wo

              	wei

              	wan

              	wn

              	

              	wng

              	

              	y

              	yeh

              	yan

              	yn

              	yung
            


            
              	Zhuyin

              	ㄨ

              	ㄨㄛ

              	ㄨㄟ

              	ㄨㄢ

              	ㄨㄣ

              	ㄨㄥ

              	ㄩ

              	ㄩㄝ

              	ㄩㄢ

              	ㄩㄣ

              	ㄩㄥ
            


            
              	example

              	五

              	我

              	位

              	完

              	文

              	翁

              	玉

              	月

              	元

              	云

              	用
            

          


          



          
            
              Non-sibilant consonants
            

            
              	IPA

              	p

              	pʰ

              	m

              	fəŋ

              	fʊŋ

              	tiou

              	tuei

              	tʰ

              	ny

              	ly

              	kəɻ

              	kʰ

              	xə
            


            
              	Pinyin

              	b

              	p

              	m

              	feng

              	

              	diu

              	dui

              	t

              	n

              	l

              	ger

              	k

              	he
            


            
              	Tongyong Pinyin

              	b

              	p

              	m

              	

              	fong

              	diou

              	duei

              	t

              	nyu

              	lyu

              	ger

              	k

              	he
            


            
              	Wade-Giles

              	p

              	p'

              	m

              	fng

              	

              	tiu

              	tui

              	t'

              	n

              	l

              	krh

              	k'

              	ho
            


            
              	Zhuyin

              	ㄅ

              	ㄆ

              	ㄇ

              	ㄈㄥ

              	ㄉㄧㄡ

              	ㄉㄨㄟ

              	ㄊ

              	ㄋㄩ

              	ㄌㄩ

              	ㄍㄜㄦ

              	ㄎ

              	ㄏㄜ
            


            
              	example

              	玻

              	婆

              	末

              	封

              	丟

              	兌

              	特

              	女

              	旅

              	歌儿

              	可

              	何
            

          


          
            
              Sibilant consonants
            

            
              	IPA

              	tɕiɛn

              	tɕyʊŋ

              	tɕʰɪn

              	ɕyɛn

              	ʈʂə

              	ʈʂɚ

              	ʈʂʰə

              	ʈʂʰɚ

              	ʂə

              	ʂɚ

              	ʐə

              	ʐɚ

              	tsə

              	tsuɔ

              	tsɨ

              	tsʰə

              	tsʰɨ

              	sə

              	sɨ
            


            
              	Pinyin

              	jian

              	jiong

              	qin

              	xuan

              	zhe

              	zhi

              	che

              	chi

              	she

              	shi

              	re

              	ri

              	ze

              	zuo

              	zi

              	ce

              	ci

              	se

              	si
            


            
              	Tongyong Pinyin

              	jian

              	jyong

              	cin

              	syuan

              	jhe

              	jhih

              	che

              	chih

              	she

              	shih

              	re

              	rih

              	ze

              	zuo

              	zih

              	ce

              	cih

              	se

              	sih
            


            
              	Wade-Giles

              	chien

              	chiung

              	ch'in

              	hsan

              	ch

              	chih

              	ch'

              	ch'ih

              	sh

              	shih

              	j

              	jih

              	ts

              	tso

              	tzŭ

              	ts'

              	tz'ŭ

              	s

              	szŭ
            


            
              	Zhuyin

              	ㄐㄧㄢ

              	ㄐㄩㄥ

              	ㄑㄧㄣ

              	ㄒㄩㄢ

              	ㄓㄜ

              	ㄓ

              	ㄔㄜ

              	ㄔ

              	ㄕㄜ

              	ㄕ

              	ㄖㄜ

              	ㄖ

              	ㄗㄜ

              	ㄗㄨㄛ

              	ㄗ

              	ㄘㄜ

              	ㄘ

              	ㄙㄜ

              	ㄙ
            


            
              	example

              	件

              	窘

              	秦

              	宣

              	哲

              	之

              	扯

              	赤

              	社

              	是

              	惹

              	日

              	仄

              	左

              	字

              	策

              	次

              	色

              	斯
            

          


          
            
              Tones
            

            
              	IPA

              	ma˥˥

              	ma˧˥

              	ma˨˩˦

              	ma˥˩

              	ma
            


            
              	Pinyin

              	mā

              	m

              	mǎ

              	m

              	ma
            


            
              	Tongyong Pinyin

              	ma

              	m

              	mǎ

              	m

              	m
            


            
              	Wade-Giles

              	ma1

              	ma2

              	ma3

              	ma4

              	ma0
            


            
              	Zhuyin

              	ㄇㄚ

              	ㄇㄚˊ

              	ㄇㄚˇ

              	ㄇㄚˋ

              	ㄇㄚ・
            


            
              	example ( traditional/ simplfied)

              	媽/妈

              	麻/麻

              	馬/马

              	罵/骂

              	媽媽/妈妈
            

          


          


          Pinyin in Taiwan


          Taiwan adopted Tongyong Pinyin on the national level in October 2002. Tongyong Pinyin is a modified version of Hanyu Pinyin. The adoption of Tongyong Pinyin has also resulted in political controversy. Much of the controversy centered on issues of national identity, with proponents of Chinese reunification favoring the Hanyu Pinyin system which is used in the People's Republic of China, and proponents of Taiwanese independence favoring the use of Tongyong Pinyin.


          Localities with governments controlled by the Kuomintang, most notably Taipei City, have overridden the 2002 administrative order and converted to Hanyu Pinyin (although with a slightly different capitalization convention than the Mainland). As a result, the use of romanization on signage in Taiwan is inconsistent, with many places using Tongyong Pinyin but some using Hanyu Pinyin, and still others not yet having had the resources to replace older Wade-Giles or MPS2 signage. This has resulted in the odd situation in Taipei City in which inconsistent pinyin transcriptions are shown in freeway directions  with freeway signs, which are under the control of the national government, using one pinyin, but surface street signs, which are under the control of the city government, using the other.


          Primary education continues to teach pronunciation using the zhyīn system in Taiwan. Although the ROC government has stated the desire to use romanization rather than zhyīn in education, the lack of agreement on which form of pinyin to use and the huge logistical challenge of teacher training has stalled these efforts.


          


          Other languages


          Pinyin-like systems have been devised for other variants of Chinese. Guangdong Romanization is a set of romanizations devised by the government of Guangdong province for Cantonese, Teochew, Hakka ( Moiyen dialect), and Hainanese. All of these are designed to use Latin letters in a similar way to pinyin.


          In addition, in accordance to the Regulation of Phonetic Transcription in Hanyu Pinyin Letters of Place Names in Minority Nationality Languages (少数民族语地名汉语拼音字母音译转写法) promulgated in 1976, place names in non-Chinese languages like Mongol, Uyghur, and Tibetan are also officially transcribed using pinyin. The pinyin letters (26 Roman letters, , ) are used to approximate the non-Chinese language in question as closely as possible. This results in spellings that are different from both the customary spelling of the place name, and the pinyin spelling of the name in Chinese:


          
            
              	Customary

              	Official (pinyin for local name)

              	Chinese name

              	Pinyin for Chinese name
            


            
              	Shigatse

              	Xigaz

              	日喀则

              	Rkāz
            


            
              	Urumchi

              	rmqi

              	乌鲁木齐

              	Wūlǔmq
            


            
              	Lhasa

              	Lhasa

              	拉萨

              	Lās
            


            
              	Golmud

              	Golmud

              	格尔木

              	G'ěrm
            

          


          


          Comparison with other orthographies


          Pinyin is now used by foreign students learning Chinese as a second language.


          Pinyin assigns some Roman letters phonological values which are quite different from that of most languages.


          Pinyin is purely a representation of the sounds of Mandarin, therefore it lacks the semantic cues that Chinese characters can provide. It is also unsuitable for transcribing some Chinese spoken languages other than Mandarin.


          Simple computer systems, able only to display only 7-bit ASCII text (essentially the 26 Latin letters, 10 digits and punctuation marks), long provided the most convincing argument in favour of pinyin over Hanzi. Today, however, most computer systems are able to display characters from Chinese and many other writing systems as well, and have them entered with a Latin keyboard using an input method editor. Alternatively, some PDAs, tablet PCs and digitizing tablets allow users to input characters directly by writing with a stylus.


          


          Entering toned Pinyin on a computer


          


          Mac OS X


          Activate the "US Extended" keyboard in System Preferences and then do:


          
            	Option-a and then <vowel> to create the first tones: ā, ē, ī, ō, ū


            	Option-e and then <vowel> to create the second tones: , , , , 


            	Option-v and then <vowel> to create the third tone: ǎ, ě, ǐ, ǒ, ǔ


            	Option-` and then <vowel> to create the fourth tone: , , , , 


            	u and then Shift-Option-u and then Shift-Option-<a, e, v or `> gives ǖ, ǘ, ǚ or ǜ.


            	v may be entered as a <vowel> to produce a . For instance, Option-e v produces ǘ. Option-u u produces a  without tone marks.

          


          


          Windows


          Many Chinese IMEs allow an additional Hanyu Pinyin toggle in addition to the simplified/traditional toggle. The user can then type pinyin and tone marks using the alphanumeric keys on a standard keyboard; the popular Ziguang Pinyin IME is one such example. Pinyinput is a Windows-based IME that allows you to type toned pinyin with ease. Because it works at the system level, it will allow you to type pinyin with tones in any Windows program just as easily as you would type Chinese (in fact even easier, because you don't need to select the correct character). Activate the IME then start typing pinyin. Type a number from 1-4 after a pinyin syllable, and the corresponding tone will automatically be placed on the correct vowel of that syllable.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Pinyin"
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              	Pirates of the Caribbean
            


            
              	[image: ]

              2007 DVD box set
            


            
              	Directed by

              	Gore Verbinski
            


            
              	Producedby

              	Jerry Bruckheimer
            


            
              	Writtenby

              	Ted Elliott

              Terry Rossio
            


            
              	Starring

              	Johnny Depp

              Orlando Bloom

              Keira Knightley

              Geoffrey Rush

              Jack Davenport

              Jonathan Pryce

              Kevin McNally

              Mackenzie Crook

              Lee Arenberg

              Bill Nighy

              Tom Hollander

              Naomie Harris

              Stellan Skarsgrd

              Chow Yun-Fat

              Keith Richards
            


            
              	Distributedby

              	Walt Disney Pictures
            


            
              	Releasedate(s)

              	2003  present
            


            
              	Running time

              	461 minutes
            


            
              	Country

              	[image: Flag of the United States]
            


            
              	Language

              	English
            


            
              	Budget

              	$665 million
            


            
              	Gross revenue

              	$2.7 billion
            

          


          Pirates of the Caribbean is a series of three adventure films directed by Gore Verbinski, written by Ted Elliott and Terry Rossio and produced by Jerry Bruckheimer. They are based on a Walt Disney theme park ride of the same name, and follow the pirate Captain Jack Sparrow, portrayed by Johnny Depp. The trilogy was first released on the big screen on July 9, 2003 with Pirates of the Caribbean: The Curse of the Black Pearl. After the unexpected success of the first film, Walt Disney Pictures revealed that a trilogy was in the works. Pirates of the Caribbean: Dead Man's Chest was released three years later on July 7, 2006. The sequel proved to be very successful, breaking records worldwide the day of its premiere. In the end it acquired a total of $1,066,179,725 at the worldwide box office, becoming the third and fastest film to reach this staggering amount. The last film in the trilogy, Pirates of the Caribbean: At World's End was released worldwide on May 25, 2007. Altogether, the film franchise has grossed over $2.79 billion worldwide.


          


          Development


          During the early 1990s, screenwriters Ted Elliott and Terry Rossio conceived of writing a film based on the Pirates of the Caribbean ride. In their original pitch, Will Turner was the lead role, and the villainous pirates were searching for treasure. Steven Spielberg expressed interest, and wanted to cast Bill Murray, Robin Williams or Steve Martin as Jack Sparrow. Disney was already making Muppet Treasure Island at the time and did not give permission for the film to be made because the two had similar storylines.


          Disney had Jay Wolpert write a script based on the ride, which producer Jerry Bruckheimer rejected, feeling it was, "a straight pirate movie." Stuart Beattie was brought in to rewrite the script in March 2002, due to his knowledge of piracy, and later that month Elliott and Rossio were brought in. Elliott and Rossio were inspired by the opening narration of the Pirates of the Caribbean theme park ride, and decided to give the film a supernatural edge. As the budget rose, Michael Eisner and Bob Iger threatened to cancel the film, though Bruckheimer changed their minds when he showed them concept art and animatics.


          In May 2002 Gore Verbinski signed on to direct Pirates of the Caribbean: Curse of the Black Pearl, and Johnny Depp and Geoffrey Rush signed on the following month to star..Verbinski was attracted to the idea of using modern technology to resurrect a genre that had disappeared after the Golden Age of Hollywood, and recalled his childhood memories of the ride, feeling the film was an opportunity to pay tribute to the "scary and funny" tone of it. Depp was attracted to the story as he found it quirky: rather than trying to find treasure, the crew of the Black Pearl were trying to return it in order to lift their curse; also, the traditional mutiny had already taken place. Verbinski approached Rush for the role of Barbossa, as he knew he would not play it with attempts at complexity, but with a simple villainy that would suit the story's tone. Orlando Bloom read the script after Rush, whom he was working with on Ned Kelly, suggested it to him. Keira Knightley came as a surprise to Verbinski: he had not seen her performance in Bend It Like Beckham and was impressed by her audition. Tom Wilkinson was negotiated with to play Governor Swann, but the role went to Jonathan Pryce, whom Depp idolized.


          Shooting for Curse of the Black Pearl began on October 9, 2002 and wrapped by March 2003. Before its release, many had expected the film to be a flop, as the pirate genre had not been successful for years, that the film was based on a theme park ride, and that Johnny Depp rarely made a big film. However Curse of the Black Pearl became both a critical and commercial success.


          Seeing the film's performance, the cast and crew signed on for two more sequels to be shot back-to-back, a practical decision on Disney's part to allow more time with the same cast and crew. Writer Ted Elliott and Terry Rossio decided not to make the sequels new adventures featuring the same characters, as with the Indiana Jones and James Bond series, but to retroactively turn The Curse of the Black Pearl into the first of a trilogy. They wanted to explore the reality of what would happen after Will Turner and Elizabeth Swann's embrace at the end of the first film, and initially considered the Fountain of Youth as the plot device. They settled on introducing Davy Jones, the Flying Dutchman and the Kraken, a mythology only mentioned once in the first film. They also introduced the historical East India Trading Company, who for them represented a counterpoint to the themes of personal freedom represented by pirates.


          Filming for the sequels began on February 28, 2005, with Dead Man's Chest finishing on March 1, 2006,, and At World's End on January 10, 2007.


          


          Films


          
            
              	Title

              	Release date

              	Total worldwide

              box office

              	Total worldwide

              box office (adjusted)
            


            
              	Pirates of the Caribbean: The Curse of the Black Pearl

              	July 9, 2003

              	$654,264,015

              	$733,355,856
            


            
              	Pirates of the Caribbean: Dead Man's Chest

              	July 7, 2006

              	$1,066,179,725

              	$1,100,297,476
            


            
              	Pirates of the Caribbean: At World's End

              	May 25, 2007

              	$960,713,181

              	$960,713,181
            


            
              	Totals films 1-3 as of October 4th, 2007

              	$2,680,885,948

              	$2,794,366,513
            

          


          


          


          Principal cast


          
            
              	Character

              	Film
            


            
              	The Curse of the Black Pearl

              	Dead Man's Chest

              	At World's End
            


            
              	Jack Sparrow

              	Johnny Depp
            


            
              	Will Turner

              	Orlando Bloom
            


            
              	Elizabeth Swann

              	Keira Knightley
            


            
              	Hector Barbossa

              	Geoffrey Rush
            


            
              	James Norrington

              	Jack Davenport
            


            
              	Weatherby Swann

              	Jonathan Pryce
            


            
              	Joshamee Gibbs

              	Kevin McNally
            


            
              	Ragetti

              	Mackenzie Crook
            


            
              	Pintel

              	Lee Arenberg
            


            
              	Davy Jones

              	

              	Bill Nighy
            


            
              	Cutler Beckett

              	

              	Tom Hollander
            


            
              	Tia Dalma

              	

              	Naomie Harris
            


            
              	William "Bootstrap Bill" Turner

              	

              	Stellan Skarsgrd
            


            
              	Sao Feng

              	

              	Chow Yun-Fat
            


            
              	Captain Teague

              	

              	Keith Richards
            

          


          


          Future


          Walt Disney Pictures has reportedly made tentative plans to shoot a fourth film in 2009. Johnny Depp has stated that he would love to play Jack Sparrow for another trilogy "if they had a good script." In February 2007, after filming was completed on Pirates of the Caribbean: At World's End, screenwriter Terry Rossio said he and Ted Elliott may try to write a screenplay, though "It's like the fourth Indiana Jones picture  there are forces in play to make it happen, and forces in play to make it not happen."


          Producer Jerry Bruckheimer has indicated interest in a spin-off, but was exhausted by the trilogy's production. Gore Verbinski feels that "the big danger is diminishing the brand... it would have to be a tale worthy of telling" for him to return. If the director returned, he noted that "I would start fresh and focus on the further adventures of Captain Jack Sparrow." Keira Knightley has stated that she does not wish to continue playing her character of Elizabeth Swann as she wants to do different projects, since she has been involved in the filming since she was 17 years old.


          
            Retrieved from " http://en.wikipedia.org/wiki/Pirates_of_the_Caribbean_%28film_series%29"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Pitcairn Islands


        
          

          
            
              	
                Pitkern Ailen

                
                  Pitcairn Islands
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                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	Anthem:" Come ye Blessed"

              " God Save the Queen"

            


            
              	
                
                  [image: Location of Pitcairn Islands]
                


                

              
            


            
              	Capital

              (and largest city)

              	Adamstown
            


            
              	Official languages

              	English, Pitkern
            


            
              	Government

              	British Overseas Territory
            


            
              	-

              	Sovereign

              	Elizabeth II
            


            
              	-

              	Governor

              	George Fergusson
            


            
              	-

              	Mayor

              	Mike Warren
            


            
              	Area
            


            
              	-

              	Total

              	47km

              18.1 sqmi
            


            
              	Population
            


            
              	-

              	July 1 2007estimate

              	48( 221st)
            


            
              	-

              	Density

              	1/km( 197th)

              2.7/sqmi
            


            
              	Currency

              	New Zealand dollar ( NZD)
            


            
              	Time zone

              	( UTC-8)
            


            
              	Internet TLD

              	.pn
            


            
              	Calling code

              	+64
            

          


          The Pitcairn Islands ( Pitkern: Pitkern Ailen), officially named the Pitcairn, Henderson, Ducie and Oeno Islands, are a group of four volcanic islands in the southern Pacific Ocean. The islands are a British overseas territory (formerly a British colony), the last remaining in the Pacific. Only Pitcairn Island  the second largest  is inhabited.


          The islands are best known for being the home of the descendants of the Bounty mutineers and the Tahitians who accompanied them, an event retold in numerous books and films. This story is still apparent in the surnames of many of the islanders. With only 48 inhabitants (from nine families), Pitcairn is also notable for being the least populated jurisdiction in the world (although it is not a sovereign nation). The United Nations Committee on Decolonisation includes the Pitcairn Islands on the United Nations list of Non-Self-Governing Territories.


          


          History


          
            [image: The mutineers turning Lt Bligh and part of the officers and crew adrift from the Bounty, 29 April 1789]

            
              The mutineers turning Lt Bligh and part of the officers and crew adrift from the Bounty, 29 April 1789
            

          


          The original settlers of the Pitcairn Islands (Ducie, Henderson, Oeno, and Pitcairn) were Polynesians who appear to have lived on Pitcairn and Henderson for several centuries. However, although archaeologists believe that Polynesians were living on Pitcairn as late as the 15th century, the islands were uninhabited when they were discovered by Europeans.


          Ducie and Henderson Islands are believed to have been discovered by Europeans on 26 January 1606 by Portuguese sailor Pedro Fernandes de Queirs, sailing for the Spanish crown, who named them La Encarnacin (" Incarnation") and San Juan Bautista (" Saint John the Baptist"), respectively. However, some sources express doubt about exactly which of the islands were visited and named by Queirs, suggesting that Queirs La Encarnacin may actually have been Henderson Island, and San Juan Bautista may have been Pitcairn Island.


          Ducie Island was rediscovered in 1791 by the British Capt. Edwards aboard HMS Pandora and named after Francis, Lord Ducie, a captain in the Royal Navy. It was annexed by Britain on 19 December 1902, and in 1938 it was formally incorporated into Pitcairn to become part of a single administrative unit (the "Pitcairn Group of Islands").


          
            [image: Bounty Bay]

            
              Bounty Bay
            

          


          Henderson Island was rediscovered on 17 January 1819 by a British Captain Henderson of the British East India Company ship Hercules. On 2 March 1819, Captain Henry King, sailing aboard the Elizabeth, landed on the island to find the king's colours already flying. His crew scratched the name of their ship into a tree, and for some years the island's name was Elizabeth or Henderson, interchangeably. Henderson Island was annexed by Britain and incorporated into Pitcairn in 1938.


          Oeno Island was discovered on 26 January 1824 by U.S. Captain George Worth aboard the whaler Oeno. On 10 July 1902, Oeno was annexed by Britain. It was incorporated into Pitcairn in 1938.


          Pitcairn Island itself was discovered on 3 July 1767 by the crew of the British sloop HMS Swallow, commanded by Captain Philip Carteret (though according to some it had perhaps been visited by Queirs in 1606). It was named after Midshipman Robert Pitcairn, a fifteen-year-old crewmember who was the first to sight the island. Robert Pitcairn was the son of British Marine Officer John Pitcairn.
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              Geodesy Collection on Pitcairn Island
            

          


          Carteret, who sailed without the newly invented accurate marine chronometer, charted the island at 25 2' south 133 21 west of Greenwich and although the latitude was reasonably accurate the longitude was incorrect by about 3 (during the age of sail about two day voyage under fair conditions). This made Pitcairn difficult to find, as highlighted by the failure of Captain James Cook to locate the island in July 1773.


          In 1790, the mutineers of the Bounty and their Tahitian companions, some of whom may have been kidnapped from Tahiti, settled on Pitcairn Island and set fire to the Bounty. The wreck is still visible underwater in Bounty Bay. The ship itself was discovered in 1957 by National Geographic explorer Luis Marden. Although the settlers were able to survive by farming and fishing, the initial period of settlement was marked by serious tensions among the settlers. Alcoholism, murder, disease and other ills took the lives of most mutineers and Tahitian men. John Adams and Ned Young turned to the Scriptures using the ship's Bible as their guide for a new and peaceful society. Young eventually died of an asthmatic infection. The Pitcairners also converted to Christianity; later they would convert from their existing form of Christianity to Adventism after a successful Adventist mission in the 1890s. After the rediscovery of Pitcairn John Adams was granted amnesty for his mutiny.


          The islanders reported that it was not until 27 December 1795 that the first ship since the Bounty was seen from the island, but as she did not approach the land, they could not make out to what nation she belonged. A second appeared some time in 1801, but did not attempt to communicate with them. A third came sufficiently near to see their habitations, but did not venture to send a boat on shore. The American trading ship Topaz under the command of Mayhew Folger was the first to visit the island and communicate with them when they spent 10 hours at Pitcairn in February 1808. A report of Folger's find was forwarded to The Admiralty mentioning the mutineers and a more precise location of the islandlatitude 25 2' S and 130 longitude/,however this rediscovery was not known to Sir Thomas Staines who commanded a Royal Navy flotilla of two ships ( HMS Briton and HMS Tagus) which found the island at 25.4' S. (by meridian observation) on 17 September 1814. Staines sent a party ashore and wrote a detailed report for the Admiralty.
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              Church of Adamstown
            

          


          The island became a British colony in 1838 and was among the first territories to extend voting rights to women. By the mid-1850s the Pitcairn community was outgrowing the island and its leaders appealed to the British government for assistance. They were offered Norfolk Island and on 3 May 1856, the entire community of 193 people set sail for Norfolk on board the Morayshire, arriving on 8 June after a miserable five-week trip. But after eighteen months on Norfolk, seventeen of the Pitcairners returned to their home island; five years later another twenty-seven did the same.


          Since a population peak of 233 in 1937, the island has been suffering from emigration, primarily to New Zealand, leaving some fifty people living on Pitcairn.


          Military


          The Pitcairn Islands are an overseas territory of the United Kingdom, meaning defence is the responsibility of the Ministry of Defence and Her Majesty's Armed Forces.


          


          Geography


          The Pitcairn Islands form the southeasternmost extension of the geological archipelago of the Tuamotus of French Polynesia and consist of five islands: Pitcairn Island, Sandy Island (the last one found), Oeno Island (atoll with five islets), Henderson Island and Ducie Island (atoll with four islets).


          The only permanently inhabited island, Pitcairn, is accessible only by boat through Bounty Bay.


          Henderson Island, covering about 67% of the territory's total land area and supporting a rich variety of animals in its nearly inaccessible interior, is also capable of supporting a small human population, but access is difficult, its outer shores comprising steep limestone cliffs of sharp coral.


          The Pitcairn Islands were formed by a centre of upwelling magma called the Pitcairn hotspot.


          The other islands are at a distance of more than 100 km (60 miles) and are not habitable.


          The Pitcairn Islands are one of two places in the world in which the plant species Glochidion pitcairnense occurs.
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              Satellite photo of Pitcairn Island
            

          


          
            
              	Island or atoll

              	Type

              	Land area

              (km)

              	Total area

              (km)

              	Pop.

              July 2007

              	Coordinates
            


            
              	Ducie Island

              	Atoll

              	0.7

              	3.9

              	-

              	
            


            
              	Henderson Island

              	uplifted coral island

              	37.3

              	37.3

              	-

              	
            


            
              	Oeno Island

              	Atoll

              	0.65

              	16.65

              	-

              	
            


            
              	Pitcairn Island

              	volcanic island

              	4.6

              	4.6

              	50

              	
            


            
              	Pitcairn Islands

              	island group

              	43.25

              	62.45

              	50

              	2355'26" to 2504'00"S,

              12447'11" to 13044'03"W
            

          


          ^ Includes reef flat and lagoon of the atolls


          


          Economy


          The fertile soil of the Pitcairn valleys produces a wide variety of fruits and vegetables, including citrus, sugarcane, watermelons, bananas, yams, and beans. The inhabitants of this tiny economy exist on fishing, subsistence farming, and handicrafts, with barter being an important part of the economy. The major sources of revenue are the sale of postage stamps to collectors, honey, and the sale of handicrafts to passing ships, most of which are plying the United Kingdom to New Zealand route via the Panama Canal. Trade is restricted by the jagged geography of the island, which lacks a harbour or airstrip, forcing all trade to be made by longboat to visiting ships. Occasionally, passengers from expedition-type cruise ships will come ashore for a day, weather permitting.


          The island has a labour force of 15 men and women (as of 2004).


          


          Demographics
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              Pitcairn residents
            

          


          The majority of the resident Pitcairn Islanders are descendants of the Bounty mutineers, as their surnames show, and also have Tahitian ancestry. Most Pitcairners are members of the Seventh-day Adventist Church. Pitkern is a creole language derived from eighteenth century English, with elements of the Tahitian language. It is spoken as a first language by the population and is taught alongside standard English at the island's only school. It is closely related to the creole language Norfuk spoken on Norfolk Island, because Norfolk was repopulated in the mid nineteenth century by Pitcairners.


          In September 2003, the first baby was born on the islands in 17 years. Another child, Adrianna Tracey Christian, was born on Pitcairn on 3 March 2007.


          In February 2005, Shirley and Simon Young became the first married outsider couple in recorded history to obtain citizenship on Pitcairn.


          


          Culture and society


          Pitcairn culture, like its language, is a mix of English and Tahitian influences. A successful Seventh-day Adventist mission in the 1890s was important in shaping Pitcairn society, though the inhabitants were already observing the Seventh-day Sabbath before the arrival of Adventism. In recent years, the church has declined, with only about eight islanders worshipping regularly, but most of them still attend church on special occasions. The Sabbath is observed as a day of rest and as a mark of respect for observant Adventists.


          The once-strict moral codes, which prohibited dancing, public displays of affection, and consumption of alcohol, have been relaxed in recent years. Islanders may now obtain a six-month license to purchase alcohol; the licence fee is NZ$10.00 for residents and NZ$25.00 for tourists.


          Education is free and compulsory between the ages of five and 15. All of the islands seven children were enrolled in school in 2000.


          


          Communications


          
            	Telephones: There are only satellite phones on the island, replacing a single wired party line. A single pay phone also exists. Islanders call between homes and ships via VHF radio.


            	Radio: There is no broadcast station. Marine band walkie-talkie radios are used to maintain contact among people in different areas of the island. Foreign stations can be picked up on Shortwave Radio.


            	Television: There is no broadcast TV; most houses have a VCR/DVD to watch videos. Free-To-Air satellite dishes can be used to watch foreign TV.


            	Internet: There is one Government-sponsored satellite internet connection, networked to all houses on the island. Pitcairn's country code (top level domain) is .pn.

          


          


          Transport
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              Pitcairn Island
            

          


          The settlers of the Pitcairns all arrived by some form of boat or ship; the most famous was the Bounty, on which the mutiny occurred and which was burned in Bounty Bay.


          Pitcairn Island does not have an airport or seaport; the islanders rely on longboats to ferry people and goods between ship and shore through Bounty Bay. To get to Pitcairn it is necessary to fly to Tahiti, then Mangareva, then embark on a further 30-hour boat ride. There is one boat every several months. Alternatively, passage can be obtained aboard a few freighters out of New Zealand; it is a seven-day trip via freighter. Leaving the island is hit-and-miss; one leaves when transportation happens by, not necessarily when one wishes to go.


          There is one 6.4-kilometre (4mi) paved road and there are no railways. On land, walking has historically been the way of getting around.


          In the early 1970s it was decided to bring the first vehicle to the island (a Mini Moke) to make it easier to transport the elderly, but the harsh terrain and heavy rain were too much for the diminutive car and a second and eventually a third had to be sent out to replace it. More suitable all-terrain vehicles have become common in more recent years.
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          Pitcher plants are carnivorous plants whose prey-trapping mechanism features a deep cavity filled with liquid known as a pitfall trap. It has been widely assumed that the various sorts of pitfall trap evolved from rolled leaves, with selection pressure favouring more deeply cupped leaves over evolutionary time. However, some pitcher plant genera (such as Nepenthes) are placed within clades consisting mostly of flypaper traps: this indicates that this view may be too simplistic, and some pitchers may have evolved from flypaper traps by loss of mucilage.


          Whatever their evolutionary origins, foraging, flying or crawling insects such as flies are attracted to the cavity formed by the cupped leaf, often by visual lures such as anthocyanin pigments, and nectar bribes. The sides of the pitcher are slippery and may be grooved in such a way so as to ensure that the insects cannot climb out. The small bodies of liquid contained within the pitcher traps are called phytotelmata. They drown the insect, and the body of it is gradually dissolved. This may occur by bacterial action (the bacteria being washed into the pitcher by rainfall) or by enzymes secreted by the plant itself. Furthermore, some pitcher plants contain mutualistic insect larvae, which feed on trapped prey, and whose excreta the plant absorbs. Whatever the mechanism of digestion, the prey items are converted into a solution of amino acids, peptides, phosphates, ammonium and urea, from which the plant obtains its mineral nutrition (particularly nitrogen and phosphorus). Like all carnivorous plants, they occur in locations where the soil is too poor in minerals and/or too acidic for most plants to be able to grow.


          


          Types of pitcher plants
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          The families Nepenthaceae and Sarraceniaceae are the best-known and largest groups of pitcher plants.


          The Nepenthaceae contains a single genus, Nepenthes, containing about 120 species and numerous hybrids and cultivars. In these Old World pitcher plants, the pitchers are borne at the end of tendrils that extend from the midrib of an otherwise unexceptional leaf. The plants themselves are often climbers, accessing the canopy of their habitats using the aforementioned tendrils, although others are found on the ground in forest clearings, or as epiphytes on trees.
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          In contrast, the New World pitcher plants (Sarraceniaceae), which comprise three genera, are ground-dwelling herbs whose pitchers arise from a horizontal rhizome. In this family, the entire leaf forms the pitcher, whereas in the Nepenthaceae, the pitcher arises from the terminal portion of the leaf. The species of Heliamphora, which are popularly known as marsh pitchers (or erroneously as sun pitchers), have a simple rolled-leaf pitcher, at the tip of which is a spoon-like structure that secretes nectar. They are restricted to areas of high rainfall in South America. The North American genus Sarracenia are the trumpet pitchers, which have a more complex trap than Heliamphora, with an operculum, which prevents excess accumulation of rainwater in most of the species. The single species in the Californian genus Darlingtonia is popularly known as the cobra plant, due to its possession of an inflated 'lid' with elegant false-exits, and a forked 'tongue', which serves to ferry ants and other prey to the entrance of the pitcher. The species in the genus Sarracenia readily hybridise, making their classification a complex matter.
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          There are two other genera of pitcher plants, but both contain just one or two carnivorous species.


          The Cephalotaceae is a monotypic family with but one genus and species, Cephalotus follicularis. This species has a small (2 to 5 cm) pitcher similar in form to those of Nepenthes. It occurs in only one location in southwestern Australia.


          A few species of bromeliads ( Bromeliaceae), such as Brocchinia reducta and Catopsis berteroniana are known or suspected to be carnivorous. Bromeliads are monocots, and given that they all naturally collect water where their leaves meet each other, and that many collect detritus, it is not surprising that a few should have been naturally selected to develop the habit into carnivory by the addition of wax and downward-pointing hairs.


          The Purple pitcher plant, Sarracenia purpurea, is the floral emblem of the province of Newfoundland and Labrador, Canada.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Pitcher_plant"
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          Jos Plcido Domingo Embil KBE (born January 21, 1941) better known as Plcido Domingo, is a world-renowned operatic tenor, known for his versatile and strong voice that possesses a ringing and clear tone throughout its range. He is considered as one of the most talented and hardest working musicians with 129 roles in his repertoire (as of November 2007), more than any other tenor. He is also admired for his operatic acting ability, his musicality and keen musical intellect, and the impressive number and variety of opera roles that he has mastered. In addition to his singing roles, he has also taken on conducting opera and concert performances, as well as serving as the General Director of the Washington National Opera in Washington, DC and the Los Angeles Opera in California. His contracts in both Los Angeles and Washington DC have been extended through the 20102011 season.


          


          Biography and career


          


          Early years


          Plcido Domingo was born near the Barrio de Salamanca section of Madrid, Spain, and moved to Mexico at age 8 with his family, who ran a zarzuela company. Domingo was often asked to perform with his parents company when they needed a child role. He studied piano at first privately and later at the National Conservatory of Music in Mexico City.


          In 1957, Domingo made his first professional appearance performing with his mother in a concert at Mrida, Yucatan. At that time, he was working with his parents zarzuela company, taking parts in baritone roles and as an accompanist with other singers. Among his first performances was a minor role in the first Mexican production of My Fair Lady where he was also the assistant conductor and assistant coach. The company made 185 performances which includes a production of Lehar's The Merry Widow where he performed as either Camille or Danilo.


          In 1959, Domingo went for audition at the Mexico National Opera for baritone range but was then asked to to sight-read some arias and lines in the tenor range. Finally he was accepted in the National Opera as a tenor comprimario and as a tutor for other singers. He provided backup vocals for Los Black Jeans in 1958, a rock-and-roll band lead by Csar Costa. He learned piano and conducting, but made his stage debut acting in a minor role in 1959 (May 12) at the Teatro Degollado in Guadalajara as Pascual in Marina. It was followed by Borsa in Rigoletto (with Cornell MacNeil and Norman Treigle also in the cast), Padre Confessor (Le dialogue des Carmelites) and others.


          In addition to that, he played piano for a ballet company to supplement his income. Domingo also played piano for a program on Mexico cultural television which was newly founded at that time. The program consisted of excerpts from zarzuelas, operettas, operas, and musical comedies. He made few small parts while at the teater such as plays by Federico Garca Lorca, Luigi Pirandello, and Anton Chekhov.


          [bookmark: 1960s_-_1980s]


          1960s - 1980s


          In 1961, he made his operatic debut as a leading role as Alfredo in La Traviata at Monterrey and later in the same year, his debut in the United States with the Dallas Civic Opera where he played the role as Arturo in Donizetti's Lucia di Lammermoor opposite Joan Sutherland as the title role. In 1962, he returned to play the role as Edgardo in the same opera with Lily Pons. At the end of 1962, he signed a 6 month contract with Hebrew National Opera in Tel Aviv but later extended the contract and stay for two and a half years, singing 280 performances of 12 different roles.


          In June 1965, after finishing his contract with Hebrew National Opera, Domingo went for an audition at the New York City Opera and scheduled to make his New York debut as Don Jose in Bizet's Carmen but his debut came earlier when he was offered to fill in for an ailing tenor at the last minute in Puccini's Madama Butterfly. In June 17, 1965, Domingo made his New York debut as B.F Pinkerton at the New York City Opera. In February 1966, he sang the title role in the US premiere of Ginastera's Don Rodrigo at the New York City Opera, with much acclaim. The performance also marked as the opening of the City Opera's new home at Lincoln Centre.


          He official debut at the Metropolitan Opera in New York occurred on September 28, 1968 when he substituted Franco Corelli, in Cilea's Adriana Lecouvreur singing with Renata Tebaldi. Before Adriana Lecouvreur, he had sung in performances by the Metropolitan Opera of Mascagni's Cavalleria Rusticana and Leoncavallo's Pagliacci in 1966. Since then, he has opened the season at the Metropolitan Opera 21 times , surpassing the previous record of Enrico Caruso by four. He made his debut at the Vienna State Opera in 1967, at the Lyric Opera of Chicago in 1968, at both La Scala and San Francisco Opera in 1969, and at Covent Garden in 1971, and has now sung at practically every other important opera house and festival worldwide. In 1971, he played the role Mario Cavaradossi in Puccini's Tosca at the Metropolitan opera and continued with the same role for many times. He has played the role more than any other tenor.


          Throughout the years, Domingo has also turned his hand to conducting opera (as early as La Traviata on October 7, 1973, at New York City Opera) as well as, occasionally, symphonic orchestras. In 1981 Domingo gained considerable recognition outside of the opera world when he recorded the song "Perhaps Love" as a duet with the late American country/folk music singer John Denver. In 1987, he and Denver joined Julie Andrews for an Emmy Award winning holiday television special, The Sound of Christmas, filmed in Salzburg, Austria.


          On September 19, 1985, the biggest earthquake in Mexico's history devastated the whole Mexican capital. Domingo's aunt, uncle, his nephew and his nephews young son were killed in the collapse of the Nuevo Len apartment block in the Tlatelolco housing complex. Domingo himself labored to rescue survivors. During the next year, he did benefit concerts for the victims and released an album of one of the events.
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          1990s - present


          Throughout 1990s until today, Domingo continued performing in many same and new operas, among them Wagners Parsifal and Mozarts Idomeneo as the title role, Rossinis Il Barbiere di Siviglia as Figaro, Wagners Die Walkre as Siegmund, Lehr's The Merry Widow as Danilo and Alfanos Cyrano de Bergerac as Cyrano. From middle 1990 to 2006 only, Domingo has added 36 new roles to his repertoire.


          Giving him even greater international recognition outside of the world of opera, with Jos Carreras and Luciano Pavarotti, he participated in The Three Tenors concert at the opening of the 1990 World Cup in Rome. The event was originally conceived to raise money for the Jos Carreras International Leukemia Foundation and was later repeated a number of times, including at the three subsequent World Cup finals ( 1994 in Los Angeles, 1998 in Paris, and 2002 in Yokohama). Alone, Domingo again made an appearance at the final of the 2006 World Cup in Berlin.
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          He holds a world record for the longest ovation on the operatic stage with 101 curtain calls and 80 minutes non-stop applause after performing Otello, Verdi's operatic version of Shakespeare's Othello, as the Moor of Venice in Vienna on July 30, 1991. In 2006, Domingo recorded an album Italia Ti amo, dedicated himself to Neapolitan and Italian songs, which include Stanislao Gastaldons "Musica Prohibita" and the famous "Core NGrato" by Salvatore Cardillo accompanied by Budapest Philharmonic Orchestra under the baton of Eugene Kohn.


          In what has been called his 'final career move', Placido Domingo announced on January 25, 2007 that in 2009 he would switch ranges to baritone by taking on one of Verdi's most demanding baritone roles, as the Doge of Genoa, Simon Boccanegra, in the opera of the same name.


          


          Family


          He was born to Plcido Domingo Ferrer ( March 8, 1907 - November 26, 1987) and Pepita Embil (1918 - September 1, 1994) , two Spanish zarzuela stars who nurtured his early musical abilities. Domingos father is half Catalan and half Aragonese while his mother is a Basque. His father, Plcido Domingo Ferrer was a violinist performing for opera and zarzuela orchestra. He was a baritone and actively taking roles in zarzuela. However his promising career as a baritone ended after he damaged his voice by singing with a cold. Domingo's mother was an established singer who made her zarzuela debut at the Gran Teatre del Liceu in Barcelona. She met her husband at age 21 while performing in Federico Moreno Torroba's Sor Navarra. In 1946 Moreno Torroba and Domingos parents formed a zarzuela company and travelled frequently to Mexico. His parents later stayed permanently in Mexico and established their own zarzuela troupe, the Domingo-Embil Company. In addition to their son, they also have a daughter, Mari Pepa Sanchez.


          At age 16 in 1958, Plcido Domingo married a fellow piano student and his first son, Jos was born within the year . However, the marriage didn't last long, the couple separated shortly thereafter. In 1962, Plcido Domingo married Marta Ornelas, a lyric soprano whom he met during his conservatory days. In the same year, Marta had been voted "Mexican Singer of the Year" but she gave up her promising career to devote her time to her family. They have two sons, Plcido Jr born in 1965 and Alvaro Maurizio born in 1968.


          


          Recordings


          
            	See List of recordings by Plcido Domingo

          


          He has made well over 100 recordings, most of which are full-length operas, often recording the same role more than once. Among these recordings is a boxed set of every tenor aria Verdi ever wrote, including several rarely-performed versions, in different languages from the original operas, which Verdi wrote for specific performances.


          In August 2005, EMI Classics released a New studio recording of Richard Wagner's Tristan und Isolde in which Domingo sings the title role of Tristan. A review of this recording, headlined "Vocal perfections", that appeared in the August 8, 2005 issue of The Economist begins with the word "Monumental" and ends with the words, "a musical lyricism and a sexual passion that make the cost and the effort entirely worthwhile". It characterized his July 2005 performance of Siegmund in Wagner's Die Walkre at Covent Garden as "unforgettable" and "luminous". The review also remarks that Domingo is still taking on roles that he has not previously performed.


          New recordings that have been released in the first half of 2006 include studio recordings of Puccini's Edgar, Isaac Albniz's Pepita Jimnez, as well as a selection of Italian and Neapolitan songs, titled Italia ti amo (all three with Deutsche Grammophon). Amongst many television appearance in many countries over the years (a large number for charitable purposes), Domingo appeared as the star act in the New Orleans Opera Association's A Night For New Orleans with Frederica von Stade and Elizabeth Futral, in March 2006. The concert was to raise funds for the rebuilding of the city.


          


          Appearances on film and television


          
            	See List of Domingo's opera recorded performances

          


          Domingo has appeared in numerous opera films, among them are Jean-Pierre Ponnelle's Madama Butterfly, Francesco Rosi's Carmen ( Grammy Award for Best Opera Recording), Gianfranco de Bosio's Tosca with Raina Kabaivanska, Brian Large's Tosca with Catherine Malfitano ( Emmy Award), Franco Zeffirelli's Otello, Cavalleria rusticana & Pagliacci, and La Traviata (with Teresa Stratas, which received a Grammy Award for Best Opera Recording).


          He has also appeared on television in the 1978 La Scala production of Puccini's Manon Lescaut which marked the Scala debut of Hungarian soprano Sylvia Sass, as well in zarzuela evenings, and Live at the Met telecasts and broadcasts. In 2007, Domingo had a cameo in " The Homer of Seville", an episode of The Simpsons in which revolves around Homer Simpson becoming an opera singer. In his cameo, Domingo sang briefly.


          


          Complete repertoire


          Perhaps the most versatile of all living tenors, Domingo has sung 125 roles on stage (and as many as 129 roles when also counting studio recorded roles), ranging from Mozart to Ginastera. His main repertoire however is Italian ( Otello, Cavaradossi in Tosca, Don Carlo, Des Grieux in Manon Lescaut, Dick Johnson in La fanciulla del West , Radames in Aida), French ( Faust, Werther, Don Jos in Carmen, Samson in Samson et Dalila), and German ( Lohengrin, Parsifal, and Siegmund in Die Walkre). He continues to add more operas to his repertoire, the latest was Gluck's Iphignie en Tauride in November 2007 at the Metropolitan Opera.


          A new role will be added into his repertoire, Handel's Tamerlano as "Bajazet" on March 3, 2008 at Teatro Real. By March 3, 2008, his total repertoire will be 130 in which 126 roles were sung on stage and 4 roles in the recording studio.


          Below is his complete repertoire from 1959 until 2008. The list is sorted by chronological order; year, opera title, composer, role, debut date and city or location.


          
            	1959

          


          1. Rigoletto - Verdi; "Borsa"; 23-09-1959; Mexico City

          2. Dialogues des Carmlites - Poulenc; "Chaplain"; 21-10-1959; Mexico City



          
            	1960

          


          3. The Merry Widow - Franz Lehr; "Danilo/Camille"; 1960; Mexico City

          4. Turandot - Puccini; "Altoum"; 11-09-1960; Monterrey

          5. Turandot - Puccini; "Pang"; 01-10-1960; Monterrey

          6. Lucia di Lammermoor - Donizetti; "Normanno"; 05-10-1960; Monterrey

          7. La traviata - Verdi; "Gastone"; 08-10-1960; Monterrey

          8. Carmen - Bizet; "Remendado"; 15-10-1960; Monterrey

          9. Otello - Verdi; "Cassio"; 17-10-1960; Monterrey



          
            	1961

          


          10. La traviata - Verdi; "Alfredo"; 19-05-1961; Monterrey

          11. El Ultimo sueno - Vzquez; "Enrique"; 28-05-1961; Mexico City

          12. Amelia goes to the ball - Menotti; "Lover"; 28.-06-1961; Mexico City

          13. Fedora - Giordano; "Dsire", "Baron Rouvel"; 02-07-1961; Mexico City

          14. Boris Godunov - Mussorgsky; "Simpleton", "Shuisky"; 08-08-1961; Mexico City

          15. Andrea Chenier - Giordano; "Abb", "Incredibile"; 15-08-1961; Mexico City

          16. Tosca - Puccini; "Spoletta"; 21-08-1961; Mexico City

          17. Madama Butterfly - Puccini; "Goro"; 15-09-1961; Mexico City

          18. Tosca - Puccini; "Cavaradossi"; 30-09-1961 Mexico City



          
            	1962

          


          19. La bohme - Puccini; "Rodolfo"; 04-03-1962; Mexico City

          20. Cosi fan tutte - Mozart; "Ferrando"; 10-05-1962; Mexico City

          21. Adriana Lecouvreur - Cilea; "Maurizio"; 17-05-1962; Mexico City

          22. Trittico francescano - Refice; 01-10-1962; Guadalajara

          23. Madama Butterfly - Puccini; "Pinkerton"; 07-10-1962; Torren

          24. Lucia di Lammermoor - Donizetti; "Edgardo"; 26-11-1962; Fort Worth



          
            	1963

          


          25. Carmen - Bizet; "Don Jos"; 25-06-1963; Tel Aviv

          26. Don Giovanni - Mozart; "Don Ottavio"; 21-09-1963; Tel Aviv

          27. Faust - Gounod; "Faust"; 03-12-1963; Tel Aviv



          
            	1964

          


          28. Les Pcheurs de Perles - Bizet; "Nadir"; 21-01-1964; Tel Aviv

          29. Eugene Onegin - Tchaikovsky; "Lenski"; 05-09-1964; Tel Aviv



          
            	1965

          


          30. Cavalleria Rusticana - Mascagni; "Turiddu"; 21-01-1965; Tel Aviv

          31. Samson et Dalila - Saint-Saens; "Samson"; 30-07-1965; Chautauqua

          32. Les Contes d'Hoffmann - Offenbach; "Hoffmann"; 07-09-1965; Mexico City



          
            	1966

          


          33. Carlota, Severino & La Mulata de Crdoba - "Sandi", "Moreno", "Moncayo" (3 tenor roles); 01-01-1966; Barcelona

          34. Don Rodrigo - Ginastera; "Don Rodrigo"; 22-02-1966; New York

          35. Andrea Chnier - Giordano; "Andrea Chnier" ; 03-03-1966; New Orleans

          36. Hippolyte et Aricie - Rameau; "Hippolyte"; 06-04-1966; Boston

          37. Pagliacci - Leoncavallo; "Canio"; 09-08-1966; New York

          38. Il Barbiere di Siviglia - Rossini; "Almaviva"; 16-09-1966; Guadalajara

          39. Anna Bolena - Donizetti; "Lord Percy" 15-11-1966; New York



          
            	1967

          


          40. Il tabarro - Puccini; "Luigi"; 08-03-1967; New York

          41. Aida - Verdi; "Radames"; 11-05-1967; Hamburg

          42. Don Carlo - Verdi; "Don Carlo" ; 19-05-1967; Vienna

          43. Un ballo in maschera - Verdi; "Riccardo"; 31-05-1967; Berlin



          
            	1968

          


          44. Lohengrin - Wagner; "Lohengrin"; 14-01-1968; Hamburg

          45. Manon Lescaut - Puccini; "Des Grieux"; 15-02-1968; Hartford

          46. Il trovatore - Verdi; "Manrico"; 14-03-1968; New Orleans



          
            	1969

          


          47. Rigoletto - Verdi; "Il Duca"; 02-01-1969; Hamburg

          48. La forza del destino - Verdi; "Don Alvaro"; 18-01-1969; Hamburg

          49. Manon - Massenet; "Des Grieux"; 20-02-1969; New York

          50. Turandot - Puccini; "Calaf"; 16-07-1969; Verona

          51. Ernani - Verdi; "Ernani"; 07-12-1969; Milano



          
            	1970

          


          52. Oberon - Weber; "Hon"; 03-1970; Studio

          53. La Gioconda - Ponchielli; "Enzo"; 14-05-1970; Madrid

          54. Roberto Devereux - Donizetti; "Devereux"; 15-10-1970; New York



          
            	1971

          


          55. Der Rosenkavalier - Strauss, R.; Italian Singer; 03-1971; Studio

          56. I Lombardi alla prima crociata - Verdi; "Oronte"; 07-1971; Studio

          57. Luisa Miller - Verdi; "Rodolfo"; 04-11-1971; New York



          
            	1972

          


          58. Giovanna d'Arco - Verdi; "Carlo VII"; 08-1972; Studio

          59. Los Claveles - Serrano; "Fernando"; 1972; Studio

          60. La Dolorosa - Serrano; "Rafael"; 1972, Studio



          
            	1973

          


          61. Francesca da Rimini - Riccardo Zandonai; "Paolo"; 22-03-1973; New York

          62. L'Africaine - Meyerbeer; "Vasco da Gama"; 03-11-1973; San Francisco



          
            	1974

          


          63. I Vespri Siciliani - Verdi; "Arrigo"; 09-04-1974; Paris

          64. Mefistofele - Boito; "Faust"; 07-1974; Studio

          65. Romo et Juliette - Gounod; "Romo"; 28-09-1974; New York

          66. La Fanciulla del West - Puccini; "Dick Johnson" 26-11-1974; Turin



          
            	1975

          


          67. La Navarraise - Massenet: "Araquil"; 1975; Studio

          68. Otello - Verdi; "Otello"; 28-09-1975; Hamburg



          
            	1976

          


          69. Gianni Schicchi - Puccini; "Rinuccio"; 1976; Studio

          70. Louise - Charpentier; "Julien"; 1976; Studio

          71. Macbeth - Verdi; "Macduff"; 1976; Studio

          72. Die Meistersinger von Nrnberg - Wagner; "Walther von Stolzing"; 03-1976 Studio

          73. Le Cid - Massenet; "Don Rodrigue"; 08-03-1976; New York

          74. L'amore dei tre re - Italo Montemezzi; "Avito"; 07-1976; Studio



          
            	1977

          


          75. L'Elisir d'Amore - Donizetti; "Nemorino"; 1977; Studio

          76. Fedora - Giordano; "Loris"; 15-02-1977; Barcelona

          77. Werther - Massenet; "Werther"; 18-12-1977; Munich



          
            	1978

          


          78. La Damnation de Faust - Berlioz; "Faust"; 01-1978; Studio



          
            	1979

          


          79. Le villi - Puccini; "Roberto"; 06-1979; Studio

          80. Requiem - Berlioz; Tenor part; 06-1979; Studio

          81. Batrice et Bndict - Berlioz; "Bndict"; 07-1979; Studio

          82. Il Giuramento - Mercadante; "Viscardo"; 09-09-1979; Vienna



          
            	1980

          


          83. El Poeta - Torroba; "Jos de Espronceda"; 19-06-1980; Madrid



          
            	1981

          


          84. Norma - Bellini; "Pollione"; 21-09-1981; New York



          
            	1982

          


          85. La rondine - Puccini; "Ruggero"; 1982; Studio

          86. Nabucco - Verdi; "Ismaele"; 05-1982; Studio

          87. Les Troyens - Berlioz; "Ene"; 26-09-1983; New York



          
            	1986

          


          88. Die Fledermaus - Strauss, J.; "Alfred"; 04-1986; Studio

          89. Goya - Menotti; "Goya"; 15-11-1986; Washington


          
            	1988

          


          90. Iris - Mascagni; "Osaka"; 1988; Studio

          91. Tannhuser - Wagner; "Tannhuser"; 04-1988; Studio



          
            	1989

          


          92. Die Frau ohne Schatten - Strauss, R.; "Der Kaiser"; 03-1989; Studio



          
            	1990

          


          93. Man of La Mancha - Leigh; "Don Quixote"; 06-1990; Studio



          
            	1991

          


          94. Der fliegende Hollnder - Wagner; "Erik"; 02-1991; Studio

          95. Parsifal - Wagner; "Parsifal"; 14-03-1991; New York



          
            	1992

          


          96. Il Barbiere di Siviglia - Rossini; "Figaro"; 02-1992; Studio

          97. El Gato Monts - Penella; "Rafaele Ruiz"; 07-08-1992; Seville

          98. Die Walkre - Wagner; "Siegmund"; 19-12-1992; Vienna



          
            	1993

          


          99. Stiffelio - Verdi; "Stiffelio"; 21-10-1993; New York



          
            	1994

          


          100. Dona Francisquita - Vives; "Fernando"; 02-1994; Studio

          101. La Verbena de la Paloma - Toms Bretn; "Julian"; 04-1994; Studio

          102. Il Guarany - Carlos Gomes; "Pery"; 05-06-1994; Bonn

          103. Idomeneo - Mozart; "Idomeneo"; 01-10-1994; New York

          104. Hrodiade - Massenet; "Jean"; 08.-11-1994; San Francisco

          105. Luisa Fernanda - Torroba; "Javier"; 1995; Studio

          106. Simon Boccanegra (1881 version) Gabriele - Verdi; "Adorno"; 19-01-1995; New York



          
            	1996

          


          107. La Tabernera del Puerto - Pablo Sorozbal; "Leandro"; 1996; Studio



          
            	1997

          


          108. Simon Boccanegra (1857 version) Gabriele - Verdi; "Adorno"; 28-06-1997; London

          109. Divinas Palabras - Garcia Abril; "Lucero"; 18-10-1997; Madrid



          
            	1998

          


          110. Le prophte - Meyerbeer; "Jean van der Leyden"; 21-05-1998; Vienna

          111. Faust Symphony - Liszt; Tenor part; 06-1998; Studio

          112. La Dolores - Toms Bretn; "Lzaro"; 07-1998; Studio



          
            	1999

          


          113. Das Lied von der Erde - Gustav Mahler; Tenor part; 02-1999; Studio

          114. Misa Tango - Bacalov; Tenor part; 02-1999; Studio

          115. Pique Dame - Tschaikowsky; "Hermann"; 18-03-1999; New York

          116. Fidelio - Beethoven; "Florestan"; 06-1999; Studio

          117. Merlin - Albniz; "King Arthur"; 07-1999; Studio

          118. Margarita la Tornera - Chap; "Don Juan de Alarcn"; 11-12-1999; Madrid



          
            	2000

          


          119. La Gran Via - Chueca, Valverde; "Caballero de Graca"; 01-2000; Studio

          120. The Merry Widow - Franz Lehr; "Danilo"; 17-02-2000; New York

          121. La battaglia di Legnano - Verdi; "Arrigo"; 30-06-2000; London



          
            	2001

          


          122. La Revoltosa - Chap; "Felipe"; 01-2001; Studio



          
            	2002

          


          123. Sly - Wolf-Ferrari; "Christopher Sly"; 01-04-2002; New York



          
            	2003

          


          124. Luisa Fernanda - Torroba; "Vidal Hernando"; 18-06-2003; Milan

          125. Nicholas and Alexandra - Deborah Drattell; "Rasputin"; 14-09-2003; Los Angeles



          
            	2004

          


          126. Tristan und Isolde - Wagner; "Tristan"; 12-2004; Studio



          
            	2005

          


          127. Cyrano de Bergerac - Franco Alfano; "Cyrano"; 13-05-2005; New York



          
            	2006

          


          128. The First Emperor - Tan Dun; "Emperor Qin"; 21-12-2006; New York



          
            	2007

          


          129. Iphignie en Tauride - Gluck; "Oreste"; 27-11-2007; New York



          
            	2008

          


          130. Tamerlano - Handel; "Bajazet"; (Scheduled to be performed on 26-03-2008 at Teatro Real )



          


          Awards and honours


          Domingo has received numerous awards and honours, including:


          


          Grammy Award


          
            	1971 - Principal Soloist for Best Opera Recording for Verdi: Aida


            	1974 - Principal Soloist for Best Opera Recording for G. Puccini: La Bohme


            	1983 - Principal Soloist for Best Opera Recording for Verdi: La Traviata


            	1984 - Principal Soloist for Best Opera Recording for Bizet: Carmen


            	1984 - Best Latin Pop Performance for Always in my Heart (Siempre en mi corazon)


            	1988 - Principal Soloist for Best Opera Recording for Wagner: Lohengrin


            	1990 - Best Classical Vocal Performance for Carreras-Domingo-Pavarotti in Concert


            	1992 - Principal Soloist for Best Opera Recording for Strauss: Die Frau ohne Schatten


            	2000 - Best Mexican-American Performance for 100 years of Mariachi

          


          


          Latin Grammy Award


          
            	2000 - Best Classical Album for T. Breton: La Dolores


            	2001 - Best Classical Album for I. Albniz: Merlin

          


          


          Government and organization honours


          France


          
            	Ordre National de la Lgion dHonneur


            	Chevalier de la Lgion dHonneur


            	Commandeur Arts et Lettres


            	Grande Medaille de la Ville de Paris


            	Commandeur de la Lgion dHonneur  March 2002

          


          Spain


          
            	Isabel la Catlica


            	Premio Prinicipe de Asturias de las Artes - 1991


            	Gran Cruz de la Orden del Mrito Civil  September 2002

          


          USA


          
            	Kennedy Center Honours  December 2000


            	The presidential Medal of Freedom  July 2002

          


          Austria


          
            	sterreichisches Ehrenkreuz fr Wissenschaft und Kunst 1. Klasse


            	Kammersnger und Ehrenmitglied der Wiener Staatsoper


            	Goldenes Ehrenzeichen fr Verdienste um das Land Wien  2007

          


          Other countries


          
            	Aguila Azteca (Mexico)


            	Capo dellOrdine "Al Merito della Repubblica Italiana" Grande Ufficiale (Italy)


            	Gr Cruz da Ordem do Infante dHenrique (Portugal)


            	Cavalliere di Malta (Malta)


            	Honorary Knight Commander of the Order of the British Empire (KBE) (Great Britain)  October 2002


            	Order of the Cedars (Lebanon) - 2004

          


          NPO


          
            	Unicef Socio de Honour (UNICEF)

          


          


          Honorary Doctorate


          
            	Royal Northern College of Music, England (1982)


            	Philadelphia College of Performing Arts, USA (1982)


            	Oklahoma City University, USA (1984)


            	Universidad Complutense de Madrid, Spain (1989)


            	New York University, USA (1990)


            	Georgetown University, USA (1992)


            	Washington College of Chestertown, USA (2000)


            	Anhuac University, Mexico (2001)


            	Chopin Music Academy, Poland (2003)


            	Oxford University, England (2003)

          


          


          Other entertainment awards and appreciation


          
            	A star on the Hollywood Walk of Fame  1993 (Location: Domingo, Placido LT 7000 Hollywood Blvd)


            	Sociedad General de Autores Espaola (Best Lyric Singer of the Year 1997) for his role in the world premiere of "Divinas Palabras" - 1997


            	Association of Argentinian Music Critics (Best Male Singer in 1997) for Samson and Dalila" - 1997


            	Baltika Grand Prix for Outstanding Achievement - June 1998


            	American Latina Media Arts (ALMA) Awards (Outstanding Performances By An Individual or Act in A Variety) - 1998


            	Hispanic Heritage Award for Arts - September 1999


            	Great Prize of the International Music Press - September 2000


            	The Ella Award - 2002


            	Classical BRIT Awards - 2006 (Critics' Award for Tristan and Isolde and Lifetime Achievement Award)

          


          


          Humanitarian works and initiatives


          In 1986, he performed at benefit concerts to raise funds for the victims of 1985 Mexico City earthquake and released an album of one of the events. On August 21, 2007, as recognition to his support to 1985 Mexico City earthquake victims as well as his artistic works, a statue in his honour, made in Mexico City from keys donated by the people, was unveiled. The statue is the work of Alejandra Ziga, is two meters tall, weighs about 300 kg (660 lbs) and is part of the "Grandes valores" (Great values) program.


          Domingo supports the Hear the World initiative as an ambassador to raise awareness for the topic of hearing and hearing loss .


          In 1993 he founded Operalia, an international opera competition for talented young singers. The winners get the opportunities of being employed in opera ensembles around the world . Domingo has been instrumental in giving many young artists encouragement, (and special attention) as in 2001, when he invited New York tenor, Daniel Rodriguez to attend the Vilar/Domingo Young Artists program to further develop his operatic skills.


          On December 21, 2003, Domingo made a performance in Cancun to benefit the Ciudad de la Alegria Foundation, the foundation that provides assistance and lodging to people in need, including low-income individuals, orphans, expectant mothers, immigrants, rehabilitated legal offenders, and the terminally ill.


          On March 4, 2006, Domingo sang at the Gala Benefit Concert, "A Night For New Orleans" at the New Orleans Arena to help rebuilding the city after the it was hit by Hurricane Katrina.


          On June 27, 2007, Domingo and Katherine Jenkins performed in a charity concert in Athens to raise funds to aid the conflict in Darfur. The concert was organized by Medecins Sans Frontieres/Doctors Without Borders.


          In October 2007, Domingo joins several other preeminent figures in entertainment, government, the environment and more, as the one of receivers of the BMW Hydrogen 7, designed in the mission to build support of hydrogen as a viable substitute to fossil fuels.


          
            Retrieved from " http://en.wikipedia.org/wiki/Pl%C3%A1cido_Domingo"
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              	Leader

              	Ieuan Wyn Jones AM
            


            
              	
            


            
              	Founded

              	August 5, 1925
            


            
              	Headquarters

              	18 Park Grove,

              Cardiff, CF10 3BN

              Wales
            


            
              	
            


            
              	Political Ideology

              	Welsh Independence

              Welsh nationalism

              Social democracy
            


            
              	Political Position

              	Centre-left
            


            
              	International Affiliation

              	none
            


            
              	European Affiliation

              	European Free Alliance
            


            
              	European Parliament Group

              	Greens-EFA
            


            
              	Colours

              	Yellow
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              	www.plaidcymru.org
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          Plaid Cymru (IPA: [plaɪd ˈkəmri]; English: The Party of Wales; often referred to simply as Plaid) is a political party in Wales. It advocates the establishment of an independent Welsh state within the European Union.


          Plaid Cymru was formed in 1925 and won its first seat in 1966. Plaid Cymru has 1 of 4 Welsh seats in the European Parliament, 3 of 40 Welsh seats in the UK Parliament, 15 of 60 seats in the National Assembly for Wales, where it is the junior partner in the coalition government with Welsh Labour Party, and control of 1 of 22 Welsh local authorities. According to accounts filed with the Electoral Commission for the year of 2004, the party has an income and expenditure of about 500,000.


          


          Aims of the Party


          Plaid Cymru has five stated aims.


          
            	To promote the constitutional advancement of Wales with a view to attaining Full National Status for Wales within the European Union.


            	To ensure economic prosperity, social justice and the health of the natural environment, based on decentralist socialism.


            	To build a national community based on equal citizenship, respect for different traditions and cultures and the equal worth of all individuals, whatever their race, nationality, gender, colour, creed, sexuality, age, ability or social background.


            	To create a bilingual society by promoting the revival of the Welsh language.


            	To promote Wales's contribution to the global community and to attain membership of the United Nations.

          


          


          History


          


          Beginnings


          


          While both the Labour and Liberal parties of the early 20th century had accommodated demands for Welsh Home Rule, no political party existed for the purposes of establishing a Welsh Government. Plaid Genedlaethol Cymru (Welsh: National Party of Wales) was formed on 5 August 1925, by members of Byddin Ymreolwyr Cymru (The Welsh Home Rule Army) and Y Mudiad Cymreig (The Welsh Movement). Initially, home rule for Wales was not an explicit aim of the new movement; keeping Wales Welsh-speaking took primacy, with the aim of making Welsh the only official language of Wales.


          Nevertheless, at the General Election of 1929 the party contested its first Parliamentary constituency in Caernarfonshire, polling 609 votes, or 1.6% of the vote for that seat. The party would contest few such elections in its early years, a product partly of its early ambivalence towards participating in Westminster politics. Indeed the candidate Lewis Valentine, the partys first President, offered himself in Caernarfonshire on a platform of demonstrating Welsh people's rejection of English dominion.


          [bookmark: 1930s]


          1930s


          


          By 1932 the aims of self-government and Welsh representation at the League of Nations had been added to that of preserving Welsh language and culture. However, this move, and the party's early attempts to develop an economic critique, did not lead to the broadening of its appeal beyond that of an intellectual and socially conservative Welsh language pressure group. The alleged sympathetic views of the party's leading members (including President Saunders Lewis) towards Europe's totalitarian regimes compromised its early appeal further


          In 1936 Lewis, D. J. Williams and Lewis Valentine attacked and set fire to the newly constructed RAF Penyberth air base on the Llŷn peninsula in Gwynedd in protest at its siting in the Welsh-speaking heartland. The leaders treatment, including the trial judge's dismissal of the use of Welsh and their subsequent imprisonment in Wormwood Scrubs became a cause celebre, heightening the profile of the party dramatically and seeing its membership double to nearly 2,000 by 1939.


          [bookmark: 1940s]


          1940s


          Penyberth, and Plaid Cymrus neutral stance during the Second World War prompted concerns within the UK Government that it might be used by Germany to insert spies or carry out other covert operations. In fact, the party adopted a neutral standpoint and urged (with only limited success) conscientious objection to war service.


          In 1943 Saunders Lewis contested the University of Wales Parliamentary seat at a by-election, gaining 1,330 votes, or 22%. At the 1945 General Election, with party membership at around 2,500 Plaid Cymru contested 7 seats, as many as it had in the preceding 20 years, including constituencies in south Wales for the first time. At this time Gwynfor Evans was elected President.


          [bookmark: 1950s]


          1950s


          Gwynfor Evans Presidency coincided with the maturation of Plaid Cymru (as it began to refer to itself at this time) into a more recognisable political party. Its share of the vote increased from 0.7% in the 1951 General Election, to 3.1% in 1955 and 5.2% in 1959. At this latter General Election, the party contested a majority of Welsh seats for the first time. Proposals to drown the village of Capel Celyn in the Tryweryn valley in Gwynedd in 1957 to supply the city of Liverpool with water played a part in Plaid Cymru's growth. The fact that the Parliamentary bill authorising the drowning went through without support from any Welsh MPs seemed to underline the party's argument that the Welsh national community was powerless.


          [bookmark: 1960s]


          1960s


          Support for the party declined slightly in the early 1960s, particularly as support for the Liberal Party began to stabilise from its long-term decline. In 1962 Saunders Lewis gave a radio talk entitled Tynged yr iaith (The fate of the language) in which he predicted the extinction of the Welsh language unless action was taken. This led to the formation of Cymdeithas yr Iaith Gymraeg (the Welsh Language Society) the same year.


          Labours return to power in 1964 and the creation of the post of Secretary of State for Wales appeared to represent a continuation of the incremental evolution of a distinctive Welsh polity, following the Conservative Party government's appointment of a Minister of Welsh Affairs in the mid 1950s and the establishment of Cardiff as Waless capital in 1955 .


          However, in 1966, less than four months after coming third in the constituency of Carmarthen, Gwynfor Evans sensationally captured the seat from Labour at a by-election. This was followed by two further by-elections in Rhondda West in 1967 and Caerphilly in 1968 in which the party achieved massive swings of 30% and 40% respectively, coming within a whisker of victory. The results were caused partly by an anti-Labour backlash. Expectations in coal mining communities that the Wilson government would halt the long-term decline in their industry had been dashed by a significant downward revision of coal production estimates. However - in Carmarthen particularly - Plaid Cymru also successfully depicted Labour's policies as a threat to the viability of small Welsh communities.


          [bookmark: 1970s]


          1970s


          In the 1970 General Election Plaid Cymru contested every seat in Wales for the first time and its vote share surged from 4.5% in 1966 to 11.5%. Gwynfor Evans, however, lost Carmarthen to Labour, lost again by three votes in February 1974, but regained the seat in October 1974, by which time the party had gained a further two MPs, representing the constituencies of Caernarfon and Merionethshire.


          Plaid Cymrus emergence (along with the Scottish National Party) prompted the Wilson government to establish the Kilbrandon Commission on the constitution. The subsequent proposals for a Welsh Assembly were, however, heavily defeated in a referendum in 1979. Despite Plaid Cymru's ambivalence toward home rule (as opposed to outright independence) the referendum result led many in the party to question its direction.


          At the 1979 General Election the partys vote share declined from 10.8% to 8.1% and Carmarthen was again lost to Labour.


          [bookmark: 1980s]


          1980s


          Caernarfon MP, Dafydd Wigley succeeded Gwynfor Evans as President in succession in 1981, inheriting a party whose morale was at an all-time low. In 1981 the party adopted "community socialism" as a constitutional aim. While the party embarked on a wide-ranging review of its priorities and goals, Gwynfor Evans fought a successful campaign (including the threat of a hunger strike) to oblige the Conservative Government to fulfil its promise to establish S4C, a Welsh medium TV service. In 1984 Dafydd Elis-Thomas was elected President, defeating Dafydd Iwan, a move that saw the party shift to the left. Ieuan Wyn Jones (now Plaid Cymru leader) captured Ynys Mn from the Conservatives in 1987. In 1989 Dafydd Wigley once again assumed the Presidency.


          [bookmark: 1990s]


          1990s


          In the 1992 General Election, the party added a fourth MP, Cynog Dafis, on a Plaid-Green Party ticket, gaining Ceredigion and Pembroke North from the Liberal Democrats. The partys vote share recovered to 9.9% by the 1997 General Election.


          In 1997 following the election of a Labour government committed to devolution for Wales a further referendum was narrowly won, establishing the National Assembly for Wales. Plaid Cymru became the main opposition to the ruling Labour Party, with 17 seats to Labour's 28. In so doing it appeared to have broken out of its rural Welsh-speaking heartland, and captured traditionally strong Labour areas in industrial south Wales.


          


          Plaid Cymru in the Assembly era


          
            [image: Dafydd Wigley]

            
              Dafydd Wigley
            

          


          


          First Welsh Assembly, 1999-2003


          In the 1999 election Plaid Cymru gained seats in traditional Labour areas such as in the Rhondda, Islwyn and Llanelli, achieving by far its highest share of the vote in any Wales-wide election. While Plaid Cymru regarded itself as the natural beneficiary of devolution, others attributed its performance in large part to the travails of the Labour Party, whose nomination for Assembly First Secretary, Ron Davies, was forced to stand down in an alleged sex scandal. The ensuing leadership battle, won by Alun Michael, did much to damage Labour, and thus aid Plaid Cymru, whose leader was the more popular and higher profile Dafydd Wigley. The UK Labour national leadership was seen to interfere in the contest and deny the popular Rhodri Morgan victory. Less than two months later, in elections to the European parliamnent, Labour support slumped further, and Plaid Cymru came within 2.5% of achieving the largest share of the vote in Wales. Under the new system of proportional representation, the party also gained two MEPs.


          Plaid Cymru then developed political problems of its own. Dafydd Wigley resigned, citing health problems but amid rumours of a plot against him. His successor, Ieuan Wyn Jones, struggled to impose his authority, particularly over controversial remarks made by a senior councillor, Seimon Glyn. At the same time, Labour leader and First Minister Alun Michael was replaced by Rhodri Morgan.


          In the 2001 General Election, Plaid Cymru lost Wyn Jones' former seat of Ynys Mn to Albert Owen, but gained Carmarthen East and Dinefwr, where Adam Price was elected. Notwithstanding these mixed results, the party recorded its highest ever vote share in a General Election, 14.3%


          


          Second Welsh Assembly, 2003-2007


          The Assembly elections of May 2003 saw the party's representation drop from 17 to 12, with the gains of the 1999 election falling again to Labour and the party's share of the vote declining to 21%. Plaid Cymru narrowly remained the second-largest party in the National Assembly ahead of the Conservatives, Liberal Democrats and Forward Wales.


          On 15 September 2003 folk-singer and county councillor Dafydd Iwan was elected Plaid Cymru's new President. Ieuan Wyn Jones, who had resigned from his dual role as President and Assembly group leader following the losses in the 2003 Assembly election, was re-elected in the latter role. Elfyn Llwyd remained the Plaid Cymru leader in the Westminster Parliament. Under Iwan's Presidency the party formally adopted a policy of independence for Wales in Europe.


          The 2004 local election saw the party lose control of the two south Wales councils it gained in 1999, Rhondda Cynon Taff and Caerphilly, while retaining its stronghold of Gwynedd in the north west. However, the results led the party to claim a greater number of ethnic minority councillors than all the other political parties in Wales combined, along with individual ward gains in authorities such as Cardiff and Swansea, where Plaid Cymru represenation had been minimal. In the European Parliamentary elections of the same year, the party's vote share fell to 17.4%, and the reduction in the number of Welsh MEPs saw its representation reduced to one.


          


          In the General Election of May 5, 2005, Plaid Cymru lost the Ceredigion seat to the Liberal Democrats, the result was a disappointment to Plaid, who had hoped to gain Ynys Mn. Overall therefore, the party's Parliamentary representation fell to three seats, the lowest level for Plaid Cymru since 1992. The party's share of the vote fell to 12.6%.


          In 2006, the party voted constitutional changes to formally designate the party's leader in the assembly as its overall leader, with Ieuan Wyn Jones being restored to the full leadership and Dafydd Iwan becoming head of the voluntary wing of the party. 2006 also saw the party unveil a radical change of image, opting to use "Plaid" as the party's name, although "Plaid Cymru - The Party of Wales" would remain the official title. The party's colours were changed to yellow from the traditional green and red, while the party logo was changed from the 'triban' (three peaks) used since 1933 to a yellow Welsh poppy (Meconopsis cambrica).


          


          Third Welsh Assembly, 2007-


          In the Welsh Assembly election of May 3, 2007, Plaid Cymru increased its number of seats from 12 to 15, regaining Llanelli, gaining one additional list seat and winning the newly created constituency of Aberconwy The 2007 election also saw Plaid Cymru's Mohammad Asghar become the first ethnic minority candidate elected to the Welsh Assembly. The Party's share of the vote increased to 22.4%.


          After weeks of negotiations involving all four parties in the Assembly, Plaid Cymru and Labour agreed to form a coalition government. Their agreed " One Wales" programme included a commitment for both parties to campaign for a 'Yes' vote in a referendum on full-law making powers for the Assembly, to be held at a time of the Welsh Assembly Government's choosing. Ieuan Wyn Jones was subsequently confirmed as Deputy First Minister of Wales and Economy and Transport Minister. His Deputy, Rhodri Glyn Thomas was appointed Heritage Minister with Ceredigion AM Elin Jones appointed to the Rural Affairs brief in the new 10 member Cabinet.


          


          Party Leadership


          Plaid Cymru Leadership


          
            
              	Name

              and Portrait

              	Party Office

              	Constituency

              (if any)

              	Notes
            


            
              	1

              	[image: ]

              Ieuan Wyn Jones

              	Party Leader

              since 2006

              and AM Group Leader

              	AM for Ynys Mn

              	Deputy First Minister of Wales

              A 2006 party reorganization

              designated the group leader in the

              Assembly as overall party leader.
            


            
              	2

              	[image: ]

              Dafydd Wigley

              	Honorary

              Party President

              From 2001

              	

              	Former Party President
            


            
              	3

              	[image: ]

              Dafydd Iwan

              	Party President

              Since 2003

              	

              	
            


            
              	4

              	[image: ]

              Rhodri Glyn Thomas

              	Deputy President

              	AM Carmarthen East and Dinefwr

              	Assembly Member

              Assembly Government Minister for Heritage
            


            
              	5

              	[image: ]

              Elfyn Llwyd

              	

              	MP Meirionnydd Nant Conwy

              	U.K. Parliamentry

              Group Leader
            

          


          


          Electoral performance


          


          European Parliament Elections


          
            
              	Year

              	Percentage of vote in Wales

              	Seats won
            


            
              	1979

              	11.7%

              	0 (of 4)
            


            
              	1984

              	12.2%

              	0 (of 4)
            


            
              	1989

              	12.9%

              	0 (of 4)
            


            
              	1994

              	17.1%

              	0 (of 5)
            


            
              	1999

              	29.6%

              	2 (of 5)
            


            
              	2004

              	17.1%

              	1 (of 4)
            

          


          


          UK General Elections


          
            
              	Year

              	Percentage of vote in Wales

              	Seats won
            


            
              	1929

              	< 0.1%

              	0 (of 36)
            


            
              	1931

              	0.2%

              	0 (of 36)
            


            
              	1935

              	0.3%

              	0 (of 36)
            


            
              	1945

              	1.2%

              	0 (of 36)
            


            
              	1950

              	1.2%

              	0 (of 36)
            


            
              	1951

              	0.7%

              	0 (of 36)
            


            
              	1955

              	3.1%

              	0 (of 36)
            


            
              	1959

              	5.2%

              	0 (of 36)
            


            
              	1964

              	4.8%

              	0 (of 36)
            


            
              	1966

              	4.3%

              	0 (of 36)
            


            
              	1970

              	11.5%

              	0 (of 36)
            


            
              	1974 (Feb)

              	10.8%

              	2 (of 36)
            


            
              	1974 (Oct)

              	10.8%

              	3 (of 36)
            


            
              	1979

              	8.1%

              	2 (of 36)
            


            
              	1983

              	7.8%

              	2 (of 38)
            


            
              	1987

              	7.3%

              	3 (of 38)
            


            
              	1992*

              	9%

              	4 (of 38)
            


            
              	1997

              	9.9%

              	4 (of 40)
            


            
              	2001

              	14.3%

              	4 (of 40)
            


            
              	2005

              	12.6%

              	3 (of 40)
            

          


          
            	One seat contested on a joint Plaid Cymru/Green Party ticket

          


          


          Welsh Assembly Elections


          
            
              	Year

              	Percentage of vote (constituency)

              	Percentage of vote (regional)

              	Seats won (constituency)

              	Seats won (regional)
            


            
              	1999

              	28.4%

              	30.6%

              	9 (of 40)

              	8 (of 20)
            


            
              	2003

              	21.2%

              	19.7%

              	5 (of 40)

              	7 (of 20)
            


            
              	2007

              	22.4%

              	21.0%

              	7 (of 40)

              	8 (of 20)
            

          


          


          European Free Alliance


          Plaid retains close links with the Scottish National Party, with both parties' MPs co-operating closely with one another. They work as a single group within Westminster, and were involved in joint campaigning during the 2005 General Election campaign. Both parties are part of the European Free Alliance group in the European Parliament, a nationalist and regionalist bloc of parties. The EFA works with the European Green Party in order to form a grouping in the European Parliament: the Greens - European Free Alliance.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Plaid_Cymru"
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                  Grant's Zebra (E. quagga boehmi)
                

              
            


            
              	Conservation status
            


            
              	
                
                  Least Concern
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Perissodactyla

                  


                  
                    	Family:

                    	Equidae

                  


                  
                    	Genus:

                    	Equus

                  


                  
                    	Subgenus:

                    	Hippotigris

                  


                  
                    	Species:

                    	E. quagga

                  

                

              
            


            
              	Binomial name
            


            
              	Equus quagga

              Boddaert, 1785
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                  Range map of The Plains zebra
                

              
            


            
              	subspecies
            


            
              	
                E. q. quagga 

                E. q. burchellii

                E. q. boehmi

                E. q. borensis

                E. q. chapmani

                E. q. crawshayi

              
            

          


          The Plains zebra (Equus quagga, formerly Equus burchelli), also known as the Common zebra or the Burchell's zebra, is the most common and geographically widespread form of zebra, once being found from the south of Ethiopia right through east Africa as far south as Angola and eastern South Africa. The Plains Zebra is much less numerous than it once was, because of human activities such as hunting it for its meat and hide, as well as encroachment on much of its former habitat, but it remains common in game reserves.


          


          Physical description
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              Zebra sideview
            

          


          The Plains Zebra is mid-sized and thick bodied with relatively short legs. Adults of both sexes stand about 1.4 meters (4.6 ft) high at the shoulder, are approximately 2.3 meters (8 ft) long, and weigh about 294 kg (646 lbs) however males may weigh 10% more than females. Like all zebras, it is boldly striped in black and white and no two individuals look exactly alike. All have vertical stripes on the forepart of the body, which tend towards the horizontal on the hindquarters. The northern populations have narrower and more defined striping; southern populations have varied but lesser amounts of striping on the underparts, the legs and the hindquarters. Southern populations also have brown "shadow" stripes between the black and white coloring. The first subspecies to be described, the Quagga which is now extinct, had plain brown hindquarters. (Technically, because the Quagga was described first as E. quagga, the proper zoological name for the most common form of the Plains Zebra is E. quagga burchelli.) 


          Ecology
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              Three zebras drinking
            

          


          Plains zebras live in eastern and southeastern Africa where there are only two seasons; wet and dry. Zebras rely on rainfall for food and water and thus have to go on great migrations to follow the rains. The zebras will migrate up to 700 miles for food. Other grazers also must do the same thing. Plains zebras can not survive very long without water and must be at least 25-30 kilometers from a water source.


          Unlike many of the large ungulates of Africa, the Plains Zebra does not require (but still prefers) short grass to graze on. It eats a wide range of different grasses, preferring young, fresh growth where available, and also browses on leaves and shoots from time to time. In consequence, it ranges more widely than many other species, even into woodland, and it is often the first grazing species to appear in a well-vegetated area. A zebra's digestive system works quickly and can extract more protein from the fibrous and poorest plant parts. Thus zebra are less picky in foraging but they do spend much time eating. Only after animals like zebras have cropped and trampled the long top grasses, which are low in protein, do the other grazers like Blue wildebeests and Thompson's gazelles move in to eat the newly exposed and more nutritional short grasses.


          The Plains zebra's main predators are lions and spotted hyenas. Nile crocodiles are also great threats during river crossings. Wild dogs, cheetahs and leopards also prey on zebras, although the threats they pose are generally minor. For protection from land predators the Plains Zebra retreats into open areas with good visibility at night time.


          


          Lifestyle


          The Plains Zebra is highly social and usually forms small family groups consisting of a single stallion, one, two, or several mares, and their recent offspring. Bachelor males either live alone or with groups of other bachelors until they are old enough to challenge a breeding stallion.
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              Group of Plains zebras
            

          


          A stallion forms a harem by abducting young mares from their families. When a mare reaches sexual maturity she will exhibit the estrous posture which invites the males. However she is usually not ready for mating at this point and will hide in her family group. Her father has to chase off stallions attempting to abduct her. Eventually a stallion will be able to defeat the father and include the mare into his harem.
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              Zebras courting
            

          


          A stallion will defend his group from bachelor males (as well as predators), unless the male grew up with the stallion. At that point the stallion will allow one mare for his "friend." When challenged, the stallion would issue a warning to the invader by rubbing nose or shoulder with him. If the warning is not heeded, a fight breaks out. Zebra fights often become very violent, with the animals biting at each other's necks, heads or legs, wreastling to the ground, and occasional kicking. Sometimes a stallion will lay still on the ground like he's surrendered but once the other male lets up the stallion will strike and continue the fight.


          Mares exist in a hierarchy with the alpha female being the first to mate with the stallion and being the one to lead the group. When new mares are added to the group, they are met with hostility by the other mares. Thus the stallion must shield the new mares until the aggression subdues.


          Zebras strengthen their social bonds with grooming. Members of a harem nip and scrape along the neck, shoulders and back with their teeth and lips. Mothers and foals groom the most often followed by siblings. Grooming shows social status and eases aggressive behaviour.


          Plains zebra groups often come together in large herds and migrate together along with other species such as wildebeests. Wildebeests and zebras generally coexist peacefully and will alert each other to predators. However in one case, a gang of young zebra stallions isolated and harassed a wildebeest calf while keeping the mother at bay. The zebras chased and bit the young calf repeatedly. One zebra even trampled over it. The group eventually lost interest and the calf survived. A similar incident happened when a lone wildebeest calf wandered too close to a gang of stallions and was kicked to death.
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              Young Plains zebra, Etosha National Park, Namibia
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          Reproduction


          Mares may give birth to one foal every twelve months. She nurses the foal for up to a year. Like horses, zebras are able to stand, walk and suckle shortly after they're born. Plains zebra foals are protected by their mother as well as the head stallion and the other mares in their group. Even with parental protection up to 50% of zebra foals are taken by predation, disease and starvation each year. It is possible that zebras practice infanticide and feticide, although such incidences have only been observed in captive individuals.


          Young male zebras eventually leave their family groups. This is not because of sexual maturity or being kicked out by their fathers but because their relationship with their mothers have faded after the birth of a sibling. The young stallion then seeks out other young stallions for company. Young females may stay in the herd until they are abducted by another stallion.


          


          Subspecies
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              Quagga
            

          


          In 2004, C.P. Groves and C.H. Bell did investigations on the taxonomy of the zebra's genus Equus, subgenus Hippotigris. They published their research in Mammalian Biology. They revised the subspecies of the Plains Zebra Equus quagga. Six subspecies are recognizable. The completely maneless Somali population may represent a seventh subspecies: Equus quagga isabella (Ziccardi, 1958). This subspecies may be valid, but at present there is no evidence that it is.


          
            	Quagga, Equus quagga quagga Boddaert, 1785 


            	Burchell's Zebra, Equus quagga burchellii Gray, 1824


            	Grant's Zebra, Equus quagga boehmi Matschie, 1892


            	Selous' zebra, Equus quagga borensis Lnnberg, 1921


            	Chapman's Zebra, Equus quagga chapmani Layard, 1865


            	Crawshay's Zebra, Equus quagga crawshayi De Winton, 1896.

          


          


          Conservation


          The Plains zebras range has diminished in modern times. While the population remains stable, zebras are threatened by hunting, for their hide and meat, and habitat change from farming. They compete with livestock for food. One subspecies, the quagga, is now extinct. Nevertheless, Plains zebras are protected in most of their range. They are an important economic source in tourism.


          
            Retrieved from " http://en.wikipedia.org/wiki/Plains_Zebra"
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              Two intersecting planes in three-dimensional space
            

          


          In mathematics, a plane is a two-dimensional manifold or surface that is perfectly flat. Informally, it can be thought of as an infinitely vast and infinitesimally thin sheet oriented in some space. Formally, it is an affine space of dimension two.


          When working in two-dimensional Euclidean space, the definite article is used, the plane, to refer to the whole space. Many fundamental tasks in geometry, trigonometry, and graphing are performed in two-dimensional space, or in other words, in the plane. A lot of mathematics can be and has been performed in the plane, notably in the areas of geometry, trigonometry, graph theory and graphing.


          


          Euclidean geometry


          In Euclidean space a plane is a surface such that, given any two distinct points on the surface, the surface also contains the unique straight line that passes through those points.


          The fundamental structure of two such planes will always be the same. In mathematics this is described as topological equivalence. Informally though, it means that any two planes look the same.


          A plane can be uniquely determined by any of the following (sets of) objects:


          
            	three non-collinear points (i.e., not lying on the same line)


            	a line and a point not on the line


            	two lines with one point of intersection


            	two parallel lines

          


          


          Planes embedded in R3


          This section is specifically concerned with planes embedded in three dimensions: specifically, in ℝ3.


          


          Properties


          In three-dimensional Euclidean space, we may exploit the following facts that do not hold in higher dimensions:


          
            	Two planes are either parallel or they intersect in a line.


            	A line is either parallel to a plane or intersects it at a single point or is contained in the plane.


            	Two lines perpendicular to the same plane must be parallel to each other.


            	Two planes perpendicular to the same line must be parallel to each other.

          


          


          Define a plane with a point and a normal vector


          In a three-dimensional space, another important way of defining a plane is by specifying a point and a normal vector to the plane.


          Let [image: \bold p] be the point we wish to lie in the plane, and let [image: \vec n] be a nonzero normal vector to the plane. The desired plane is the set of all points [image: \bold r] such that [image: \vec n\cdot (r-\bold p)=0.]


          If we write [image: \vec n = \begin{bmatrix}a\\ b\\ c\end{bmatrix} ], [image: \bold r = (x, y, z) ] and d as the dot product [image: \vec n\cdot \bold p=-d], then the plane  is determined by the condition [image: ax + by + cz + d = 0\,], where a, b, c and d are real numbers and a,b, and c are not all zero.


          Alternatively, a plane may be described parametrically as the set of all points of the form [image: \vec{u} + s\vec{v} + t\vec{w},] where s and t range over all real numbers, and [image: \vec{u}], [image: \vec{v}] and [image: \vec{w}] are given vectors defining the plane. [image: \vec{u}] points from the origin to an arbitrary point on the plane, and [image: \vec{v}] and [image: \vec{w}] can be visualized as starting at [image: \vec{u}] and pointing in different directions along the plane. [image: \vec{v}] and [image: \vec{w}] can, but do not have to be perpendicular (but they cannot be collinear).


          


          Define a plane through three points


          
            	The plane passing through three points [image: \bold p_1 = (x_1,y_1,z_1) ], [image: \bold p_2 = (x_2,y_2,z_2) ] and [image: \bold p_3 = (x_3,y_3,z_3) ] can be defined as the set of all points (x,y,z) that satisfy the following determinant equations:

          


          
            	[image: \begin{vmatrix} x - x_1 & y - y_1 & z - z_1 \ x_2 - x_1 & y_2 - y_1& z_2 - z_1 \ x_3 - x_1 & y_3 - y_1 & z_3 - z_1 \end{vmatrix} =\begin{vmatrix} x - x_1 & y - y_1 & z - z_1 \ x - x_2 & y - y_2 & z - z_2 \ x - x_3 & y - y_3 & z - z_3 \end{vmatrix} = 0. ]

          


          
            	To describe the plane as an equation in the form ax + by + cz + d = 0, solve the following system of equations:

          


          
            	[image: \, ax_1 + by_1 + cz_1 + d = 0]


            	[image: \, ax_2 + by_2 + cz_2 + d = 0]


            	[image: \, ax_3 + by_3 + cz_3 + d = 0].

          


          This system can be solved using Cramer's Rule and basic matrix manipulations. Let [image: D = \begin{vmatrix} x_1 & y_1 & z_1 \ x_2 & y_2 & z_2 \ x_3 & y_3 & z_3 \end{vmatrix}]. Then,


          
            	[image: a = \frac{-d}{D} \begin{vmatrix} 1 & y_1 & z_1 \ 1 & y_2 & z_2 \ 1 & y_3 & z_3 \end{vmatrix}]

          


          
            	[image: b = \frac{-d}{D} \begin{vmatrix} x_1 & 1 & z_1 \ x_2 & 1 & z_2 \ x_3 & 1 & z_3 \end{vmatrix}]

          


          
            	[image: c = \frac{-d}{D} \begin{vmatrix} x_1 & y_1 & 1 \ x_2 & y_2 & 1 \ x_3 & y_3 & 1 \end{vmatrix}].

          


          These equations are parametric in d. Setting d equal to any non-zero number and substituting it into these equations will yield one solution set.


          
            	This plane can also be described by the "point and a normal vector" prescription above.

          


          A suitable normal vector is given by the cross product [image: \vec n = ( \bold p_2 - \bold p_1 ) \times ( \bold p_3 - \bold p_1 ), ] and the point [image: \bold p] can be taken to be any of given points [image: \bold p_1, \bold p_2] or [image: \bold p_3].


          


          Distance from a point to a plane


          For a plane [image: \Pi�: ax + by + cz + d = 0\,] and a point [image: \bold p_1 = (x_1,y_1,z_1) ] not necessarily lying on the plane, the shortest distance from [image: \bold p_1] to the plane is


          
            	[image:  D = \frac{\left | a x_1 + b y_1 + c z_1+d \right |}{\sqrt{a^2+b^2+c^2}}. ]

          


          It follows that [image: \bold p_1] lies in the plane if and only if D=0.


          If [image: \sqrt{a^2+b^2+c^2}=1] meaning that a, b and c are normalized then the equation becomes


          
            	[image:  D = \ | a x_1 + b y_1 + c z_1+d | .]

          


          


          Line of intersection between two planes


          Given intersecting planes described by [image: \Pi_1�: \vec n_1\cdot \bold r = h_1] and [image: \Pi_2�: \vec n_2\cdot \bold r = h_2], the line of intersection is perpendicular to both [image: \vec n_1] and [image: \vec n_2] and thus parallel to [image: \vec n_1 \times \vec n_2] .


          If we further assume that [image: \vec n_1] and [image: \vec n_2] are orthonormal then the closest point on the line of intersection to the origin is [image: \bold r_0 = h_1\vec n_1 + h_2\vec n_2] .


          


          Dihedral angle


          Given two intersecting planes described by [image: \Pi_1�: a_1 x + b_1 y + c_1 z + d_1 = 0\,] and [image: \Pi_2�: a_2 x + b_2 y + c_2 z + d_2 = 0\,], the dihedral angle between them is defined to be the angle  between their normal directions:


          
            	[image: \cos\alpha = \hat n_1\cdot \hat n_2 = \frac{a_1 a_2 + b_1 b_2 + c_1 c_2}{\sqrt{a_1^2+b_1^2+c_1^2}\sqrt{a_2^2+b_2^2+c_2^2}}. ]

          


          


          Planes in various areas of mathematics


          In addition to its familiar geometric structure, with isomorphisms that are isometries with respect to the usual inner product, the plane may be viewed at various other levels of abstraction. Each level of abstraction corresponds to a specific category.


          At one extreme, all geometrical and metric concepts may be dropped to leave the topological plane, which may be thought of as an idealised homotopically trivial infinite rubber sheet, which retains a notion of proximity, but has no distances. The topological plane has a concept of a linear path, but no concept of a straight line. The topological plane, or its equivalent the open disc, is the basic topological neighbourhood used to construct surfaces (or 2-manifolds) classified in low-dimensional topology. Isomorphisms of the topological plane are all continuous bijections. The topological plane is the natural context for the branch of graph theory that deals with planar graphs, and results such as the four colour theorem.


          The plane may also be viewed as an affine space, whose isomorphisms are combinations of translations and non-singular linear maps. From this viewpoint there are no distances, but colinearity and ratios of distances on any line are preserved.


          Differential geometry views a plane as a 2-dimensional real manifold, a topological plane which is provided with a differential structure. Again in this case, there is no notion of distance, but there is now a concept of smoothness of maps, for example a differentiable or smooth path (depending on the type of differential structure applied). The isomorphisms in this case are bijections with the chosen degree of differentiability.


          In the opposite direction of abstraction, we may apply a compatible field structure to the geometric plane, giving rise to the complex plane and the major area of complex analysis. The complex field has only two isomorphisms that leave the real line fixed, the identity and conjugation.


          In the same way as in the real case, the plane may also be viewed as the simplest, one-dimensional (over the complex numbers) complex manifold, sometimes called the complex line. However, this viewpoint contrasts sharply with the case of the plane as a 2-dimensional real manifold. The isomorphisms are all conformal bijections of the complex plane, but the only possibilities are maps that correspond to the composition of a multiplication by a complex number and a translation.


          In addition, the Euclidean geometry (which has zero curvature everywhere) is not the only geometry that the plane may have. The plane may be given a spherical geometry by using the stereographic projection. This can be thought of as placing a sphere on the plane (just like a ball on the floor), removing the top point, and projecting the sphere onto the plane from this point). This is one of the projections that may be used in making a flat map of part of the Earth's surface. The resulting geometry has constant positive curvature.


          Alternatively, the plane can also be given a metric which gives it constant negative curvature giving the hyperbolic plane. The latter possibility finds an application in the theory of special relativity in the simplified case where there are two spatial dimensions and one time dimension. (The hyperbolic plane is a timelike hypersurface in three-dimensional Minkowski space.)


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Plane_%28mathematics%29"
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          A planet, as defined by the International Astronomical Union (IAU), is a celestial body orbiting a star or stellar remnant that is massive enough to be rounded by its own gravity, not massive enough to cause thermonuclear fusion, and has cleared its neighbouring region of planetesimals.


          The term planet is an ancient one having ties to history, science, myth, and religion. The planets were originally seen as a divine presence; as emissaries of the gods. Even today, many people continue to believe the movement of the planets affects their lives, although such a causation is rejected by the scientific community. As scientific knowledge advanced, the human perception of the planets changed over time, incorporating a number of disparate objects. Even now there is no uncontested definition of what a planet is. In 2006, the IAU officially adopted a resolution defining planets within the Solar System. This definition has been both praised and criticized, and remains disputed by some scientists.


          The planets were thought by Ptolomy to orbit the Earth in deferent and epicycle motions. Copernicus suggested that the planets orbited the Sun, and this view was supported by Galileo after the development of the telescope. By careful analysis of the observation data, Johannes Kepler found their orbits to be not circular, but elliptical. As observational tools improved, astronomers saw that, like Earth, the planets rotated around tilted axes and some share such features as ice-caps and seasons. Since the dawn of the Space Age, close observation by probes has found that Earth and the other planets share characteristics such as volcanism, hurricanes, tectonics and even hydrology. Since 1992, through the discovery of hundreds of extrasolar planets (planets around other stars), scientists are beginning to observe similar features throughout the Milky Way Galaxy.


          Planets are generally divided into two main types: large, low-density gas giants and smaller, rocky terrestrials. Under IAU definitions, there are eight planets in the Solar System; in order they are the four terrestrials: Mercury, Venus, Earth and Mars, with the four gas giants: Jupiter, Saturn, Uranus, and Neptune. Many of these planets are orbited by one or more moons, which can be larger than small planets. As of July 2008 there are 307 known extrasolar planets, ranging from the size gas giants to that of terrestrial planets. This brings the total number of identified planets to 315. The Solar System also contains at least four dwarf planets: Ceres, Pluto, Makemake and Eris. No extrasolar dwarf planets have been detected.


          


          History


          The idea of planets has evolved over its history, from the divine wandering stars of antiquity to the earthly objects of the scientific age. The concept has also now expanded to include worlds not only in our Solar System, but in hundreds of other extrasolar systems. The ambiguities inherent in defining planets have led to much scientific controversy.


          


          Antiquity
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          In ancient times, astronomers noted how certain lights moved across the sky in relation to the other stars. Ancient Greeks called these lights "ά ἀέ" (planetes asteres: wandering stars) or simply "ή" (planētoi: wanderers), from which the today's word "planet" was derived.


          In ancient Greece as well as in ancient China, ancient Babylon and indeed all pre-modern civilisations, it was almost universally believed that Earth was in the centre of the Universe and that all the "planets" circled the Earth. The reasons for this perception was that stars and planets appeared to revolve around the Earth each day, and the apparently common sense perception that the Earth was solid and stable and that it is not moving but at rest.


          The Greek cosmological system was taken from that of the Babylonians, a contemporary Mesopotamian civilisation from whom they began to acquire astronomical learning from around 600 BC, including the constellations and the zodiac. In the 6th century BC, the Babylonians had a highly advanced level of astronomical knowledge, and had a theory of the planets centuries before the ancient Greeks. The oldest planetary astronomical text that we possess is the Babylonian Venus tablet of Ammisaduqa, a 7th century BC copy of a list of observations of the motions of the planet Venus that probably dates as early as the second millennium BC. The Babylonians also laid the foundations of what would eventually become Western astrology. The Enuma anu enlil, written during the Neo-Assyrian period in the 7th century BC, comprises a list of omens and their relationships with various celestial phenomena including the motions of the planets. Sumerians, predecessors of Babylonians which are credited as one of the first civilizations and the inventors of writing, had identified at least Venus by 1500 BC. Conversely, there is no evidence of a comparable knowledge of the planets in the earliest written Greek sources, such as the Iliad and the Odyssey.


          By the first century BC, the Greeks had begun to develop their own mathematical schemes for predicting the positions of the planets. These schemes, which were based on geometry rather than the arithmetic of the Babylonians, would eventually eclipse the Babylonians' theories in complexity and comprehensiveness and account for much of the astronomical movements observed from Earth with the naked eye. These theories would reach their fullest expression in the Almagest written by Ptolemy in the 2nd century AD. So complete was the domination of Ptolemy's model that it superseded all previous works on astronomy and remained the definitive astronomical text in the Western world for 13 centuries.


          To the Greeks and Romans there were seven known planets; each presumed to be circling the Earth according to the complex laws laid out by Ptolemy. They were, in increasing order from Earth (in Ptolemy's order): the Moon, Mercury, Venus, the Sun, Mars, Jupiter, and Saturn.


          


          Modern times


          The five naked-eye planets have been known since ancient times, and have had a significant impact on mythology, religious cosmology, and ancient astronomy. As scientific knowledge progressed, however, understanding of the term "planet" changed from something that moved across the sky (in relation to the star field); to a body that orbited the Earth (or that were believed to do so at the time); and in the 16th century to something that directly orbited the Sun when the heliocentric model of Copernicus, Galileo and Kepler gained sway.
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          Thus the Earth became included in the list of planets, while the Sun and Moon were excluded. At first, when the first satellites of Saturn were discovered at the end of the 17th century, the terms "planet" and "satellite" were used interchangeably  although the latter would gradually become more prevalent in the following century. Until the mid-19th century, the number of "planets" rose rapidly since any newly discovered object directly orbiting the Sun was listed as a planet by the scientific community.


          In the 19th century astronomers began to realize that recently discovered bodies that had been classified as planets for almost half a century (such as Ceres, Pallas, and Vesta), were very different from the traditional one. These bodies shared the same region of space between Mars and Jupiter (the Asteroid belt), and had a much smaller mass; as a result they were reclassified as "asteroids". In the absence of any formal definition, a "planet" came to be understood as any "large" body that orbited the Sun. Since there was a dramatic size gap between the asteroids and the planets, and the spate of new discoveries seemed to have ended after the discovery of Neptune in 1846, there was no apparent need to have a formal definition.


          However, in the 20th century, Pluto was discovered. After initial observations led to the belief it was larger than Earth, the object was immediately accepted as the ninth planet. Further monitoring found the body was actually much smaller: in 1936, Raymond Lyttleton suggested that Pluto may be an escaped satellite of Neptune, and Fred Whipple suggested in 1964 that Pluto may be a comet. However, as it was still larger than all known asteroids and seemingly did not exist within a larger population, it kept its status until 2006.


          In the 1990s and early 2000s, there was a flood of discoveries of similar objects in the same region of the Solar System (the Kuiper belt). Like Ceres and the asteroids before it, Pluto was found to be just one small body in a population of thousands. A growing number of astronomers argued for it to be declassified as a planet, since many similar objects approaching its size were found. The discovery of Eris, a more massive object widely publicised as the " tenth planet", brought things to a head. The IAU set about creating the definition of planet, and eventually produced one in 2006. The number of planets dropped to the eight significantly larger bodies that had cleared their orbit (Mercury, Venus, Earth, Mars, Jupiter, Saturn, Uranus & Neptune), and a new class of dwarf planets was created, initially containing three objects (Ceres, Pluto and Eris).


          In 1992, astronomers Aleksander Wolszczan and Dale Frail announced the discovery of planets around a pulsar, PSR B1257+12. This discovery is generally considered to be the first definitive detection of a planetary system around another star. Then, on October 6, 1995, Michel Mayor and Didier Queloz of the University of Geneva announced the first definitive detection of an exoplanet orbiting an ordinary main-sequence star ( 51 Pegasi).


          The discovery of extrasolar planets led to another ambiguity in defining a planet; the point at which a planet becomes a star. Many known extrasolar planets are many times the mass of Jupiter, approaching that of stellar objects known as " brown dwarfs". Brown dwarfs are generally considered stars due to their ability to fuse deuterium, a heavier isotope of hydrogen. While stars more massive than 75 times that of Jupiter fuse hydrogen, stars of only 13 Jupiter masses can fuse deuterium. However, deuterium is quite rare, and most brown dwarfs would have ceased fusing deuterium long before their discovery, making them effectively indistinguishable from supermassive planets.


          As large Kuiper belt and scattered disc objects were discovered in the late 1990s and early years of the twenty-first century, a number including Quaoar, Sedna and Eris were heralded in the popular press as the 'tenth planet', however none of these received widespread scientific recognition as such, although Eris has now been classified as a Dwarf Planet.


          


          Former classifications


          The table below lists Solar System bodies formerly considered to be planets:


          
            
              	Bodies

              	Notes
            


            
              	Sun, Moon

              	Classified as planets in antiquity, in accordance with the definition then used.
            


            
              	Io, Europa, Ganymede, and Callisto

              	The four largest moons of Jupiter, known as the Galilean moons after their discoverer Galileo Galilei. He referred to them as the "Medicean Planets" in honour of his patron, the Medici family.
            


            
              	Titan, Iapetus, Rhea, Tethys, and Dione

              	Five of Saturn's larger moons, discovered by Christiaan Huygens and Giovanni Domenico Cassini.
            


            
              	Ceres, Pallas, Juno, and Vesta

              	
                The first known asteroids, from their discoveries between 1801 and 1807 until their reclassification as asteroids during the 1850s.

                Ceres has subsequently been classified as a dwarf planet.

              
            


            
              	Astrea, Hebe, Iris, Flora, Metis, Hygeia, Parthenope, Victoria, Egeria, Irene, Eunomia

              	More Asteroids, discovered between 1845 and 1851. The rapidly expanding list of planets prompted their reclassification as asteroids by astronomers, and this was widely accepted by 1854.
            


            
              	Pluto

              	Kuiper belt object beyond the orbit of Neptune. In 2006, Pluto was reclassified as a dwarf planet.
            

          


          


          Modern definition


          With the discovery during the latter half of the 20th century of more objects within the Solar System and large objects around other stars, disputes arose over what should constitute a planet. There was particular disagreement over whether an object should be considered a planet if it was part of a distinct population such as a belt, or if it was large enough to generate energy by the thermonuclear fusion of deuterium.


          In 2003, The International Astronomical Union (IAU) Working Group on Extrasolar Planets made a position statement on the definition of a planet that incorporated a working definition:
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            	Objects with true masses below the limiting mass for thermonuclear fusion of deuterium (currently calculated to be 13 times the mass of Jupiter for objects with the same isotopic abundance as the Sun) that orbit stars or stellar remnants are "planets" (no matter how they formed). The minimum mass and size required for an extrasolar object to be considered a planet should be the same as that used in our Solar System.


            	Substellar objects with true masses above the limiting mass for thermonuclear fusion of deuterium are " brown dwarfs", no matter how they formed or where they are located.


            	Free-floating objects in young star clusters with masses below the limiting mass for thermonuclear fusion of deuterium are not "planets", but are "sub-brown dwarfs" (or whatever name is most appropriate).

          


          This definition has since been widely used by astronomers when publishing discoveries in academic journals. Although temporary, it remains an effective, working definition until a more permanent one is formally adopted. Nevertheless, it did not address the dispute over the lower mass limit, and steered clear of the controversy regarding objects within the Solar System.


          This matter was finally addressed during the 2006 meeting of the IAU's General Assembly. After much debate and one failed proposal, the assembly voted to pass a resolution that defined planets within the Solar System as:


          
            A celestial body that is (a) in orbit around the Sun, (b) has sufficient mass for its self-gravity to overcome rigid body forces so that it assumes a hydrostatic equilibrium (nearly round) shape, and (c) has cleared the neighbourhood around its orbit.

          


          Under this definition, the Solar System is considered to have eight planets. Bodies which fulfill the first two conditions but not the third (such as Pluto, Makemake and Eris) are classified as dwarf planets, providing they are not also natural satellites of other planets. Originally an IAU committee had proposed a definition that would have included a much larger number of planets as it did not include (c) as a criterion. After much discussion, it was decided via a vote that those bodies should instead be classified as dwarf planets.


          This definition is based in modern theories of planetary formation, in which planetary embryos initially clear their orbital neighbourhood of other smaller objects. As described by astronomer Steven Soter:


          
            The end product of secondary disk accretion is a small number of relatively large bodies (planets) in either non-intersecting or resonant orbits, which prevent collisions between them. Asteroids and comets, including KBOs, differ from planets in that they can collide with each other and with planets.

          


          In the aftermath of the IAU's 2006 vote, there has been criticism of the new definition, and some astronomers have even stated that they will not use it. Part of the dispute centres around the belief that point (c) (clearing its orbit) should not have been listed, and that those objects now categorised as dwarf planets should actually be part of a broader planetary definition. The next IAU conference is not until 2009, when modifications could be made to the definition, also possibly including extrasolar planets.


          Beyond the scientific community, Pluto has held a strong cultural significance for many in the general public considering its planetary status during most of the 20th century  similarly to Ceres and its kin in the 1800s. The discovery of Eris was widely reported in the media as the " tenth planet" and therefore the reclassification of all three objects as dwarf planets has attracted a lot of media and public attention.


          


          Mythology
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          The names for the planets in the Western world are derived from the naming practices of the Romans, which ultimately derive from those of the Greeks and the Babylonians. In ancient Greece, the two great luminaries the Sun and the Moon were called Helios and Selene; the farthest planet was called Phainon, the shiner; followed by Phaethon, "bright"; the red planet was known as Pyroeis, the "fiery"; the brightest was known as Phosphoros, the light bringer; and the fleeting final planet was called Stilbon, the gleamer. The Greeks also made each planet sacred to one of their pantheon of gods, the Olympians: Helios and Selene were the names of both planets and gods; Phainon was sacred to Kronos, the Titan who fathered the Olympians; Phaethon was sacred to Zes, Kronos's son who deposed him as king; Pyroeis was given to Ares, son of Zeus and god of war; Phosphorus was ruled by Aphrodite, the goddess of love; and Hermes, messenger of the gods and god of learning and wit, ruled over Stilbon.


          The Greek practice of grafting of their gods' names onto the planets was almost certainly borrowed from the Babylonians. The Babylonians named Phosphorus after their goddess of love, Ishtar; Pyroeis after their god of war, Nergal, Stilbon after their god of wisdom Nabu, and Phaethon after their chief god, Marduk. There are too many concordances between Greek and Babylonian naming conventions for them to have arisen separately. The translation was not perfect. For instance, the Babylonian Nergal was a god of war, and thus the Greeks identified him with Ares. However, unlike Ares, Nergal was also god of pestilence and the underworld.


          Today, most people in the western world know the planets by names derived from the Olympian pantheon of gods. While modern Greeks still use their ancient names for the planets, other European languages, because of the influence of the Roman Empire and, later, the Catholic Church, use the Roman (or Latin) names rather than the Greek ones. The Romans, who, like the Greeks, were Indo-Europeans, shared with them a common pantheon under different names but lacked the rich narrative traditions that Greek poetic culture had given their gods. During the later period of the Roman Republic, Roman writers borrowed much of the Greek narratives and applied them to their own pantheon, to the point where they became virtually indistinguishable. When the Romans studied Greek astronomy, they gave the planets their own gods' names: Mercurius (for Hermes), Venus (Aphrodite), Mars (Ares), Iuppiter (Zeus) and Saturnus (Kronos). When subsequent planets were discovered in the 18th and 19th centuries, the naming practice was retained: Uranus ( Ouranos) and Neptūnus ( Poseidon).


          Some Romans, following a belief possibly originating in Mesopotamia but developed in Hellenistic Egypt, believed that the seven gods after whom the planets were named took hourly shifts in looking after affairs on Earth. The order of shifts went Saturn, Jupiter, Mars, Sun, Venus, Mercury, Moon (from the farthest to the closest planet). Therefore, the first day was started by Saturn (1st hour), second day by Sun (25th hour), followed by Moon (49th hour), Mars, Mercury, Jupiter and Venus. Since each day was named by the god that started it, this is also the order of the days of the week in the Roman calendar  and still preserved many modern languages. Sunday, Monday, and Saturday are straightforward translations of these Roman names. In English the other days were renamed after Tiw, (Tuesday) Wden (Wednesday), Thunor (Thursday), and Frge (Friday), the Anglo-Saxon gods considered similar or equivalent to Mars, Mercury, Jupiter, and Venus respectively.


          Since Earth was only generally accepted as a planet in the 17th century, there is no tradition of naming it after a god (the same is true, in English at least, of the Sun and the Moon, though they are no longer considered planets). The name originates from the 8th century Anglo-Saxon word erda, which means ground or soil and was first used in writing as the name of the sphere of the Earth perhaps around 1300. It is the only planet whose name in English is not derived from greco-roman mythology. Many of the Romance languages retain the old Roman word terra (or some variation of it) that was used with the meaning of "dry land" (as opposed to "sea"). However, the non-Romance languages use their own respective native words. The Greeks retain their original name, ή (Ge or Yi); the Germanic languages, including English, use a variation of an ancient Germanic word ertho, "ground," as can be seen in the English Earth, the German Erde, the Dutch Aarde, and the Scandinavian Jorde.


          Non-European cultures use other planetary naming systems. India uses a naming system based on the Navagraha, which incorporates the seven traditional planets ( Surya for the Sun, Chandra for the Moon, and Budha, Shukra, Mangala, Bṛhaspati and Shani for the traditional planets Mercury, Venus, Mars, Jupiter and Saturn) and the ascending and descending lunar nodes Rahu and Ketu. China and the countries of eastern Asia influenced by it (such as Japan, Korea and Vietnam) use a naming system based on the five Chinese elements: water (Mercury), metal (Venus), fire (Mars), wood (Jupiter) and earth (Saturn).


          


          Formation


          It is not known with certainty how planets are formed. The prevailing theory is that they are formed during the collapse of a nebula into a thin disk of gas and dust. A protostar forms at the core, surrounded by a rotating protoplanetary disk. Through accretion (a process of sticky collision) dust particles in the disk steadily accumulate mass to form ever-larger bodies. Local concentrations of mass known as planetesimals form, and these accelerate the accretion process by drawing in additional material by their gravitational attraction. These concentrations become ever denser until they collapse inward under gravity to form protoplanets. After a planet reaches a diameter larger than the Earth's moon, it begins to accumulate an extended atmosphere, greatly increasing the capture rate of the planetesimals by means of atmospheric drag.


          
            [image: An artist's impression of protoplanetary disk]

            
              An artist's impression of protoplanetary disk
            

          


          When the protostar has grown such that it ignites to form a star, the surviving disk is removed from the inside outward by photoevaporation, the solar wind, Poynting-Robertson drag and other effects. Thereafter there still may be many protoplanets orbiting the star or each other, but over time many will collide, either to form a single larger planet or release material for other larger protoplanets or planets to absorb. Those objects that have become massive enough will capture most matter in their orbital neighbourhoods to become planets. Meanwhile, protoplanets that have avoided collisions may become natural satellites of planets through a process of gravitational capture, or remain in belts of other objects to become either dwarf planets or small Solar System bodies.


          The energetic impacts of the smaller planetesimals (as well as radioactive decay) will heat up the growing planet, causing it to at least partially melt. The interior of the planet begins to differentiate by mass, developing a denser core. Smaller terrestrial planets lose most of their atmospheres because of this accretion, but the lost gases can be replaced by outgassing from the mantle and from the subsequent impact of comets. (Smaller planets will lose any atmosphere they gain through various escape mechanisms.)


          With the discovery and observation of planetary systems around stars other than our own, it is becoming possible to elaborate, revise or even replace this account. The level of metallicity  an astronomical term describing the abundance of chemical elements with an atomic number greater than 2 (helium)  is now believed to determine the likelihood that a star will have planets. Hence it is thought less likely that a metal-poor, population II star will possess a more substantial planetary system than a metal-rich population I star.


          


          Solar System


          
            [image: The terrestrial planets: Mercury, Venus, Earth, Mars (Sizes to scale)]

            
              The terrestrial planets: Mercury, Venus, Earth, Mars (Sizes to scale)
            

          


          
            [image: The four gas giants against the Sun: Jupiter, Saturn, Uranus, Neptune (Sizes to scale)]

            
              The four gas giants against the Sun: Jupiter, Saturn, Uranus, Neptune (Sizes to scale)
            

          


          According to the IAU's current definitions, there are eight planets in the Solar System. In increasing distance from the Sun, they are:


          
            	[image: ♆] Neptune

          


          Jupiter is the largest, at 318 Earth masses, while Mercury is smallest, at 0.055 Earth masses.


          The planets of the Solar System can be divided into categories based on their composition:


          
            	Terrestrials: Planets that are similar to Earth, with bodies largely composed of rock: Mercury, Venus, Earth and Mars.


            	Gas giants: Planets with a composition largely made up of gaseous material and are significantly more massive than terrestrials: Jupiter, Saturn, Uranus, Neptune. Ice giants, comprising Uranus and Neptune, are a sub-class of gas giants, distinguished from gas giants by their significantly lower mass, and by depletion in hydrogen and helium in their atmospheres together with a significantly higher proportion of rock and ice.

          


          
            
              	Planetary attributes
            


            
              	

              	Name

              	Equatorial

              diameter

              	Mass

              	Orbital

              radius ( AU)

              	Orbital period

              (years)

              	Inclination

              to Sun's equator ()

              	Orbital

              eccentricity

              	Rotation period

              (days)

              	Named

              moons

              	Rings

              	Atmosphere
            


            
              	Terrestrials

              	Mercury

              	0.382

              	0.06

              	0.39

              	0.24

              	3.38

              	0.206

              	58.64

              	

              	no

              	minimal
            


            
              	Venus

              	0.949

              	0.82

              	0.72

              	0.62

              	3.86

              	0.007

              	-243.02

              	

              	no

              	CO2, N2
            


            
              	Earth

              	1.00

              	1.00

              	1.00

              	1.00

              	7.25

              	0.017

              	1.00

              	1

              	no

              	N2, O2
            


            
              	Mars

              	0.532

              	0.11

              	1.52

              	1.88

              	5.65

              	0.093

              	1.03

              	2

              	no

              	CO2, N2
            


            
              	Gas giants

              	Jupiter

              	11.209

              	317.8

              	5.20

              	11.86

              	6.09

              	0.048

              	0.41

              	63

              	yes

              	H2, He
            


            
              	Saturn

              	9.449

              	95.2

              	9.54

              	29.46

              	5.51

              	0.054

              	0.43

              	60

              	yes

              	H2, He
            


            
              	Uranus

              	4.007

              	14.6

              	19.22

              	84.01

              	6.48

              	0.047

              	-0.72

              	27

              	yes

              	H2, He
            


            
              	Neptune

              	3.883

              	17.2

              	30.06

              	164.8

              	6.43

              	0.009

              	0.67

              	13

              	yes

              	H2, He
            


            
              	
                
                  
                    	a Measured relative to the Earth.


                    	b See Earth article for absolute values.

                  

                

              
            

          


          


          Dwarf planets


          Before the August 2006 decision, several objects were proposed by astronomers, including at one stage by the IAU, as planets. However in 2006 several of these objects were reclassified as dwarf planets, objects distinct from planets. Currently four dwarf planets in the Solar System are recognized by the IAU: Ceres, Pluto, Makemake and Eris. Several other objects in both the Asteroid belt and the Kuiper belt are under consideration, with as many as 50 that could eventually qualify. There may be as many as 200 that could be discovered once the Kuiper belt has been fully explored. Dwarf planets share many of the same characteristics as planets, although notable differences remain  namely that they are not dominant in their orbits. Their attributes are:


          
            
              	Dwarf planetary attributes
            


            
              	Name

              	Equatorial

              diameter

              	Mass

              	Orbital

              radius ( AU)

              	Orbital period

              (years)

              	Inclination

              to ecliptic ()

              	Orbital

              eccentricity

              	Rotation period

              (days)

              	Moons

              	Rings

              	Atmosphere
            


            
              	Ceres

              	0.08

              	0.0002

              	2.76

              	4.60

              	10.59

              	0.080

              	0.38

              	0

              	no

              	none
            


            
              	Pluto

              	0.19

              	0.0022

              	39.48

              	248.09

              	17.14

              	0.249

              	-6.39

              	3

              	no

              	temporary
            


            
              	Makemake

              	

              	

              	

              	

              	

              	

              	?

              	?

              	?

              	?
            


            
              	Eris

              	0.19

              	0.0025

              	67.67

              	~557

              	44.19

              	0.442

              	~0.3

              	1

              	?

              	temporary
            


            
              	
                
                  
                    	c Measured relative to the Earth.

                  

                

              
            

          


          By definition, all dwarf planets are members of larger populations. Ceres is the largest body in the asteroid belt, while Pluto is a member of the Kuiper belt and Eris is a member of the scattered disc. Scientists such as Mike Brown believe that there may soon be over forty trans-Neptunian objects that qualify as dwarf planets under the IAU's recent definition.


          


          Extrasolar planets


          The first confirmed discovery of an extrasolar planet orbiting an ordinary main-sequence star occurred on 6 October 1995, when Michel Mayor and Didier Queloz of the University of Geneva announced the detection of an exoplanet around 51 Pegasi. Of the 270 extrasolar planets discovered by January 2008, most have masses which are comparable to or larger than Jupiter's, though masses ranging from just below that of Mercury to many times Jupiter's mass. The smallest extrasolar planets found to date have been discovered orbiting burned-out star remnants called pulsars, such as PSR B1257+12. There have been roughly a dozen extrasolar planets found of between 10 and 20 Earth masses, such as those orbiting the stars Mu Arae, 55 Cancri and GJ 436. These planets have been nicknamed "Neptunes" because they roughly approximate that planet's mass (17 Earths). Another new category are the so-called " super-Earths", possibly terrestrial planets far larger than Earth but smaller than Neptune or Uranus. To date, five possible super-Earths have been found: Gliese 876 d, which is roughly six times Earth's mass, OGLE-2005-BLG-390Lb and MOA-2007-BLG-192Lb, frigid icy worlds discovered through gravitational microlensing, and two planets orbiting the nearby red dwarf Gliese 581. Gliese 581 d is roughly 7.7 times Earth's mass, while Gliese 581 c is five times Earth's mass and the first terrestrial planet found within a star's habitable zone.


          It is far from clear if the newly discovered large planets would resemble the gas giants in the Solar System or if they are of an entirely different type as yet unknown, like ammonia giants or carbon planets. In particular, some of the newly-discovered planets, known as hot Jupiters, orbit extremely close to their parent stars, in nearly circular orbits. They therefore receive much more stellar radiation than the gas giants in the Solar System, which makes it questionable whether they are the same type of planet at all. There may also exist a class of hot Jupiters, called Chthonian planets, that orbit so close to their star that their atmospheres have been blown away completely by stellar radiation. While many hot Jupiters have been found in the process of losing their atmospheres, as of 2008, no genuine Chthonian planets have been discovered.


          More detailed observation of extrasolar planets will require a new generation of instruments, including space telescopes. Currently the COROT spacecraft is searching for stellar luminosity variations due to transiting planets. Several projects have also been proposed to create an array of space telescopes to search for extrasolar planets with masses comparable to the Earth. These include the proposed NASA's Kepler Mission, Terrestrial Planet Finder, and Space Interferometry Mission programs, the ESA's Darwin, and the CNES' PEGASE. The New Worlds Mission is an occulting device that may work in conjunction with the James Webb Space Telescope. However, funding for some of these projects remains uncertain. The first spectra of extrasolar planets were reported in February 2007 ( HD 209458 b and HD 189733 b). The frequency of occurrence of such terrestrial planets is one of the variables in the Drake equation which estimates the number of intelligent, communicating civilizations that exist in our galaxy.


          


          Interstellar "planets"


          Several computer simulations of stellar and planetary system formation have suggested that some objects of planetary mass would be ejected into interstellar space. Some scientists have argued that such objects found roaming in deep space should be classed as "planets". However, others have suggested that they could be low-mass stars. The IAU's working definition on extrasolar planets takes no position on the issue.


          In 2005, astronomers announced the discovery of Cha 110913-773444, the smallest brown dwarf found to date, at only seven times Jupiter's mass. Since it was not found in orbit around a fusing star, it is a sub-brown dwarf according to the IAU's working definition. However, some astronomers believe it should be referred to as a planet. For a brief time in 2006, astronomers believed they had found a binary system of such objects, Oph 162225-240515, which the discoverers described as " planemos", or "planetary mass objects". However, recent analysis of the objects has determined that their masses are probably each greater than 13 Jupiter-masses, making the pair brown dwarfs.


          


          Attributes


          Although each planet has unique physical characteristics, a number of broad commonalities do exist between them. Some of these characteristics, such as rings or natural satellites, have only as yet been observed in planets in the Solar System, whilst others are also common to extrasolar planets.


          


          Dynamic characteristics


          


          Orbit


          
            [image: The orbit of the planet Neptune compared to that of Pluto. Note the elongation of Pluto's orbit in relation to Neptune's (eccentricity), as well as its large angle to the ecliptic (inclination).]

            
              The orbit of the planet Neptune compared to that of Pluto. Note the elongation of Pluto's orbit in relation to Neptune's ( eccentricity), as well as its large angle to the ecliptic ( inclination).
            

          


          All planets revolve around stars. In the Solar System, all the planets orbit in the same direction as the Sun rotates. It is not yet known whether all extrasolar planets follow this pattern. The period of one revolution of a planet's orbit is known as its sidereal period or year. A planet's year depends on its distance from its star; the farther a planet is from its star, not only the longer the distance it must travel, but also the slower its speed, as it is less affected by the star's gravity. Because no planet's orbit is perfectly circular, the distance of each varies over the course of its year. The closest approach to its star is called its periastron ( perihelion in the Solar System), while its farthest separation from the star is called its apastron ( aphelion). As a planet approaches periastron, its speed increases as the pull of its star's gravity strengthens; as it reaches apastron, its speed decreases.


          Each planet's orbit is delineated by a set of elements:


          
            	The eccentricity of an orbit describes how elongated a planet's orbit is. Planets with low eccentricities have more circular orbits, while planets with high eccentricities have more elliptical orbits. The planets in our Solar System have very low eccentricities, and thus nearly circular orbits. Comets and Kuiper belt objects (as well as several extrasolar planets) have very high eccentricities, and thus exceedingly elliptical orbits.

          


          
            [image: Illustration of the semi-major axis]

            
              Illustration of the semi-major axis
            

          


          
            	The semi-major axis is the distance from a planet to the half-way point along the longest diameter of its elliptical orbit (see image). This distance is not the same as its apasteron, as no planet's orbit has its star at its exact centre.

          


          
            	The inclination of a planet tells how far above or below an established reference plane its orbit lies. In our Solar System, the reference plane is the plane of Earth's orbit, called the ecliptic. For extrasolar planets, the plane, known as the sky plane or plane of the sky, is the plane of the observer's line of sight from Earth. The eight planets of our Solar System all lie very close to the ecliptic; comets and Kuiper belt objects like Pluto are at far more extreme angles to it. The points at which a planet crosses above and below its reference plane are called its ascending and descending nodes. The longitude of the ascending node is the angle between the reference plane's 0 longitude and the planet's ascending node. The argument of periapsis (or perihelion in our Solar System) is the angle between a planet's ascending node and its closest approach to its star.

          


          
            [image: Earth's axial tilt is about 23°.]

            
              Earth's axial tilt is about 23.
            

          


          


          Axial tilt


          Planets also have varying degrees of axial tilt; they lie at an angle to the plane of their stars' equators. This causes the amount of light received by each hemisphere to vary over the course of its year; when the northern hemisphere points away from its star, the southern hemisphere points towards it, and vice versa. Each planet therefore possesses seasons; changes to the climate over the course of its year. The point at which each hemisphere is farthest or nearest from its star is known as its solstice. Each planet has two in the course of its orbit; when one hemisphere has its summer solstice, when its day is longest, the other has its winter solstice, when its day is shortest. The varying amount of light and heat received by each hemisphere creates annual changes in weather patterns for each half of the planet. Jupiter's axial tilt is very small, so its seasonal variation is minimal; Uranus, on the other hand, has an axial tilt so extreme it is virtually on its side, which means that its hemispheres are either perpetually in sunlight or perpetually in darkness around the time of its solstices. Among extrasolar planets, axial tilts are not known for certain, though most hot Jupiters are believed to possess negligible to no axial tilt, as a result of their proximity to their stars.


          


          Rotation


          The planets also rotate around invisible axes through their centres. A planet's rotation period is known as its day. All planets in the Solar System rotate in a counter-clockwise direction, except for Venus, which rotates clockwise (Uranus is generally said to be rotating clockwise as well though because of its extreme axial tilt, it can be said to be rotating either clockwise or anti-clockwise, depending on whether one states it to be inclined 82 from the ecliptic in one direction, or 98 in the opposite direction). There is great variation in the length of day between the planets, with Venus taking 243 Earth days to rotate, and the gas giants only a few hours. The rotational periods of extrasolar planets are not known; however their proximity to their stars means that hot Jupiters are tidaly locked (their orbits are in sync with their rotations). This means they only ever show one face to their stars, with one side in perpetual day, the other in perpetual night.


          


          Orbital clearance


          The defining dynamic characteristic of a planet is that it has cleared its neighbourhood. A planet that has cleared its neighbourhood has accumulated enough mass to gather up or sweep away all the planetesimals in its orbit. In effect, it orbits its star in isolation, as opposed to sharing its orbit with a multitude of similar-sized objects. This characteristic was mandated as part of the IAU's official definition of a planet in August, 2006. This criterion excludes such planetary bodies as Pluto, Eris and Ceres from full-fledged planethood, making them instead dwarf planets. Although to date this criterion only applies to our Solar System, a number of young extrasolar systems have been found in which evidence suggests orbital clearing is taking place within their circumstellar discs.


          


          Physical characteristics


          


          Mass


          A planet's defining physical characteristic is that it is massive enough for the force of its own gravity to dominate over the electromagnetic forces binding its physical structure, leading to a state of hydrostatic equilibrium. This effectively means that all planets are spherical or spheroidal. Up to a certain mass, an object can be irregular in shape, but beyond that point, which varies depending on the chemical makeup of the object, gravity begins to pull an object towards its own centre of mass until the object collapses into a sphere.


          Mass is also the prime attribute by which planets are distinguished from stars. The upper mass limit for planethood is roughly 13 times Jupiter's mass, beyond which it achieves conditions suitable for nuclear fusion. Other than the Sun, no objects of such mass exist in our Solar System; however a number of extrasolar planets lie at that threshold. The Extrasolar Planets Encyclopedia lists several planets that are close to this limit: HD 38529c, AB Pictorisb, HD 162020b, and HD 13189b. A number of objects of higher mass are also listed, but since they lie above the fusion threshold, they would be better described as brown dwarfs.


          The smallest known planet, excluding dwarf planets and satellites, is PSR B1257+12 a, one of the first extrasolar planets discovered, which was found in 1992 in orbit around a pulsar. Its mass is roughly half that of the planet Mercury.
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              Illustration the interior of Jupiter, with a rocky core overlaid by a deep layer of metallic hydrogen
            

          


          


          Internal differentiation


          Every planet began its existence in an entirely fluid state; in early formation, the denser, heavier materials sank to the centre, leaving the lighter materials near the surface. Each therefore has a differentiated interior consisting of a dense planetary core surrounded by a mantle which either is or was a fluid. The terrestrial planets are sealed within hard crusts, but in the gas giants the mantle simply dissolves into the upper cloud layers. The terrestrial planets possess cores of magnetic elements such as iron and nickel, and mantles of silicates. Jupiter and Saturn are believed to possess cores of rock and metal surrounded by mantles of metallic hydrogen. Uranus and Neptune, which are smaller, possess rocky cores surrounded by mantles of water, ammonia, methane and other ices. The fluid action within these planets' cores creates a geodynamo that generates a magnetic field.


          


          Atmosphere


          
            [image: Earth's atmosphere]

            
              Earth's atmosphere
            

          


          All of the Solar System planets have atmospheres as their large masses mean gravity is strong enough to keep gaseous particles close to the surface. The larger gas giants are massive enough to keep large amounts of the light gases hydrogen and helium close by, while the smaller planets lose these gases into space. The composition of the Earth's atmosphere is different from the other planets because the various life processes that have transpired on the planet have introduced free molecular oxygen. The only solar planet without a true atmosphere is Mercury which had it mostly, although not entirely, blasted away by the solar wind.


          Planetary atmospheres are affected by the varying degrees of energy received from either the Sun or their interiors, leading to the formation of dynamic weather systems such as hurricanes, (on Earth), planet-wide dust storms (on Mars), an Earth-sized anticyclone on Jupiter (called the Great Red Spot), and holes in the atmosphere (on Neptune). At least one extrasolar planet, HD 189733 b, has been claimed to possess such a weather system, similar to the Great Red Spot but twice as large.


          Hot Jupiters have been shown to be losing their atmospheres into space due to stellar radiation, much like the tails of comets. These planets may have vast differences in temperature between their day and night sides which produce supersonic winds, although the day and night sides of HD 189733b appear to have very similar temperatures, indicating that that planet's atmosphere effectively redistributes the star's energy around the planet.


          


          Magnetosphere


          
            [image: Schematic of Earth's magnetosphere]

            
              Schematic of Earth's magnetosphere
            

          


          One important characteristic of the planets is their intrinsic magnetic moments which in turn give rise to magnetospheres. The presence of a magnetic field indicates that the planet is still geologically alive. In other words, magnetized planets have flows of electrically conducting material in their interiors, which generate their magnetic fields. These fields significantly change the interaction of the planet and solar wind. A magnetized planet creates a cavity around itself called magnetosphere, which the solar wind can not penetrate. The size of the magnetosphere can be much larger than that of the planet itself. In contrast, non-magnetized planets have only small magnetospheres induced by interaction of the ionosphere with the solar wind, which can not effectively protect the planet.


          Of the eight planets in our Solar System, only Venus and Mars lack such a magnetic field. In addition, the moon of Jupiter Ganymede also has one. Of the magnetized planets Mercury has the weakest magnetic field, and is barely enough to deflect the solar wind. Ganymede's magnetic field is several times larger, and Jupiter's is the strongest in the Solar System. The magnetic fields of other giant planets are roughly similar in strength of that of Earth but their magnetic moments are significantly larger than the Earth's magnetic moment. The magnetic fields of Uranus and Neptune are strongly tilted relative the rotational axis and displaced from the centre of the planet.


          In 2004, a team of astronomers in Hawaii observed an extrasolar planet around the star HD 179949, which appeared to be creating a sunspot on the surface of its parent star. The team hypothesised that the planet's magnetosphere was transferring energy onto the star's surface increasing its already high 14,000 degree surface temperature by an additional 750 degrees.
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              The rings of Saturn
            

          


          


          Secondary characteristics


          Planets in our Solar System possess orbital resonances in their own right. All except Mercury and Venus have natural satellites, often called "moons." Earth has one, and Mars has two, and the gas giants have numerous moons in complex planetary systems. Many gas giant moons have similar features to the terrestrial planets and dwarf planets, and some have been studied for signs of life (especially Europa).


          The four gas giants are also orbited by planetary rings of varying size and complexity. The rings are composed primarily of dust or particulate matter, but can host tiny ' moonlets' whose gravity shapes and maintains their structure. Although the origins of planetary rings is not precisely known, they are believed to be the result of natural satellites that fell below their parent planet's Roche limit and were torn apart by tidal forces.


          No secondary characteristics have been observed around extrasolar planets. However the sub-brown dwarf Cha 110913-773444, which has been described as a rogue planet, is believed to be orbited by a tiny protoplanetary disc.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Planet"
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            [image: Understanding planetary habitability is partly an extrapolation of the Earth's conditions, as it is the only planet currently known to support life.]

            
              Understanding planetary habitability is partly an extrapolation of the Earth's conditions, as it is the only planet currently known to support life.
            

          


          Planetary habitability is the measure of a planet's or a natural satellite's potential to develop and sustain life. As the existence of life beyond Earth is currently uncertain, planetary habitability is largely an extrapolation of conditions on Earth and the characteristics of the Sun and solar system which appear favorable to life's flourishingin particular those factors that have sustained complex, multicellular organisms and not just simpler, unicellular creatures. Research and theory in this regard is a component of planetary science and the emerging discipline of astrobiology.


          An absolute requirement for life is an energy source, but the notion of planetary habitability implies that many other geophysical, geochemical, and astrophysical criteria must be met before an astronomical body can support life. In its astrobiology roadmap, NASA has defined the principal habitability criteria as "extended regions of liquid water, conditions favorable for the assembly of complex organic molecules, and energy sources to sustain metabolism."


          The idea that planets beyond Earth might host life is an ancient one, though historically it was framed by philosophy as much as physical science.a The late 20th century saw two breakthroughs in the field. The observation and robotic exploration of other planets and moons within the solar system has provided critical information on defining habitability criteria and allowed for substantial geophysical comparisons between the Earth and other bodies. The discovery of extrasolar planets, beginning in the early 1990s and accelerating thereafter, has provided further information for the study of possible extraterrestrial life. Most importantly, it confirmed that the Sun is not unique among stars in hosting planets and expanded habitability research horizon beyond our own solar system.


          


          Suitable star systems


          An understanding of planetary habitability begins with stars. While bodies that are generally Earth-like may be plentiful, it is just as important that their larger system be agreeable to life. Under the auspices of SETI's Project Phoenix, scientists Margaret Turnbull and Jill Tarter developed the " HabCat" (or Catalogue of Habitable Stellar Systems) in 2002. The catalogue was formed by winnowing the nearly 120,000 stars of the larger Hipparcos Catalogue into a core group of 17,000 "HabStars," and the selection criteria that were used provide a good starting point for understanding which astrophysical factors are necessary to habitable planets.


          


          Spectral class


          The spectral class of a star indicates its photospheric temperature, which (for main-sequence stars) correlates to overall mass. The appropriate spectral range for "HabStars" is presently considered to be "early F" or "G", to "mid-K". This corresponds to temperatures of a little more than 7,000 K down to a little more than 4,000K; the Sun, a G2 star, is well within these bounds. "Middle-class" stars of this sort have a number of characteristics considered important to planetary habitability:


          
            	They live at least a few billion years, allowing life a chance to evolve. More luminous main-sequence stars of the "O," "B," and "A" classes usually live less than a billion years and in exceptional cases less than 10 million.b


            	They emit enough high-frequency ultraviolet radiation to trigger important atmospheric dynamics such as ozone formation, but not so much that ionisation destroys incipient life.


            	Liquid water may exist on the surface of planets orbiting them at a distance that does not induce tidal lock (see next section and 3.2).

          


          This spectral range likely accounts for between 5 and 10% of stars in the local Milky Way galaxy. Whether fainter late K and M class red dwarf stars are also suitable hosts for habitable planets is perhaps the most important open question in the entire field of planetary habitability given their ubiquity; Gliese 581 c, a " super-earth," has been found orbiting in the habitable zone of a red dwarf and may possess liquid water. Alternately, a greenhouse effect may render it too hot to support life, while its next-nearest neighbour, Gliese 581 d, may in fact be a more likely candidate for habitability.


          


          A stable habitable zone


          The habitable zone (HZ) is a theoretical shell surrounding a star in which any planets present would have liquid water on their surfaces. After an energy source, liquid water is considered the most important ingredient for life, considering how integral it is to all life-systems on Earth. This may reflect the bias of a water-dependent species, and if life is discovered in the absence of water (for example, in a liquid-ammonia solution), the notion of an HZ may have to be greatly expanded or else discarded altogether as too restricting.c


          
            [image: A range of theoretical habitable zones with stars of different mass (our solar system at centre). Not to scale.]

            
              A range of theoretical habitable zones with stars of different mass (our solar system at centre). Not to scale.
            

          


          A "stable" HZ denotes two factors. First, the range of an HZ should not vary greatly over time. All stars increase in luminosity as they age and a given HZ naturally migrates outwards, but if this happens too quickly (for example, with a super-massive star), planets may only have a brief window inside the HZ and a correspondingly weaker chance to develop life. Calculating an HZ range and its long-term movement is never straightforward, given that negative feedback loops such as the carbon cycle will tend to offset the increases in luminosity. Assumptions made about atmospheric conditions and geology thus have as great an impact on a putative HZ range as does Solar evolution; the proposed parameters of the Sun's HZ, for example, have fluctuated greatly.


          Secondly, no large-mass body such as a gas giant should be present in or relatively close to the HZ, thus disrupting the formation of Earth-like bodies. The mass of the asteroid belt, for example, appears to have been unable to accrete into a planet due to orbital resonances with Jupiter; if the giant had appeared in the region that is now between the orbits of Venus and Mars, Earth would almost certainly not have developed its present form. This is somewhat ameliorated by suggestions that a gas giant inside the HZ might have habitable moons under the right conditions.


          The Solar System follows an inner- terrestrial planet, outer-gas giant pattern, but discoveries of extrasolar planets suggest this may not be common to other stellar systems: numerous Jupiter-sized bodies have been found in close orbit about their primary, disrupting potential HZs. However, present data for extrasolar planets is likely to be skewed towards these types (large planets in close orbits) because they are far easier to identify; thus, it remains to be seen which type of stellar system is the norm, or indeed if there is one.


          


          Low stellar variation


          Changes in luminosity are common to all stars, but the severity of such fluctuations covers a broad range. Most stars are relatively stable, but a significant minority of variable stars often experience sudden and intense increases in luminosity and consequently the amount of energy radiated toward bodies in orbit. These are considered poor candidates for hosting life-bearing planets as their unpredictability and energy output changes would negatively impact organisms. Most obviously, living things adapted to a particular temperature range would likely be unable to survive too great a temperature deviation. Further, upswings in luminosity are generally accompanied by massive doses of gamma ray and X-ray radiation which might prove lethal. Atmospheres do mitigate such effects (an absolute increase of 100% in the Sun's luminosity would not necessarily mean a 100% absolute temperature increase on Earth), but atmosphere retention might not occur on planets orbiting variables, because the high-frequency energy buffeting these bodies would continually strip them of their protective covering.


          The Sun, as in much else, is benign in terms of this danger: the variation between solar max and minimum is roughly 0.1% over its 11-year solar cycle. There is strong (though not undisputed) evidence that even minor changes in the Sun's luminosity have had significant effects on the Earth's climate well within the historical era; the Little Ice Age of the mid-second millennium, for instance, may have been caused by a relatively long-term decline in the sun's luminosity. Thus, a star does not have to be a true variable for differences in luminosity to affect habitability. Of known " solar analogs," the one that most closely resembles the Sun is considered to be 18 Scorpii; unfortunately for the prospects of life existing in its proximity, the only significant difference between the two bodies is the amplitude of the solar cycle, which appears to be much greater for 18 Scorpii.


          


          High metallicity


          While the bulk of material in any star is hydrogen and helium, there is a great variation in the amount of heavier elements ( metals) stars contain. A high proportion of metals in a star correlates to the amount of heavy material initially available in protoplanetary disks. A low amount of metal significantly decreases the probability that planets will have formed around that star, under the solar nebula theory of planetary systems formation. Any planets that did form around a metal-poor star would likely be low in mass, and thus unfavorable for life. Spectroscopic studies of systems where exoplanets have been found to date confirm the relationship between high metal content and planet formation: "stars with planets, or at least with planets similar to the ones we are finding today, are clearly more metal rich than stars without planetary companions." High metallicity also places a requirement for youth on hab-stars: stars formed early in the universe's history have low metal content and a correspondingly lesser likelihood of having planetary companions.


          


          Planetary characteristics
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          The chief assumption about habitable planets is that they are terrestrial. Such planets, roughly within one order of magnitude of Earth mass, are primarily composed of silicate rocks and have not accreted the gaseous outer layers of hydrogen and helium found on gas giants. That life could evolve in the cloud tops of giant planets has not been decisively ruled out,d though it is considered unlikely given that they have no surface and their gravity is enormous. The natural satellites of giant planets, meanwhile, remain perfectly valid candidates for hosting life.


          In analyzing which environments are likely to support life a distinction is usually made between simple, unicellular organisms such as bacteria and archaea and complex metazoans (animals). Unicellularity necessarily precedes multicellularity in any hypothetical tree of life and where single-celled organisms do emerge there is no assurance that this will lead to greater complexity.e The planetary characteristics listed below are considered crucial for life generally, but in every case habitability impediments should be considered greater for multicellular organisms such as plants and animals versus unicellular life.
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          Mass


          Low-mass planets are poor candidates for life for two reasons. First, their lesser gravity makes atmosphere retention difficult, although global magnetic fields can play a large role in atmospheric retention. Constituent molecules are more likely to reach escape velocity and be lost to space when buffeted by solar wind or stirred by collision. Planets without a thick atmosphere lack the matter necessary for primal biochemistry, have little insulation and poor heat transfer across their surfaces (for example, Mars with its thin atmosphere is colder than the Earth would be if it were at a similar distance) and lesser protection against high-frequency radiation and meteoroids. Further, where an atmosphere is less than 0.006 Earth atmospheres water cannot exist in liquid form as the required atmospheric pressure, 4.56 mmHg (608 Pa) (0.18 inHG), does not occur . The temperature range at which water is liquid is smaller at low pressures generally.


          Secondly, smaller planets have smaller diameters and thus higher surface-to-volume ratios than their larger cousins. Such bodies tend to lose the energy left over from their formation quickly and end up geologically dead, lacking the volcanoes, earthquakes and tectonic activity which supply the surface with life-sustaining material and the atmosphere with temperature moderators like carbon dioxide. The existence of tidal forces from nearby objects such as natural moons can convert rotational energy into vast amounts of internal heating which can be seen to play an important alternate internal heating role in moons in our own solar system such as Io. Plate tectonics appear particularly crucial, at least on Earth: not only does the process recycle important chemicals and minerals, it also fosters bio-diversity through continent creation and increased environmental complexity and helps create the convective cells necessary to generate Earth's magnetic field.


          "Low mass" is partly a relative label; the Earth is considered low mass when compared to the Solar System's gas giants, but it is the largest, by diameter and mass, and densest of all terrestrial bodies.f It is large enough to retain an atmosphere through gravity alone and large enough that its molten core remains a heat engine, driving the diverse geology of the surface (the decay of radioactive elements within a planet's core is the other significant component of planetary heating). Mars, by contrast, is nearly (or perhaps totally) geologically dead and has lost much of its atmosphere. Thus, it would be fair to infer that the lower mass limit for habitability lies somewhere between Mars and Earth-Venus; 0.3 Earth masses has been offered as a rough dividing line for habitable planets. However, a 2008 study by the Harvard-Smithsonian Centre for Astrophysics suggests that the dividing line may be higher still. Earth may in fact lie on the lower boundary of habitability, since if it were any smaller, plate tectonics would be impossible. Venus, which has 85 percent Earth's mass, shows no signs of tectonic activity. Conversely, " super-Earths", terrestrial planets with higher masses than Earth, would have higher levels of plate tectonics and thus be firmly placed in the habitable range. Exceptional circumstances do offer exceptional cases: Jupiter's moon Io (smaller than the terrestrial planets) is volcanically dynamic because of the gravitational stresses induced by its orbit; neighbouring Europa may have a liquid ocean underneath a frozen shell due also to power generated in its orbiting a gas giant; Saturn's Titan, meanwhile, has an outside chance of harbouring life as it has retained a thick atmosphere and bio-chemical reactions are possible in liquid methane on its surface. These satellites are exceptions, but they prove that mass as a habitability criterion cannot be considered definitive.


          Finally, a larger planet is likely to have a large iron core. This allows for a magnetic field to protect the planet from its stellar wind, which otherwise would tend to strip away planetary atmosphere and to bombard living things with ionized particles. Mass is not the only criterion for producing a magnetic field  as the planet must also rotate fast enough to produce a dynamo effect within its core but it is a significant component of the process.


          


          Orbit and rotation


          As with other criteria, stability is the critical consideration in determining the effect of orbital and rotational characteristics on planetary habitability. Orbital eccentricity is the difference between a planet's closest and farthest approach to its primary. The greater the eccentricity the greater the temperature fluctuation on a planet's surface. Although they are adaptive, living organisms can only stand so much variation, particularly if the fluctuations overlap both the freezing point and boiling point of the planet's main biotic solvent (e.g., water on Earth). If, for example, Earth's oceans were alternately boiling and freezing solid, it is difficult to imagine life as we know it having evolved. The more complex the organism, the greater the temperature sensitivity. The Earth's orbit is almost wholly circular, with an eccentricity of less than 0.02; other planets in our solar system (with the exception of Mercury) have eccentricities that are similarly benign.


          Data collected on the orbital eccentricities of extrasolar planets has surprised most researchers: 90% have an orbital eccentricity greater than that found within the solar system, and the average is fully 0.25. This is a potential barrier to habitability, but it is unclear exactly how much orbital eccentricity would cause a critical problem.


          A planet's movement around its rotational axis must also meet certain criteria if life is to have the opportunity to evolve. A first assumption is that the planet should have moderate seasons. If there is little or no axial tilt (or obliquity) relative to the perpendicular of the ecliptic, seasons will not occur and a main stimulant to biospheric dynamism will disappear. The planet would also be colder than it would be with a significant tilt: when the greatest intensity of radiation is always within a few degrees of the equator, warm weather cannot move poleward and a planet's climate becomes dominated by colder polar weather systems.


          If a planet is radically tilted, meanwhile, seasons will be extreme and make it more difficult for a biosphere to achieve homeostasis. Although during the Quaternary higher axial tilt of the Earth coincides with reduced polar ice, warmer temperatures and less seasonal variation, scientists do not know whether this trend would continue indefinitely with further increases in axial tilt (see Snowball Earth).


          The exact effects of these changes can only be computer modelled at present, and studies have shown that even extreme tilts of up to 85 degrees do not absolutely preclude life "provided it does not occupy continental surfaces plagued seasonally by the highest temperature." Not only the mean axial tilt, but also its variation over time must be considered. The Earth's tilt varies between 21.5 and 24.5 degrees over 41,000 years. A more drastic variation, or a much shorter periodicity, would induce climatic effects such as variations in seasonal severity.


          Other orbital considerations include:


          
            	The planet should rotate relatively quickly so that the day-night cycle is not overlong. If a day takes years, the temperature differential between the day and night side will be pronounced, and problems similar to those noted with extreme orbital eccentricity will come to the fore.


            	Change in the direction of the axis rotation ( precession) should not be pronounced. In itself, precession need not affect habitability as it changes the direction of the tilt, not its degree. However, precession tends to accentuate variations caused by other orbital deviations; see Milankovitch cycles. Precession on Earth occurs over a 26 000 year cycle.

          


          The Earth's moon appears to play a crucial role in moderating the Earth's climate by stabilising the axial tilt. It has been suggested that a chaotic tilt may be a "deal-breaker" in terms of habitability i.e. a satellite the size of the moon is not only helpful but required to produce stability. This position remains controversial.g


          


          Geochemistry


          It is generally assumed that any extraterrestrial life that might exist will be based on the same fundamental chemistry as found on Earth, as the four elements most vital for life, carbon, hydrogen, oxygen, and nitrogen, are also the most common chemically reactive elements in the universe. Indeed, simple biogenic compounds, such as amino acids, have been found in meteorites and in interstellar space. These four elements together comprise over 96% of Earth's collective biomass. Carbon has an unparalleled ability to bond with itself and to form a massive array of intricate and varied structures, making it an ideal material for the complex mechanisms that form living cells. Hydrogen and oxygen, in the form of water, compose the solvent in which biological processes take place and in which the first reactions occurred that led to life's emergence. The energy released in the formation of powerful covalent bonds between carbon and oxygen, available by oxidizing organic compounds, is the fuel of all complex lifeforms. These four elements together make up amino acids, which in turn are the building blocks of proteins, the substance of living tissue. In addition, neither sulfur, required for the building of proteins, nor phosphorus, needed for the formation of DNA and RNA and the adenosine phosphates essential to metabolism, are rare.


          Relative abundance in space does not always mirror differentiated abundance within planets; of the four life elements, for instance, only oxygen is present in any abundance in the Earth's crust. This can be partly explained by the fact that many of these elements, such as hydrogen and nitrogen, along with their simplest and most common compounds, such as carbon dioxide, carbon monoxide, methane, ammonia, and water, are gaseous at warm temperatures. In the hot region close to the Sun, these volatile compounds could not have played a significant role in the planets' geological formation. Instead, they were trapped as gases underneath the newly formed crusts, which were largely made of rocky, involatile compounds such as silica (a compound of silicon and oxygen, accounting for oxygen's relative abundance). Outgassing of volatile compounds through the first volcanoes would have contributed to the formation of the planets' atmospheres. The Miller experiments showed that, with the application of energy, amino acids can form from the synthesis of the simple compounds within a primordial atmosphere.


          Even so, volcanic outgassing could not have accounted for the amount of water in Earth's oceans. The vast majority of the water, and arguably of the carbon, necessary for life must have come from the outer solar system, away from the Sun's heat, where it could remain solid. Comets impacting with the Earth in the Solar system's early years would have deposited vast amounts of water, along with the other volatile compounds life requires (including amino acids) onto the early Earth, providing a kick-start to the evolution of life.


          Thus, while there is reason to suspect that the four "life elements" ought be readily available elsewhere, a habitable system likely also requires a supply of long-term orbiting bodies to seed inner planets. Without comets there is a possibility that life as we know it would not exist on Earth.


          


          Alternative star systems


          In determining the feasibility of extraterrestrial life, astronomers had long focused their attention on stars like our own Sun. However, they have begun to explore the possibility that life might form in systems very unlike our own.


          


          Binary systems


          Typical estimates often suggest that 50% or more of all stellar systems are binary systems. This may be partly sample bias, as massive and bright stars tend to be in binaries and these are most easily observed and catalogued; a more precise analysis has suggested that more common, fainter, stars are usually singular and that up to two thirds of all stellar systems are therefore solitary.


          The separation between stars in a binary may range from less than one astronomical unit (AU, the Earth-Sun distance) to several hundred. In latter instances, the gravitational effects will be negligible on a planet orbiting an otherwise suitable star and habitability potential will not be disrupted unless the orbit is highly eccentric (see Nemesis, for example). However, where the separation is significantly less, a stable orbit may be impossible. If a planets distance to its primary exceeds about one fifth of the closest approach of the other star, orbital stability is not guaranteed. Whether planets might form in binaries at all had long been unclear, given that gravitational forces might interfere with planet formation. Theoretical work by Alan Boss at the Carnegie Institution has shown that gas giants can form around stars in binary systems much as they do around solitary stars.


          One study of Alpha Centauri, the nearest star system to the Sun, suggested that binaries need not be discounted in the search for habitable planets. Centauri A and B have an 11AU distance at closest approach (23AU mean), and both should have stable habitable zones. A study of long-term orbital stability for simulated planets within the system shows that planets within approximately threeAU of either star may remain stable (i.e. the semi-major axis deviating by less than 5%). The HZ for Centauri A is conservatively estimated at 1.2 to 1.3AU and Centauri B at 0.73 to 0.74  well within the stable region in both cases.


          


          Red dwarf systems
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          Determining the habitability of red dwarf stars could help determine how common life in the universe is, as red dwarfs make up between 70 to 90% of all the stars in the galaxy. Brown dwarfs are likely more numerous than red dwarfs. However, they are not generally classified as stars, and could never support life as we understand it, since what little heat they emit quickly disappears.


          Astronomers for many years ruled out red dwarfs as potential abodes for life. Their small size (from 0.1 to 0.6 solar masses) means that their nuclear reactions proceed exceptionally slowly, and they emit very little light (from 3% of that produced by the Sun to as little as 0.01%). Any planet in orbit around a red dwarf would have to huddle very close to its parent star to attain Earth-like surface temperatures; from 0.3 AU (just inside the orbit of Mercury) for a star like Lacaille 8760, to as little as 0.032 AU for a star like Proxima Centauri (such a world would have a year lasting just 6.3 days). At those distances, the star's gravity would cause tidal lock. The daylight side of the planet would eternally face the star, while the night-time side would always face away from it. The only way potential life could avoid either an inferno or a deep freeze would be if the planet had an atmosphere thick enough to transfer the star's heat from the day side to the night side. It was long assumed that such a thick atmosphere would prevent sunlight from reaching the surface in the first place, preventing photosynthesis.


          This pessimism has been tempered by research. Studies by Robert Haberle and Manoj Joshi of NASA's Ames Research Centre in California have shown that a planet's atmosphere (assuming it included greenhouse gases CO2 and H2O) need only be 100 mbs, or 10% of Earth's atmosphere, for the star's heat to be effectively carried to the night side. This is well within the levels required for photosynthesis, though water would still remain frozen on the dark side in some of their models. Martin Heath of Greenwich Community College, has shown that seawater, too, could be effectively circulated without freezing solid if the ocean basins were deep enough to allow free flow beneath the night side's ice cap. Further researchincluding a consideration of the amount photosynthetically active radiationsuggested that tidally locked planets in red dwarf systems might at least be habitable for higher plants.


          Size is not the only factor in making red dwarfs potentially unsuitable for life, however. On a red dwarf planet, photosynthesis on the night side would be impossible, since it would never see the sun. On the day side, because the sun does not rise or set, areas in the shadows of mountains would remain so forever. Photosynthesis as we understand it would be complicated by the fact that a red dwarf produces most of its radiation in the infrared, and on the Earth the process depends on visible light. There are potential positives to this scenario. Numerous terrestrial ecosystems rely on chemosynthesis rather than photosynthesis, for instance, which would be possible in a red dwarf system. A static primary star position removes the need for plants to steer leaves toward the sun, deal with changing shade/sun patterns, or change from photosynthesis to stored energy during night. Because of the lack of a day-night cycle, including the weak light of morning and evening, far more energy would be available at a given radiation level.


          Red dwarfs are far more variable and violent than their more stable, larger cousins. Often they are covered in starspots that can dim their emitted light by up to 40% for months at a time, while at other times they emit gigantic flares that can double their brightness in a matter of minutes. Such variation would be very damaging for life, as it would not only destroy any complex organic molecules that could possibly form biological precursors, but also because it would blow off sizeable portions of the planet's atmosphere. For a planet around a red dwarf star to support life, it would require a rapidly rotating magnetic field to protect it from the flares. However, a tidally locked planet rotates only very slowly, and so cannot produce a geodynamo at its core. However, the violent flaring period of a red dwarf's lifecycle is estimated to only last roughly the first 1.2 billion years of its existence. If a planet forms far away from a red dwarf so as to avoid tidelock, and then migrates into the star's habitable zone after this turbulent initial period, it is possible that life may have a chance to develop.


          There is, however, one major advantage that red dwarfs have over other stars as abodes for life: they live a long time. It took 4.5 billion years before humanity appeared on Earth, and life as we know it will see suitable conditions for at most 7.5 billion years more. Red dwarfs, by contrast, could live for trillions of years, because their nuclear reactions are far slower than those of larger stars, meaning that life both would have longer to evolve and longer to survive. Further, while the odds of finding a planet in the habitable zone around any specific red dwarf are slim, the total amount of habitable zone around all red dwarfs combined is equal to the total amount around sun-like stars given their ubiquity.


          


          Other considerations


          


          Alternative biochemistry


          While most investigations of extraterrestrial life start with the assumption that advanced lifeforms must have similar requirements for life as on Earth, the hypothesis of alternative biochemistry suggests possibility of lifeforms evolving around a metabolism mechanism different from what is known on Earth. There is a possibility that other elements beyond those necessary on Earth will provide a biochemical basis for life elsewhere. The idea of biochemical cycles that are not carbon-based nor involving water has been explored mostly in fiction. As discussed in Evolving the Alien biologist Jack Cohen and mathematician Ian Stewart argue astrobiology based on the Rare Earth hypothesis is restrictive and unimaginative. They argue that Earth-like planets may be very rare, but non carbon-based complex life could possibly emerge in other environments.
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          "Good Jupiters"


          "Good Jupiters" are gas giant planets, like the solar system's Jupiter, that orbit their stars in circular orbits far enough away from the HZ to not disturb it but close enough to "protect" terrestrial planets in closer orbit in two critical ways. First, they help to stabilize the orbits, and thereby the climates, of the inner planets. Second, they keep the inner solar system relatively free of comets and asteroids that could cause devastating impacts. Jupiter orbits the sun at about five times the distance between the Earth and the Sun. This is the rough distance we should expect to find good Jupiters elsewhere. Jupiter's "caretaker" role was dramatically illustrated in 1994 when Comet Shoemaker-Levy 9 impacted the giant; had Jovian gravity not captured the comet, it may well have entered the inner solar system.


          Early in the Solar System's history, Jupiter played a somewhat contrary role: it increased the eccentricity of asteroid belt orbits and enabled many to cross Earth's orbit and supply the planet with important volatiles. Before Earth reached half its present mass, icy bodies from the JupiterSaturn region and small bodies from the primordial asteroid belt supplied water to the Earth due to the gravitational scattering of Jupiter and, to a lesser extent, Saturn. Thus, while the gas giants are now helpful protectors, they were once suppliers of critical habitability material.


          In contrast, Jupiter-sized bodies that orbit too close to the habitable zone but not in it (as in 47 Ursae Majoris), or have a highly elliptical orbit that crosses the habitable zone (like 16 Cygni B) make it very difficult for an Earthlike planet to exist in the system. See discussion of a stable habitable zone above.


          


          The galactic neighbourhood


          Scientists have also considered the possibility that particular areas of galaxies ( galactic habitable zones) are better suited to life than others; the solar system in which we live, in the Orion Spur, on the Milky Way galaxy's edge is considered to be in a life-favorable spot:


          
            	It is not in a globular cluster where immense star densities are inimical to life, given excessive radiation and gravitational disturbance. Globular clusters are also primarily composed of older, likely metal-poor, stars.


            	It is not near an active gamma ray source.


            	It is not near the galactic centre where once again star densities increase the likelihood of ionizing radiation (e.g., from magnetars and supernovae). A supermassive black hole is also believed to lie at the middle of the galaxy which might prove a danger to any nearby bodies.


            	The circular orbit of the Sun around the galactic centre keeps it out of the way of the galaxy's spiral arms where once more intense radiation and gravitation may lead to disruption.

          


          Thus, relative loneliness is ultimately what a life-bearing system needs. If the Sun were crowded amongst other systems the chance of being fatally close to dangerous radiation sources would increase significantly. Further, close neighbours might disrupt the stability of various orbiting bodies such as Oort cloud and Kuiper Belt objects, which can bring catastrophe if knocked into the inner solar system.


          While stellar crowding proves disadvantageous to habitability so too does extreme isolation. A star as metal-rich as the Sun would likely not have formed in the very outermost regions of the Milky Way given a decline in the relative abundance of metals and a general lack of star formation. Thus, a "suburban" location, such as our Solar System enjoys, is preferable to a Galaxy's centre or farthest reaches.


          


          Life's impact on habitability


          A supplement to the factors that support life's emergence is the notion that life itself, once formed, becomes a habitability factor in its own right. An important Earth example was the production of oxygen by ancient cyanobacteria, and eventually photosynthesizing plants, leading to a radical change in the composition of Earths atmosphere. This oxygen would prove fundamental to the respiration of later animal species.


          This interaction between life and subsequent habitability has been explored in various ways. The Gaia hypothesis, a class of scientific models of the geo-biosphere pioneered by Sir James Lovelock in 1975, argues that life as a whole fosters and maintains suitable conditions for itself by helping to create a planetary environment suitable for its continuity; at its most dramatic Gaia suggests that planetary systems behave as a kind of organism. The most successful life forms change the composition of the air, water, and soil in ways that make their continued existence more certaina controversial extension of the accepted laws of ecology.


          The implication that biota reveal concerted foresight could be challenged as unscientific and unfalsifiable. More mainstream researchers have arrived at related conclusions, however, without necessarily accepting the teleology implied by Lovelock. David Grinspoon has suggested a "Living Worlds hypothesis" in which our understanding of what constitutes habitability cannot be separated from life already extant on a planet. Planets that are geologically and meteorologically alive are much more likely to be biologically alive as well and "a planet and its life will co-evolve."


          In their 2004 book The Privileged Planet, astronomer Guillermo Gonzalez and philosopher Jay Richards explore the possible link between the habitability of a planet and its suitability for observing the rest of the universe. The book was criticized as an example of intelligent design and for its lack of scientific credibility.


          


          Micro-environments


          Another complicating factor in the search of planetary habitability criteria is that only a tiny portion of a planet needs to be habitable to support some life. Astrobiologists often concern themselves with "microenvironments" noting that "we lack a fundamental understanding of how evolutionary forces, such as mutation, selection, and genetic drift, operate in microorganisms that act on and respond to changing microenvironments."


          For example, a planet that might otherwise be unable to support an atmosphere given the solar conditions in its vicinity, might be able to do so within a deep shadowed rift or volcanic cave. Carl Sagan explored examples of this concept in the solar system itself, considering the possibility of organisms that are always airborne within the high atmosphere of Jupiter in a 1976 paper, despite the fact that Jupiter's surface itself is obviously uninhabitable.
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          A planetary nebula is an astronomical object consisting of a glowing shell of gas and plasma formed by certain types of stars at the end of their lives. The name originates from a similarity in appearance to giant planets when viewed through a small optical telescope and is unrelated to planets of the solar system. They are a relatively short-lived phenomenon, lasting a few tens of thousands of years, compared to a typical stellar lifetime of several billion years.


          At the end of the star's life, during the red giant phase, the outer layers of the star are expelled via pulsations and strong stellar winds. Without these opaque layers, the remaining core of the star shines brightly and is very hot. The ultraviolet radiation emitted by this core ionises the ejected outer layers of the star which radiate as a planetary nebula.


          Planetary nebulae are important objects in astronomy because they play a crucial role in the chemical evolution of the galaxy, returning material to the interstellar medium which has been enriched in heavy elements and other products of nucleosynthesis (such as carbon, nitrogen, oxygen and calcium). In other galaxies, planetary nebulae may be the only objects observable enough to yield useful information about chemical abundances.


          In recent years, Hubble Space Telescope images have revealed many planetary nebulae to have extremely complex and varied morphologies. About a fifth are roughly spherical, but the majority are not spherically symmetric. The mechanisms which produce such a wide variety of shapes and features are not yet well understood, but binary central stars, stellar winds and magnetic fields may all play a role.


          


          Observations
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          Planetary nebulae are generally faint objects, and none are visible to the naked eye. The first planetary nebula discovered was the Dumbbell Nebula in the constellation of Vulpecula, observed by Charles Messier in 1764 and listed as M27 in his catalogue of nebulous objects. To early observers with low-resolution telescopes, M27 and subsequently discovered planetary nebulae somewhat resembled the gas giants, and William Herschel, discoverer of Uranus, eventually coined the term 'planetary nebula' for them, although, as we now know, they are very different from planets.


          The nature of planetary nebulae was unknown until the first spectroscopic observations were made in the mid-19th century. William Huggins was one of the earliest astronomers to study the optical spectra of astronomical objects, using a prism to disperse their light. His observations of stars showed that their spectra consisted of a continuum with many dark lines superimposed on them, and he later found that many nebulous objects such as the Andromeda Nebula (as it was then known) had spectra which were quite similar to this  these nebulae were later shown to be galaxies.


          However, when he looked at the Cat's Eye Nebula, he found a very different spectrum. Rather than a strong continuum with absorption lines superimposed, the Cat's Eye Nebula and other similar objects showed only a small number of emission lines. The brightest of these was at a wavelength of 500.7 nanometres, which did not correspond with a line of any known element. At first it was hypothesized that the line might be due to an unknown element, which was named nebulium - a similar idea had led to the discovery of helium through analysis of the Sun's spectrum in 1868.


          


          However, while helium was isolated on earth soon after its discovery in the spectrum of the sun, nebulium was not. In the early 20th century Henry Norris Russell proposed that rather than being a new element, the line at 500.7 nm was due to a familiar element in unfamiliar conditions.


          Physicists showed in the 1920s that in gas at extremely low densities, electrons can populate excited metastable energy levels in atoms and ions which at higher densities are rapidly de-excited by collisions. Electron transitions from these levels in oxygen ion (O2+ or OIII) give rise to the 500.7 nm line. These spectral lines, which can only be seen in very low density gases, are called forbidden lines. Spectroscopic observations thus showed that nebulae were made of extremely rarefied gas.


          As discussed further below, the central stars of planetary nebulae are very hot. Their luminosity, though, is very low, implying that they must be very small. Only once a star has exhausted all its nuclear fuel can it collapse to such a small size, and so planetary nebulae came to be understood as a final stage of stellar evolution. Spectroscopic observations show that all planetary nebulae are expanding, and so the idea arose that planetary nebulae were caused by a star's outer layers being thrown into space at the end of its life.


          Towards the end of the 20th century, technological improvements helped to further the study of planetary nebulae. Space telescopes allowed astronomers to study light emitted beyond the visible spectrum which is not detectable from ground-based observatories (because only radio waves and visible light penetrate the earth's atmosphere). Infrared and ultraviolet studies of planetary nebulae allowed much more accurate determinations of nebular temperatures, densities and abundances. CCD technology allowed much fainter spectral lines to be measured accurately than had previously been possible. The Hubble Space Telescope also showed that while many nebulae appear to have simple and regular structures from the ground, the very high optical resolution achievable by a telescope above the Earth's atmosphere reveals extremely complex morphologies.


          Under the Morgan-Keenan spectral classification scheme, planetary nebulae are classified as Type-P, although this notation is seldom used in practice.


          


          Origins
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              Computer simulation of the formation of a planetary nebula from a star with a warped disk, showing the complexity which can result from a small initial asymmetry.
            

          


          Stars weighing more than 8 solar masses will likely end their lives in a dramatic supernova explosion, but for medium and low mass stars on the order of a solar mass, such as our Sun, the end may involve the creation of a planetary nebula.


          Stars that inevitably become planetary nebulae spend most of their lifetime shining as a result of nuclear fusion reactions converting hydrogen to helium in its core. The energy released in the fusion reactions prevents the star from collapsing under its own gravity, and the star is stable.


          After several billion years, the star runs out of hydrogen, and there is no longer enough energy flowing out from the core to support the outer layers of the star. The core thus contracts and heats up. Currently the sun's core has a temperature of approximately 15 million K, but when it runs out of hydrogen, the contraction of the core will cause the temperature to rise to about 100 million K.


          The outer layers of the star expand enormously because of the very high temperature of the core, and become much cooler. The star becomes a red giant. The core continues to contract and heat up, and when its temperature reaches 100 million K, helium nuclei begin to fuse into carbon and oxygen. The resumption of fusion reactions stops the core's contraction. Helium burning soon forms an inert core of carbon and oxygen, with both a helium-burning shell and a hydrogen-burning shell surrounding it. In this last stage the star will observationally be a red giant and structurally an asymptotic giant branch star.


          Helium fusion reactions are extremely temperature sensitive, with reaction rates being proportional to T40. This means that just a 2% rise in temperature more than doubles the reaction rate. This makes the star very unstable - a small rise in temperature leads to a rapid rise in reaction rates, which releases a lot of energy, increasing the temperature further. The helium-burning layer rapidly expands and therefore cools, which reduces the reaction rate again. Huge pulsations build up, which eventually become large enough to throw off the whole stellar atmosphere into space.


          The ejected gases form a cloud of material around the now-exposed core of the star. As more and more of the atmosphere moves away from the star, deeper and deeper layers at higher and higher temperatures are exposed. When the exposed surface reaches a temperature of about 30,000K, there are enough ultraviolet photons being emitted to ionize the ejected atmosphere, making it glow. The cloud has then become a planetary nebula.


          


          Lifetime


          The gases of the planetary nebula drift away from the central star at speeds of a few kilometers per second. At the same time as the gases are expanding, the central star undergoes a two stage evolution first growing hotter as it continues to contract and hydrogen fusion reactions are occurring in a shell around the core of carbon and oxygen and then cooling as it radiates away its energy and fusion reactions have ceased, as the star is not heavy enough to generate the core temperatures required for carbon and oxygen to fuse. During the first phase the central star gets hotter eventually reaching temperatures around 100,000K. Eventually it will cool down so much that it doesn't give off enough ultraviolet radiation to ionize the increasingly distant gas cloud. The star becomes a white dwarf, and the gas cloud recombines, becoming invisible. For a typical planetary nebula, about 10,000 years will pass between its formation and recombination of the star.


          


          Galactic recyclers


          Planetary nebulae play a very important role in galactic evolution. The early universe consisted almost entirely of hydrogen and helium, but stars create heavier elements via nuclear fusion. The gases of planetary nebulae thus contain a large proportion of elements such as carbon, nitrogen and oxygen, and as they expand and merge into the interstellar medium, they enrich it with these heavy elements, collectively known as metals by astronomers.


          Subsequent generations of stars which form will then have a higher initial content of heavier elements. Even though the heavy elements will still be a very small component of the star, they have a marked effect on its evolution. Stars which formed very early in the universe and contain small quantities of heavy elements are known as Population II stars, while younger stars with higher heavy element content are known as Population I stars (see stellar population).


          


          Characteristics


          


          Physical characteristics
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              NGC 6720, The Ring Nebula
            

          


          A typical planetary nebula is roughly one light year across, and consists of extremely rarefied gas, with a density generally around 1000 particles per cm. (The Earth's atmosphere, by comparison, contains 2.51019 particles per cm.) Young planetary nebulae have the highest densities, sometimes as high as 106 particles per cm. As nebulae age, their expansion causes their density to decrease.


          Radiation from the central star heats the gases to temperatures of about 10,000 K. Counterintuitively, the gas temperature is often seen to rise at increasing distances from the central star. This is because the more energetic a photon, the less likely it is to be absorbed, and so the less energetic photons tend to be the first to be absorbed. In the outer regions of the nebula, most lower energy photons have already been absorbed, and the high energy photons remaining give rise to higher temperatures.


          Nebulae may be described as matter bounded or radiation bounded. In the former case, there is not enough matter in the nebula to absorb all the UV photons emitted by the star, and the visible nebula is fully ionized. In the latter case, there are not enough UV photons being emitted by the central star to ionise all the surrounding gas, and an ionization front propagates outward into the circumstellar neutral envelope.


          Because most of the gas in a typical planetary nebula is ionised (i.e. a plasma), the effects of magnetic fields can be significant, giving rise to phenomena such as filamentation and plasma instabilities.


          


          Numbers and distribution


          About 3000 planetary nebulae are now known to exist in our galaxy., out of 200 billion stars. Their very short lifetime compared to total stellar lifetime accounts for their rarity. They are found mostly near the plane of the Milky Way, with the greatest concentration near the galactic centre. Planetary nebulae have been detected as members in only four globular clusters: M 15, M 22, NGC 6441 and Palomar 6. However, there has yet to be an established case of a planetary nebula discovered in an open cluster.


          


          Morphology


          Only about 20% of planetary nebulae are spherically symmetric. A wide variety of shapes exist with some very complex forms seen. The reason for the huge variety of shapes is not fully understood, but may be caused by gravitational interactions with companion stars if the central stars are double stars. Another possibility is that planets disrupt the flow of material away from the star as the nebula forms. In January 2005, astronomers announced the first detection of magnetic fields around the central stars of two planetary nebulae, and hypothesised that the fields might be partly or wholly responsible for their remarkable shapes .


          


          Current issues in planetary nebula studies


          A long standing problem in the study of planetary nebulae is that in most cases, their distances are very poorly determined. For a very few nearby planetary nebulae, it is possible to determine distances by measuring their expansion parallax: high resolution observations taken several years apart will show the expansion of the nebula perpendicular to the line of sight, while spectroscopic observations of the Doppler shift will reveal the velocity of expansion in the line of sight. Comparing the angular expansion with the derived velocity of expansion will reveal the distance to the nebula.


          The issue of how such a diverse range of nebular shapes can be produced is a controversial topic. Broadly, it is believed that interactions between material moving away from the star at different speeds gives rise to most shapes observed. However, some astronomers believe that double central stars must be responsible for at least the more complex and extreme planetary nebulae. One recent study has found that several planetary nebulae contain strong magnetic fields, something which has been hypothesised by Grigor Gurzadyan already in 1960s (see e.g. ref.). Magnetic interactions with ionised gas could be responsible for shaping at least some planetary nebulae.


          There are two different ways of determining metal abundances in nebulae, which rely on different types of spectral lines, and large discrepancies are sometimes seen between the results derived from the two methods. Some astronomers put this down to the presence of small temperature fluctuations within planetary nebulae; others claim that the discrepancies are too large to be explained by temperature effects, and hypothesise the existence of cold knots containing very little hydrogen to explain the observations. However, no such knots have yet been observed.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Planetary_nebula"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Planned economy


        
          

          A planned economy or directed economy is an economic system in which the state or government manages the economy. Its most extensive form is referred to as a command economy, centrally planned economy, or command and control economy. In such economies, the state or government controls all major sectors of the economy and formulates all decisions about their use and about the distribution of income. The planners decide what should be produced and direct enterprises to produce those goods. Planned economies are in contrast to unplanned economies, such as a market economy, where production, distribution, pricing, and investment decisions are made by the private owners of the factors of production based upon their own and their customers' interests rather than upon furthering some overarching macroeconomic plan. Less extensive forms of planned economies include those that use indicative planning, in which the state employs "influence, subsidies, grants, and taxes, but does not compel." This latter is sometimes referred to as a "planned market economy."


          A planned economy may consist of state-owned enterprises, private enterprises directed by the state, or a combination of both. Though "planned economy" and "command economy" are often used as synonyms, some make the distinction that under a command economy, the means of production are publicly owned. That is, a planned economy is "an economic system in which the government controls and regulates production, distribution, prices, etc." but a command economy, while also having this type of regulation, necessarily has substantial public ownership of industry. Therefore, command economies are planned economies, but not necessarily the reverse (example: USA economy during World War II or Nazi Germany's private ownership yet use of the Four Year Plan could construe them as a planned economy in the wide sense, but not necessarily a command economy, while the Soviet Union with public ownership would be a command economy).


          Important planned economies that existed in the past include the economy of the Soviet Union, which was for a time the world's second-largest economy, China during its Great Leap Forward, and India, prior to its economic reforms in 1991 . Beginning in the 1980s and 1990s, many governments presiding over planned economies began deregulating (or as in the Soviet Union, the system collapsed) and moving toward market-based economies by allowing the private sector to make the pricing, production, and distribution decisions. Although most economies today are market economies or mixed economies (which are partially planned), planned economies exist in some countries such as Cuba, North Korea, and Myanmar.
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          Supporters of planned economies cast them as a practical measure to ensure the production of necessary goodsone which does not rely on the vagaries of free markets.


          


          Stability


          A planned economy can ensure the continuous utilization of all available resources. If isolated and unresponsive to consumer demand, a planned economy does not suffer from a business cycle. Under an ideally administered planned economy, neither unemployment nor idle production facilities should exist beyond minimal levels, and the economy should develop in a stable manner, unimpeded by inflation or recession.


          Long-term infrastructure investment can be made without fear of a market downturn (or loss of confidence) leading to abandonment of the project. This is especially where returns are risky (e.g. fusion reactor technology) or where the return is diffuse (e.g. immunization programs or public education).


          


          Conformance to a grand design


          While a market economy maximizes wealth by evolution, a planned economy favors design. While evolution tends to lead to a local maximum in aggregate wealth, design is in theory capable of achieving a global maximum. For example, a planned city can be designed for efficient transport, while organically grown cities tend to suffer from traffic congestion. Critics would point out that planned cities will suffer from the same problems as unplanned cities, unless reproduction and population growth is subject to strict control, as in a closed city.


          


          Meeting collective objectives by individual sacrifice


          A planned economy serves collective rather than individual needs: under such a system, rewards, whether wages or perquisites, are to be distributed according to the value that the state ascribes to the service performed. A planned economy eliminates the individual profit motives as the driving force of production and places it in the hands of the state planners to determine what is the appropriate production of different sets of goods.


          The government can harness land, labor, and capital to serve the economic objectives of the state. Consumer demand can be restrained in favour of greater capital investment for economic development in a desired pattern. The state can begin building a heavy industry at once in an underdeveloped economy without waiting years for capital to accumulate through the expansion of light industry, and without reliance on external financing. This is what happened in the Soviet Union during the 1930s when the government forced the share of GNP dedicated to private consumption from 80 percent to 50 percent. While there was a significant decline in individual living standards, the state was able to meet some of its "economic objectives."


          


          Comparison with capitalist corporations


          Taken as a whole, a centrally planned economy would attempt to substitute a number of firms with a single firm for an entire economy. As such, the stability of a planned economy has implications with the Theory of the firm. After all, most corporations are essentially 'centrally planned economies', aside from some token intra-corporate pricing (not to mention that the politics in some corporations resemble that of the Soviet Politburo). That is, corporations are essentially miniature centrally planned economies and seem to do just fine in a free market. As pointed out by Kenneth Arrow and others, the existence of firms in free markets shows that there is a need for firms in free markets; opponents of planned economies would simply argue that there is no need for a sole firm for the entire economy.


          


          Disadvantages of economic planning


          


          Cannot determine and prioritize social goods better than the market can


          Some who oppose comprehensive planned economies argue that some central planning is justified. In particular, it is possible to create unprofitable but socially useful goods within the context of a market economy. For example, one could produce a new drug by having the government collect taxes and then spend the money for the social good. On the other hand, opponents of such central planning say that "absent the data about priorities conveyed through price signals created by freely acting individuals, [it is questionable] whether determinations about what is socially important can even be made at all." Opponents do not dispute that something useful can be produced if money is expropriated from private businesses and individuals, but their complaint is that "its far from certain that those monies could not have been spent better" if individuals were allowed to spend and invest as they wished according to their own wants.


          We can see things of value being produced by the state taxing and using those funds to undertake projects which are believed to be social goods, but we cannot see what social goods have not been produced due to wealth taken out of the hands of those who would have invested and spent their money in other ways according to their own goals. These opponents of central planning argue that the only way to determine what society actually wants is by allowing private enterprise to use their resources in competing to meet the needs of consumers, rather those taking resources away and allowing government to direct investment without responding to market signals. According to Tibor R. Machan, "Without a market in which allocations can be made in obedience to the law of supply and demand, it is difficult or impossible to funnel resources with respect to actual human preferences and goals."


          If the government in question is democratic, democratically-determined social priorities may be considered legitimate social objectives in which the government is jusitified in intervening in the economy. It must be noted that to date, most if not all countries employing command economies have been dictatorships or oligarchies -- few or none were democracies. Many democratic nations, however, have a mixed economy, where the government intervenes to a certain extent and in certain aspects of the economy, although other aspects of the economy are left to the free market.


          


          Lack of incentive for innovation


          Another criticism some make of central planning is that it is less likely to promote innovation than a free market economy. In the latter, inventors can reap huge benefits by patenting new technology, so there is arguably much more incentive to innovate. Conversely a planned economy can deliver vast national resources into research and development if it gets the idea that a particular field is critical to its interests, usually military technology. The Soviet Union's ability to maintain fierce competition versus the United States during the space race and cold war, despite its smaller economy, is an example of this.


          


          Infringement on individual freedoms


          The top down structure of a centrally planned economy dictates a hegemonic operating culture - whereas in a free market economy several models of operating can compete simultaneously in a manner similar to organisms in an ecosystem.


          Critics also hold that certain types of command economies may require a state which intervenes highly in people's personal lives. For example, if the state directs all employment then one's career options may be more limited. If goods are allocated by the state rather than by a market economy, citizens cannot, for example, move to another location without state permission because they would not be able to acquire food or housing in the new location, as the necessary resources were not preplanned.


          Likewise, because of the state's controls over an individual's personal choices, critics contend that central planning intrinsically results in a top-down, dictatorial state where politicians and bureaucrats use the state to achieve their own ends, which are in turn described as the "social" objectives of the state. In essence, critics contend that socialism has nothing to do with the preferences of the individuals that comprise a society, but rather the abstract goals of some group.


          This criticism is supported by Rummel's Law which states that the less freedom a people have, the more likely their rulers are to murder them. R. J. Rummel's top three examples of 20th century "Megamurders" were Soviet Russia, People's Republic of China and Nazi Germany, all planned economies with limited individual freedom.


          The Road to Serfdom is a book written by Friedrich Hayek and critical of collectivism, presenting the argument that a central planned economy must ultimately result in tyranny. An idea similar to this is the idea of the iron cage presented even earlier by Max Weber in The Protestant Ethic and the Spirit of Capitalism.


          


          Suppression of Economic Democracy and Self-Management


          Centrally planning is also criticized by elements of the radical left. Libertarian socialist economist Robin Hahnel notes that even if central planning overcame its inherent inhibitions of incentives and innovation it would nevertheless be unable to maximize economic democracy and self-management, which he believes are concepts that are more intellectually coherent, consistent and just than mainstream notions of economic freedom. As Hahnel explains, Combined with a more democratic political system, and redone to closer approximate a best case version, centrally planned economies no doubt would have performed better. But they could never have delivered economic self-management, they would always have been slow to innovate as apathy and frustration took their inevitable toll, and they would always have been susceptible to growing inequities and inefficiencies as the effects of differential economic power grew. Under central planning neither planners, managers, nor workers had incentives to promote the social economic interest. Nor did impending markets for final goods to the planning system enfranchise consumers in meaningful ways. But central planning would have been incompatible with economic democracy even if it had overcome its information and incentive liabilities. And the truth is that it survived as long as it did only because it was propped up by unprecedented totalitarian political power.


          


          Corruption


          A planned economy creates social conditions favoring political corruption. Particularly, command economies have been notoriously corrupt. First, centralized decision-making predisposes planners to abuses of power. Second, the inherent inefficiency of plans drawn with insufficient information creates a need for bypassing or subverting the official decision-making process. For example, the Soviet Gosplan could not create plans that were feasible, and other means were used to meet the quotas. A gift economy featuring corruption, blat, developed. The Chinese guanxi is somewhat similar.


          


          Planned economies and socialism


          In the 20th century, most planned economies were implemented by states that called themselves socialist. Also, the greatest support for planned economics comes from socialist authors. For these reasons, the notion of a planned economy is often directly associated with socialism. However, they do not entirely overlap. There are branches of socialism such as libertarian socialism, that reject a centralized state, and all of these tendencies reject economic planning as well and instead favour decentrialised collective ownership of the economy and property.


          Furthermore, planned economies are not unique to Communist states. There is a Trotskyist theory of permanent arms economy, put forward by Michael Kidron, which leads on from the contention that war and accompanying industrialisation is a continuing feature of capitalist states and that central planning and other features of the war economy are ever present.


          


          Transition from a planned economy to a market economy


          The shift from a command economy to a market economy has proven to be difficult; in particular, there were no theoretical guides for doing so before the 1990s. One transition from a command economy to a market economy that a few consider successful is that of the People's Republic of China, in which there was a period of some years lasting roughly until the early 1990s during which both the command economy and the market economy coexisted, so that nobody would be much worse off under a mixed economy than a command economy, while some people would be much better off. Gradually, the parts of the economy under the command economy decreased until the mid-1990s when resource allocation was almost completely determined by market mechanisms.


          By contrast, the Soviet Union's transition was much more problematic and its successor republics faced a sharp decline in GDP during the early 1990s. While the transition to a market economy proved difficult, many of the post-Soviet states have been experiencing strong, resource-based economic growth in recent years, though the levels vary substantially. However, a majority of the former Soviet Republics have not yet reached pre-collapse levels of economic development.


          


          Transition from a market economy to a planned economy


          


          Government market regulation


          Central governments are tempted to solve problems quickly by introducing additional market regulation. Once such regulation is introduced, it is rarely removed, ratcheting towards a gradual increase in government power and a constraint on the mechanism of the free market. Usually, big business has an advantage over small business in a strongly regulated market, because big business can cope with the bureaucracy and small business cannot take advantage of adaptivity.


          Franklin D. Roosevelts New Deal was an example of market regulation used by the American government in an attempt to escape the Great Depression of the 1930s.


          


          Corporate monopoly


          The process of wealth condensation results in a small number of people controlling large sections of the economy.


          The British East India Company is an example of government-granted monopoly.


          American Telephone & Telegraph (formerly Bell Telephone Company), was regarded as a natural monopoly until it was broken up by the U.S. Department of Justice in 1974. This is an example of United States antitrust law being used to discourage centralization of corporate power.


          


          Amalgamated trade unions


          Small trade unions have limited power, especially against larger international corporations. Amalgamation of trade unions leads to an industry-wide group with more bargaining power but less individual interest in any particular worker. Such a union will bargain directly with government on an industry-wide basis and thus create a form of central planning that is distinct from typical (Laissez-faire) capitalism.


          


          Similar economic models


          A palace economy may be considered as a subsistence economy augmented with elements of a command economy.
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          Plants are organisms belonging to the kingdom Plantae. They include familiar organisms such as trees, herbs, bushes, grasses, vines, ferns, mosses, and green algae. About 350,000 species of plants, defined as seed plants, bryophytes, ferns and fern allies, are estimated to exist currently. As of 2004, some 287,655 species had been identified, of which 258,650 are flowering and 18,000 bryophytes (see table below). Green plants, sometimes called metaphytes or viridiplantae, obtain most of their energy from sunlight via a process called photosynthesis.


          


          Definition


          Aristotle divided all living things between plants (which generally do not move), and animals (which often are mobile to catch their food). In Linnaeus' system, these became the Kingdoms Vegetabilia (later Metaphyta or Plantae) and Animalia (also called Metazoa). Since then, it has become clear that the Plantae as originally defined included several unrelated groups, and the fungi and several groups of algae were removed to new kingdoms. However, these are still often considered plants in many contexts, both technical and popular.


          When the name Plantae or plants is applied to a specific taxon, it is usually referring to one of three concepts. From smallest to largest in inclusiveness, these three groupings are:


          
            	Land plants, also known as Embryophyta or Metaphyta. As the narrowest of plant categories, this is further delineated below.


            	Green plants - also known as Viridiplantae, Viridiphyta or Chlorobionta - comprise the above Embryophytes, Charophyta (i.e., primitive stoneworts), and Chlorophyta (i.e., green algae such as sea lettuce). It is this clade which is mainly the subject of this article.


            	Archaeplastida - also known as Plantae sensu lato, Plastida or Primoplantae - comprises the green plants above, as well as Rhodophyta (red algae) and Glaucophyta (simple glaucophyte algae). As the broadest plant clade, this comprises most of the eukaryotes that eons ago acquired their chloroplasts directly by engulfing cyanobacteria.

          


          Informally, other creatures that carry out photosynthesis are called plants as well, but they do not constitute a formal taxon and represent species that are not closely related to true plants. There are around 375,000 species of plants, and each year more are found and described by science.


          


          Algae
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              Green algae from Ernst Haeckel's Kunstformen der Natur, 1904.
            

          


          Most algae are no longer classified within the Kingdom Plantae. The algae comprise several different groups of organisms that produce energy through photosynthesis, each of which arose independently from separate non-photosynthetic ancestors. Most conspicuous among the algae are the seaweeds, multicellular algae that may roughly resemble terrestrial plants, but are classified among the green, red, and brown algae. Each of these algal groups also includes various microscopic and single-celled organisms.


          Only two groups of algae are considered close relatives of land plants ( embryophytes). The first of these groups is the Charophyta ( desmids and stoneworts), from which the embryophytes developed. The sister group to the combined embryophytes and charophytes is the other group of green algae ( Chlorophyta), and this more inclusive group is collectively referred to as the green plants or Viridiplantae. The Kingdom Plantae is often taken to mean this monophyletic grouping. With a few exceptions among the green algae, all such forms have cell walls containing cellulose, have chloroplasts containing chlorophylls a and b, and store food in the form of starch. They undergo closed mitosis without centrioles, and typically have mitochondria with flat cristae.


          The chloroplasts of green plants are surrounded by two membranes, suggesting they originated directly from endosymbiotic cyanobacteria. The same is true of two additional groups of algae: the Rhodophyta (red algae) and Glaucophyta. All three groups together are generally believed to have a common origin, and so are classified together in the taxon Archaeplastida. In contrast, most other algae (e.g. heterokonts, haptophytes, dinoflagellates, and euglenids) have chloroplasts with three or four surrounding membranes. They are not close relatives of the green plants, presumably acquiring chloroplasts separately from ingested or symbiotic green and red algae.


          


          Fungi


          Fungi were previously included in the plant kingdom, but are now seen to be more closely related to animals. Unlike embryophytes and algae, fungi are not photosynthetic, but are saprotrophs: obtaining food by breaking down and absorbing surrounding materials. Most fungi are formed by microscopic structures called hyphae, which may or may not be divided into cells but contain eukaryotic nuclei. Fruiting bodies, of which mushrooms are most familiar, are the reproductive structures of fungi. They are not related to any of the photosynthetic groups, but are close relatives of animals. Therefore, the fungi are in a kingdom of their own.


          


          Diversity


          About 350,000 species of plants, defined as seed plants, bryophytes, ferns and fern allies, are estimated to exist currently. As of 2004, some 287,655 species had been identified, of which 258,650 are flowering plants, 16,000 bryophytes, 11,000 ferns and 8,000 green algae.


          
            
              Diversity of living plant divisions
            

            
              	Informal group

              	Division name

              	Common name

              	No. of living species
            


            
              	Green algae

              	Chlorophyta

              	green algae (chlorophytes)

              	3,800
            


            
              	Charophyta

              	green algae ( desmids & charophytes)

              	4,000 - 6,000
            


            
              	Bryophytes

              	Marchantiophyta

              	liverworts

              	6,000 - 8,000
            


            
              	Anthocerotophyta

              	hornworts

              	100 - 200
            


            
              	Bryophyta

              	mosses

              	12,000
            


            
              	Pteridophytes

              	Lycopodiophyta

              	club mosses

              	1,200
            


            
              	Pteridophyta

              	ferns, whisk ferns & horsetails

              	11,000
            


            
              	Seed plants

              	Cycadophyta

              	cycads

              	160
            


            
              	Ginkgophyta

              	ginkgo

              	1
            


            
              	Pinophyta

              	conifers

              	630
            


            
              	Gnetophyta

              	gnetophytes

              	70
            


            
              	Magnoliophyta

              	flowering plants

              	258,650
            

          


          



          


          Phylogeny


          A proposed phylogeny of the Plantae after Kenrick and Crane is as follows, with modification to the Pteridophyta from Smith et al. The Prasinophyceae may be a paraphyletic basal group to all green plants.
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          Embryophytes
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          Most familiar are the multicellular land plants, called embryophytes. They include the vascular plants, plants with full systems of leaves, stems, and roots. They also include a few of their close relatives, often called bryophytes, of which mosses and liverworts are the most common.


          All of these plants have eukaryotic cells with cell walls composed of cellulose, and most obtain their energy through photosynthesis, using light and carbon dioxide to synthesize food. About three hundred plant species do not photosynthesize but are parasites on other species of photosynthetic plants. Plants are distinguished from green algae, which represent a mode of photosynthetic life similar to the kind modern plants are believed to have evolved from, by having specialized reproductive organs protected by non-reproductive tissues.


          Bryophytes first appeared during the early Palaeozoic. They can only survive where moisture is available for significant periods, although some species are desiccation tolerant. Most species of bryophyte remain small throughout their life-cycle. This involves an alternation between two generations: a haploid stage, called the gametophyte, and a diploid stage, called the sporophyte. The sporophyte is short-lived and remains dependent on its parent gametophyte.


          Vascular plants first appeared during the Silurian period, and by the Devonian had diversified and spread into many different land environments. They have a number of adaptations that allowed them to overcome the limitations of the bryophytes. These include a cuticle resistant to desiccation, and vascular tissues which transport water throughout the organism. In most the sporophyte acts as a separate individual, while the gametophyte remains small.


          The first primitive seed plants, Pteridosperms (seed ferns) and Cordaites, both groups now extinct, appeared in the late Devonian and diversified through the Carboniferous, with further evolution through the Permian and Triassic periods. In these the gametophyte stage is completely reduced, and the sporophyte begins life inside an enclosure called a seed, which develops while on the parent plant, and with fertilisation by means of pollen grains. Whereas other vascular plants, such as ferns, reproduce by means of spores and so need moisture to develop, some seed plants can survive and reproduce in extremely arid conditions.


          Early seed plants are referred to as gymnosperms (naked seeds), as the seed embryo is not enclosed in a protective structure at pollination, with the pollen landing directly on the embryo. Four surviving groups remain widespread now, particularly the conifers, which are dominant trees in several biomes. The angiosperms, comprising the flowering plants, were the last major group of plants to appear, emerging from within the gymnosperms during the Jurassic and diversifying rapidly during the Cretaceous. These differ in that the seed embryo (angiosperm) is enclosed, so the pollen has to grow a tube to penetrate the protective seed coat; they are the predominant group of flora in most biomes today.


          


          Fossils


          
            [image: A petrified log in Petrified Forest National Park.]

            
              A petrified log in Petrified Forest National Park.
            

          


          Plant fossils include roots, wood, leaves, seeds, fruit, pollen, spores, phytoliths, and amber (the fossilized resin produced by some plants). Fossil land plants are recorded in terrestrial, lacustrine, fluvial and nearshore marine sediments. Pollen, spores and algae ( dinoflagellates and acritarchs) are used for dating sedimentary rock sequences. The remains of fossil plants are not as common as fossil animals, although plant fossils are locally abundant in many regions worldwide.


          The earliest fossils clearly assignable to Kingdom Plantae are fossil green algae from the Cambrian. These fossils resemble calcified multicellular members of the Dasycladales. Earlier Precambrian fossils are known which resemble single-cell green algae, but definitive identity with that group of algae is uncertain.


          The oldest known trace fossils of embryophytes date from the Ordovician, though such fossils are fragmentary. By the Silurian, fossils of whole plants are preserved, including the lycophyte Baragwanathia longifolia. From the Devonian, detailed fossils of rhyniophytes have been found. Early fossils of these ancient plants show the individual cells within the plant tissue. The Devonian period also saw the evolution of what many believe to be the first modern tree, Archaeopteris. This fern-like tree combined a woody trunk with the fronds of a fern, but produced no seeds.


          The Coal Measures are a major source of Palaeozoic plant fossils, with many groups of plants in existence at this time. The spoil heaps of coal mines are the best places to collect; coal itself is the remains of fossilised plants, though structural detail of the plant fossils is rarely visible in coal. In the Fossil Forest at Victoria Park in Glasgow, Scotland, the stumps of Lepidodendron trees are found in their original growth positions.


          The fossilized remains of conifer and angiosperm roots, stems and branches may be locally abundant in lake and inshore sedimentary rocks from the Mesozoic and Caenozoic eras. Sequoia and its allies, magnolia, oak, and palms are often found.


          Petrified wood is common in some parts of the world, and is most frequently found in arid or desert areas where it is more readily exposed by erosion. Petrified wood is often heavily silicified (the organic material replaced by silicon dioxide), and the impregnated tissue is often preserved in fine detail. Such specimens may be cut and polished using lapidary equipment. Fossil forests of petrified wood have been found in all continents.


          Fossils of seed ferns such as Glossopteris are widely distributed throughout several continents of the southern hemisphere, a fact that gave support to Alfred Wegener's early ideas regarding Continental drift theory.


          


          Life processes


          


          Growth


          Most of the solid material in a plant is taken from the atmosphere. Through a process known as photosynthesis, plants use the energy in sunlight to convert carbon dioxide from the atmosphere into simple sugars. These sugars are then used as building blocks and form the main structural component of the plant. Plants rely on soil primarily for support and water (in quantitative terms), but also obtain nitrogen, phosphorus and other crucial elemental nutrients. For the majority of plants to grow successfully they also require oxygen in the atmosphere and around their roots for respiration. However, a few specialized vascular plants, such as Mangroves, can grow with their roots in anoxic conditions.
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          Factors affecting growth


          The genotype of a plant affects its growth, for example selected varieties of wheat grow rapidly, maturing within 110 days, whereas others, in the same environmental conditions, grow more slowly and mature within 155 days.


          Growth is also determined by environmental factors, such as temperature, available water, available light, and available nutrients in the soil. Any change in the availability of these external conditions will be reflected in the plants growth.


          Biotic factors (living organisms) also affect plant growth.


          
            	Plants compete with other plants for space, water, light and nutrients. Plants can be so crowded that no single individual makes normal growth.


            	Many plants rely on birds and insects to effect pollination.


            	Grazing animals may affect vegetation.


            	Soil fertility is influenced by the activity of bacteria and fungi.


            	Bacteria, fungi, viruses, nematodes and insects can parasitise plants.


            	Some plant roots require an association with fungi to maintain normal activity (mycorrhizal association).

          


          Simple plants like algae may have short life spans as individuals, but their populations are commonly seasonal. Other plants may be organized according to their seasonal growth pattern:


          
            	Annual: live and reproduce within one growing season.


            	Biennial: live for two growing seasons; usually reproduce in second year.


            	Perennial: live for many growing seasons; continue to reproduce once mature.

          


          Among the vascular plants, perennials include both evergreens that keep their leaves the entire year, and deciduous plants which lose their leaves for some part of it. In temperate and boreal climates, they generally lose their leaves during the winter; many tropical plants lose their leaves during the dry season.


          The growth rate of plants is extremely variable. Some mosses grow less than 0.001 mm/h, while most trees grow 0.025-0.250 mm/h. Some climbing species, such as kudzu, which do not need to produce thick supportive tissue, may grow up to 12.5 mm/h.


          Plants protect themselves from frost and dehydration stress with antifreeze proteins, heat-shock proteins and sugars (sucrose is common). LEA (Late Embryogenesis Abundant) protein expression is induced by stresses and protects other proteins from aggregation as a result of desiccation and freezing.


          


          Internal distribution


          Vascular plants differ from other plants in that they transport nutrients between different parts through specialized structures, called xylem and phloem. They also have roots for taking up water and minerals. The xylem moves water and minerals from the root to the rest of the plant, and the phloem provides the roots with sugars and other nutrient produced by the leaves.


          


          Ecology


          The photosynthesis conducted by land plants and algae is the ultimate source of energy and organic material in nearly all ecosystems. Photosynthesis radically changed the composition of the early Earth's atmosphere, which as a result is now 21% oxygen. Animals and most other organisms are aerobic, relying on oxygen; those that do not are confined to relatively rare anaerobic environments. Plants are the primary producers in most terrestrial ecosystems and form the basis of the food web in those ecosystems. Many animals rely on plants for shelter as well as oxygen and food.


          Land plants are key components of the water cycle and several other biogeochemical cycles. Some plants have coevolved with nitrogen fixing bacteria, making plants an important part of the nitrogen cycle. Plant roots play an essential role in soil development and prevention of soil erosion.


          


          Distribution


          Plants are distributed worldwide in varying numbers. While they inhabit a multitude of biomes and ecoregions, few can be found beyond the tundras at the northernmost regions of continental shelves. At the southern extremes, plants have adapted tenaciously to the prevailing conditions. (See Antarctic flora.)


          Plants are often the dominant physical and structural component of habitats where they occur. Many of the Earth's biomes are named for the type of vegetation because plants are the dominant organisms in those biomes, such as grasslands and forests.


          


          Ecological relationships
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          Numerous animals have coevolved with plants. Many animals pollinate flowers in exchange for food in the form of pollen or nectar. Many animals disperse seeds, often by eating fruit and passing the seeds in their feces. Myrmecophytes are plants that have coevolved with ants. The plant provides a home, and sometimes food, for the ants. In exchange, the ants defend the plant from herbivores and sometimes competing plants. Ant wastes provide organic fertilizer.


          The majority of plant species have various kinds of fungi associated with their root systems in a kind of mutualistic symbiosis known as mycorrhiza. The fungi help the plants gain water and mineral nutrients from the soil, while the plant gives the fungi carbohydrates manufactured in photosynthesis. Some plants serve as homes for endophytic fungi that protect the plant from herbivores by producing toxins. The fungal endophyte, Neotyphodium coenophialum, in tall fescue (Festuca arundinacea) does tremendous economic damage to the cattle industry in the U.S.


          Various forms of parasitism are also fairly common among plants, from the semi-parasitic mistletoe that merely takes some nutrients from its host, but still has photosynthetic leaves, to the fully parasitic broomrape and toothwort that acquire all their nutrients through connections to the roots of other plants, and so have no chlorophyll. Some plants, known as myco-heterotrophs, parasitize mycorrhizal fungi, and hence act as epiparasites on other plants.


          Many plants are epiphytes, meaning they grow on other plants, usually trees, without parasitizing them. Epiphytes may indirectly harm their host plant by intercepting mineral nutrients and light that the host would otherwise receive. The weight of large numbers of epiphytes may break tree limbs. Many orchids, bromeliads, ferns and mosses often grow as epiphytes. Bromeliad epiphytes accumulate water in leaf axils to form phytotelmata, complex aquatic food webs.


          A few plants are carnivorous, such as the Venus flytrap and sundew. They trap small animals and digest them to obtain mineral nutrients, especially nitrogen.


          


          Importance
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          The study of plant uses by people is termed economic botany or ethnobotany. They are often used as synonyms but some consider economic botany to focus mainly on uses of modern cultivated plants, while ethnobotany studies uses of indigenous plants by native peoples. Human cultivation of plants is part of agriculture, which is the basis of human civilization. Plant agriculture is subdivided into agronomy, horticulture and forestry.


          


          Food


          Virtually all human nutrition depends on land plants directly or indirectly. Much of human nutrition depends on cereals, especially maize or corn, wheat and rice or other staple crops such as potato, cassava, and legumes. Other parts from plants that are eaten include fruits, vegetables, nuts, herbs, spices and edible flowers. Beverages from plants include coffee, tea, wine, beer and alcohol. Sugar is obtained mainly from sugar cane and sugar beet. Cooking oils and margarine come from corn, soybean, canola, safflower, sunflower, olive and others. Food additives include gum arabic, guar gum, locust bean gum, starch and pectin.


          


          Nonfood products


          Wood is used for buildings, furniture, paper, cardboard, musical instruments and sports equipment. Cloth is often made from cotton, flax or synthetic fibers derived from cellulose, such as rayon and acetate. Renewable fuels from plants include firewood, peat and many other biofuels. Coal and petroleum are fossil fuels derived from plants. Medicines derived from plants include aspirin, taxol, morphine, quinine, reserpine, colchicine, digitalis and vincristine. There are hundreds of herbal supplements such as ginkgo, Echinacea, feverfew, and Saint John's wort. Pesticides derived from plants include nicotine, rotenone, strychnine and pyrethrins. Drugs obtained from plants include opium, cocaine and marijuana. Poisons from plants include ricin, hemlock and curare. Plants are the source of many natural products such as fibers, essential oils, dyes, pigments, waxes, tannins, latex, gums, resins, alkaloids, amber and cork. Products derived from plants include soaps, paints, shampoos, perfumes, cosmetics, turpentine, rubber, varnish, lubricants, linoleum, plastics, inks, chewing gum and hemp rope. Plants are also a primary source of basic chemicals for the industrial synthesis of a vast array of organic chemicals. These chemicals are used in a vast variety of studies and experiments.


          


          Aesthetic uses


          Thousands of plant species are cultivated to beautify the human environment as well as to provide shade, modify temperatures, reduce windspeed, abate noise, provide privacy and prevent soil erosion. People use cut flowers, dried flowers and house plants indoors. Outdoors, they use lawngrasses, shade trees, ornamental trees, shrubs, vines, herbaceous perennials and bedding plants. Images of plants are often used in art, architecture, humor, language and photography and on textiles, money, stamps, flags and coats of arms. Living plant art forms include topiary, bonsai, ikebana and espalier. Ornamental plants have sometimes changed the course of history, as in tulipomania. Plants are the basis of a multi-billion dollar per year tourism industry which includes travel to arboretums, botanical gardens, historic gardens, national parks, tulip festivals, rainforests, forests with colorful autumn leaves and the National Cherry Blossom Festival. Venus flytrap, sensitive plant and resurrection plant are examples of plants sold as novelties.


          


          Scientific and cultural uses


          Tree rings are an important method of dating in archeology and serve as a record of past climates. Basic biological research has often been done with plants, such as the pea plants used to derive Gregor Mendel's laws of genetics. Space stations or space colonies may one day rely on plants for life support. Plants are used as national and state emblems, including state trees and state flowers. Ancient trees are revered and many are famous. Numerous world records are held by plants. Plants are often used as memorials, gifts and to mark special occasions such as births, deaths, weddings and holidays. Plants figure prominently in mythology, religion and literature. The field of ethnobotany studies plant use by indigenous cultures which helps to conserve endangered species as well as discover new medicinal plants. Gardening is the most popular leisure activity in the U.S. Working with plants or horticulture therapy is beneficial for rehabilitating people with disabilities. Certain plants contain psychotropic chemicals which are extracted and ingested, including tobacco, cannabis (marijuana), and opium.


          


          Negative effects


          Weeds are plants that grow where people do not want them. People have spread plants beyond their native ranges and some of these introduced plants become invasive, damaging existing ecosystems by displacing native species. Invasive plants cause billions of dollars in crop losses annually by displacing crop plants, they increase the cost of production and the use of chemical means to control them affects the environment.


          Plants may cause harm to people. Plants that produce windblown pollen invoke allergic reactions in people who suffer from hay fever. A wide variety of plants are poisonous. Several plants cause skin irritations when touched, such as poison ivy. Certain plants contain psychotropic chemicals, which are extracted and ingested or smoked, including tobacco, cannabis (marijuana), cocaine and opium, causing damage to health or even death. Both illegal and legal drugs derived from plants have negative effects on the economy, affecting worker productivity and law enforcement costs. Some plants cause allergic reactions in people and animals when ingested, while other plants cause food intolerances that negatively affect health.
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          Plant cells are eukaryotic cells that differ in several key respects from the cells of other eukaryotic organisms. Their distinctive features include:


          
            	A large central vacuole, a sap-filled volume enclosed by a membrane known as the tonoplast maintains the cell's turgor, controls movement of molecules between the cytosol and sap, stores useful material and digests waste proteins and organelles.


            	A cell wall composed of cellulose and hemicellulose, pectin and in many cases lignin, and secreted by the protoplast on the outside of the cell membrane. This contrasts with the cell walls of fungi (which are made of chitin), and of bacteria, which are made of peptidoglycan.


            	Specialised cell-cell communication pathways known as plasmodesmata, pores in the primary cell wall through which the plasmalemma and endoplasmic reticulum of adjacent cells are continuous.


            	Plastids, notably the chloroplasts which contain chlorophyll and the biochemical systems for light harvesting and photosynthesis, but also amyloplasts specialized for starch storage, elaioplasts specialized for fat storage and chromoplasts specialized for synthesis and storage of pigments. As in mitochondria, which have a genome encoding 37 genes plastids have their own genomes of about 100-120 unique genes and probably arose as prokaryotic endosymbionts living in the cells of an early eukaryotic ancestor of the land plants and algae.

          


          
            	Cell division by construction of a phragmoplast as a template for building a cell plate late in cytokinesis is characteristic of land plants and a few groups of algae, notably the Charophytes and the Order Trentepohliales

          


          
            	The sperm of Bryophytes have flagellae similar to those in animals, but higher plants, (including Gymnosperms and flowering plants) lack the flagellae and centrioles that are present in animal cells.

          


          


          Cell types


          
            	Parenchyma cells are living cells that have diverse functions ranging from storage (storage cell) and support to photosynthesis (chlorenchyma cell) and phloem loading (transfer cell). Some parenchyma cells, as in the epidermis, are specialized for light penetration and focusing or regulation of gas exchange. Parenchyma cells have thin primary walls which serves for the mediation of materials, and their cytoplasm is responsible for a wide range of biochemical functions such as nectar secretion, or the manufacture of secondary products that discourage herbivory. Apart from the xylem and phloem in its vascular bundles, leaves are composed of parenchyma cells. Parenchyma cells which contain many chloroplasts and are concerned primarily with photosynthesis are called chlorenchyma cells.

          


          
            	Collenchyma cells - Collenchyma cells are also alive at maturity and have only a primary wall. These cells mature from meristem derivatives. They pass briefly through a stage resembling parenchyma, however they are destined to differentiate into collenchyma, and this fact is quite obvious from the very earliest stages. Plastids do not develop and secretory apparatus (ER and Golgi) proliferates to secrete additional primary wall. The wall is most commonly thickest at the corners, where three or more cells come in contact and thinnest where only two cells come in contact, though other arrangements of the wall thickening are possible.

          


          Pectin and hemicellulose are the dominant constituents of collenchyma cell walls which may contain as little as 20% of cellulose in Petasites. Collenchyma cells are typically quite elongated, and may divide transversly to give a septate appearance. The role of this cell type is to support the plant in axes still growing in length, and to confer flexibility and tensile strength on tissues. The primary wall lacks lignin that would make it rigid and brittle, so this cell type provides what could be called plastic support. Support that can hold a young stem or petiole into the air, but in cells that can be stretched as the cells around them elongate. Stretchable support (without elastic snap-back) is a good way to describe what collenchyma does. Parts of the strings in celery are collenchyma.


          
            	Sclerenchyma cells - Sclerenchyma cells (from the Greek skleros, hard) are hard and tough cells with a function in mechanical support. They are of two broad types - sclereids or stone cells and fibres. The cells develop an extensive secondary cell wall that is laid down on the inside of the primary cell wall. The secondary wall is impregnated with lignin, making it hard and impermeable to water. Thus, these cells cannot survive for long as they cannot exchange sufficient material to maintain active metabolism. Sclerenchyma cells are typically dead at functional maturity, and the cytoplasm is missing, leaving an empty central cavity.

          


          Functions for sclereid cells include discouraging herbivory (hard cells that give leaves a gritty texture, or rip open digestive passages in small insect larval stages), protection (a solid tissue of hard sclereid cells form the pit wall in a peach and many other fruits). Functions of fibres include provision of load-bearing support and tensile strength to the leaves and stems of herbaceous plants. Sclerenchyma fibres are not involved in conduction, either of water and nutrients (as in the xylem) or of carbon compounds (as in the phloem), but it is likely that they may have evolved as modifications of xylem and phloem initials in early land plants.


          


          Tissue types


          
            [image: cells of Arabidopsis epidermis]

            
              cells of Arabidopsis epidermis
            

          


          The major classes of cells differentiate from undifferentiated meristematic cells (analogous to the stem cells of animals) to form the tissue structures of roots, stems, leaves, flowers and reproductive structures.


          Xylem cells are elongated cells with lignified secondary thickening of the cell walls. The bryophytes lack true xylem cells, but the sporophytes of bryophytes have a water conducting tissue known as the hydrome that is composed of elongated cells of simpler construction. Xylem cells are specialised for conduction of water, and first appeared in plants during their transition to land in the Silurian period (see Cooksonia). They characterise the vascular plants or Tracheophytes. Xylem tracheids are pointed, elongated xylem cells that have continuous primary cell walls. The ferns and other pteridophytes and the gymnosperms only have xylem tracheids, while the angiosperms also have xylem vessels. Vessel members are hollow xylem cells aligned end-to-end, without end walls or perforate that may be assembled into long continuous tubes.


          Phloem is a specialised tissue for food conduction in higher plants. The bryophytes lack phloem, but moss sporophytes have a simpler tissue with analogous function known as the leptome. Phloem consists of two cell types, the sieve tubes and the intimately-associated companion cells. The sieve tube elements lack nuclei and ribosomes, and their metabolism and functions are regulated by the adjacent nucleate companion cells. Sieve tubes are joined end to end with perforate end-plates between known as sieve plates, which allow transport of photosynthate between the sieve elements. The companion cells, connected to the sieve tubes via plasmodesmata, are responsible for loading the phloem with sugars.


          Plant epidermal cells are specialised parenchyma cells covering the external surfaces of stems and other aerial organs and roots. The epidermal cells arise from the superficial layer of cells known as the tunica that covers the plant shoot apex, whereas the cortex and vascular tissues arise from innermost layers of the shoot apex. The epidermis of roots originates from the layer of cells immediately beneath the root cap.


          The epidermis of all aerial organs, but not roots, is covered with a cuticle made of waxes and the polyester cutin. Several cell types may be present in the epidermis. Notable among these are the stomatal guard cells, glandular and clothing hairs or trichomes, and the root hairs of primary roots. In the epidermis of most plants, only the guard cells have chloroplasts. The epidermal cells of the primary shoot are thought to be the only plant cells with the biochemical capacity to synthesize cutin.


          


          Parts


          
            	Cell membrane


            	Cell wall


            	Plasmodesma


            	Vacuole


            	Tonoplast


            	Crystal


            	Plastids


            	Chloroplast


            	Leucoplast


            	Chromoplast


            	Golgi Complex


            	Ribosome


            	Endoplasmic reticulum


            	Mitochondrion


            	Microtubule


            	Microfilament


            	Lysosome


            	Microbody


            	Cytoplasm


            	Nucleus


            	Nuclear envelope (membrane)


            	Nuclear pore


            	DNA


            	Chromatin


            	RNA


            	Messenger RNA


            	Transfer RNA
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        Plasma (physics)
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              Plasma lamp, illustrating some of the more complex phenomena of a plasma, including filamentation. The colors are a result of relaxation of electrons in excited states to lower energy states after they have recombined with ions. These processes emit light in a spectrum characteristic of the gas being excited.
            

          


          In physics and chemistry, a plasma is typically an ionized gas. Plasma is considered to be a distinct state of matter, apart from gases, because of its unique properties. Ionized refers to presence of one or more free electrons, which are not bound to an atom or molecule. The free electric charges make the plasma electrically conductive so that it responds strongly to electromagnetic fields.


          Plasma typically takes the form of neutral gas-like clouds (e.g. stars) or charged ion beams, but may also include dust and grains (called dusty plasmas). They are typically formed by heating and ionizing a gas, stripping electrons away from atoms, thereby enabling the positive and negative charges to move more freely.


          


          History


          


          This state of matter was first identified in a Crookes tube, and so described by Sir William Crookes in 1879 (he called it "radiant matter"). The nature of the Crookes tube " cathode ray" matter was subsequently identified by British physicist Sir J.J. Thomson in 1897, and dubbed "plasma" by Irving Langmuir in 1928, perhaps because it reminded him of a blood plasma. Langmuir wrote:


          
            Except near the electrodes, where there are sheaths containing very few electrons, the ionized gas contains ions and electrons in about equal numbers so that the resultant space charge is very small. We shall use the name plasma to describe this region containing balanced charges of ions and electrons."

          


          


          Common plasmas


          Plasmas are by far the most common phase of matter in the universe, both by mass and by volume. All the stars are made of plasma, and even the space between the stars is filled with a plasma, albeit a very sparse one (See astrophysical plasma, interstellar medium and intergalactic space). In the solar system, the planet Jupiter accounts for most of the non-plasma, only about 0.1% of the mass and 1015% of the volume within the orbit of Pluto. Notable plasma physicist Hannes Alfvn also noted that due to their electric charge, very small grains also behave as ions and form part of plasma (see dusty plasmas).


          
            
              	Common forms of plasma include
            


            
              	
                
                  Artificially produced plasmas
                


                
                  	Those found in plasma displays, including TVs


                  	Inside fluorescent lamps (low energy lighting), neon signs


                  	Rocket exhaust


                  	The area in front of a spacecraft's heat shield during reentry into the atmosphere


                  	Fusion energy research


                  	The electric arc in an arc lamp, an arc welder or plasma torch


                  	Plasma ball (sometimes called a plasma sphere or plasma globe)


                  	Plasmas used in semiconductor device fabrication including: Reactive Ion Etching, Sputtering, and Plasma Enhanced Chemical Vapor Deposition

                

              

              	
                
                  Terrestrial plasmas
                


                
                  	Lightning


                  	Ball lightning


                  	St. Elmo's fire


                  	Sprites, elves, jets


                  	The ionosphere


                  	The polar aurorae

                

              

              	
                
                  Space and astrophysical plasmas
                


                
                  	The Sun and other stars

                  (which are plasmas heated by nuclear fusion)


                  	The solar wind


                  	The interplanetary medium

                  (the space between the planets)


                  	The interstellar medium

                  (the space between star systems)


                  	The Intergalactic medium

                  (the space between galaxies)


                  	The Io-Jupiter flux-tube


                  	Accretion discs


                  	Interstellar nebulae

                

              
            

          


          


          Plasma properties and parameters


          
            [image: The Earth's "plasma fountain", showing oxygen, helium, and hydrogen ions which gush into space from regions near the Earth's poles. The faint yellow area shown above the north pole represents gas lost from Earth into space; the green area is the aurora borealis-or plasma energy pouring back into the atmosphere.]

            
              The Earth's " plasma fountain", showing oxygen, helium, and hydrogen ions which gush into space from regions near the Earth's poles. The faint yellow area shown above the north pole represents gas lost from Earth into space; the green area is the aurora borealis-or plasma energy pouring back into the atmosphere.
            

          


          


          Definition of a plasma


          Although a plasma is loosely described as an electrically neutral medium of positive and negative particles, a more rigorous definition requires three criteria to be satisfied:


          
            	The plasma approximation: Charged particles must be close enough together that each particle influences many nearby charged particles, rather than just interacting with the closest particle (these collective effects are a distinguishing feature of a plasma). The plasma approximation is valid when the number of electrons within the sphere of influence (called the Debye sphere whose radius is the Debye screening length) of a particular particle is large. The average number of particles in the Debye sphere is given by the plasma parameter, "" (the Greek letter Lambda).


            	Bulk interactions: The Debye screening length (defined above) is short compared to the physical size of the plasma. This criterion means that interactions in the bulk of the plasma are more important than those at its edges, where boundary effects may take place.


            	Plasma frequency: The electron plasma frequency (measuring plasma oscillations of the electrons) is large compared to the electron-neutral collision frequency (measuring frequency of collisions between electrons and neutral particles). When this condition is valid, plasmas act to shield charges very rapidly (quasineutrality is another defining property of plasmas).

          


          


          Ranges of plasma parameters


          Plasma parameters can take on values varying by many orders of magnitude, but the properties of plasmas with apparently disparate parameters may be very similar (see plasma scaling). The following chart considers only conventional atomic plasmas and not exotic phenomena like quark gluon plasmas:


          
            [image: Range of plasmas. Density increases upwards, temperature increases towards the right. The free electrons in a metal may be considered an electron plasma]

            
              Range of plasmas. Density increases upwards, temperature increases towards the right. The free electrons in a metal may be considered an electron plasma
            

          


          
            
              	

              	Typical ranges of plasma parameters: orders of magnitude (OOM)
            


            
              	Characteristic

              	Terrestrial plasmas

              	Cosmic plasmas
            


            
              	Size

              in metres

              	106 m (lab plasmas) to

              10 m (lightning) (~8 OOM)

              	106 m (spacecraft sheath) to

              1025 m (intergalactic nebula) (~31 OOM)

            


            
              	Lifetime

              in seconds

              	1012 s (laser-produced plasma) to

              107 s (fluorescent lights) (~19 OOM)

              	101 s (solar flares) to

              1017 s (intergalactic plasma) (~17 OOM)
            


            
              	Density

              in particles per

              cubic metre

              	107 m-3 to

              1032 m-3 (inertial confinement plasma)

              	100 (i.e., 1) m-3 (intergalactic medium) to

              1030 m-3 (stellar core)
            


            
              	Temperature

              in kelvins

              	~0 K (crystalline non-neutral plasma) to

              108 K (magnetic fusion plasma)

              	10 K (aurora) to

              107 K (solar core)
            


            
              	Magnetic fields

              in teslas

              	104 T (lab plasma) to

              10 T (pulsed-power plasma)

              	1012 T (intergalactic medium) to

              1011 T (near neutron stars)
            

          


          


          Degree of ionization


          For plasma to exist, ionization is necessary. The word "plasma density" by itself usually refers to the "electron density", that is, the number of free electrons per unit volume. The degree of ionization of a plasma is the proportion of atoms which have lost (or gained) electrons, and is controlled mostly by the temperature. Even a partially ionized gas in which as little as 1% of the particles are ionized can have the characteristics of a plasma (i.e. respond to magnetic fields and be highly electrically conductive). The degree of ionization,  is defined as  = ni/(ni + na) where ni is the number density of ions and na is the number density of neutral atoms. The electron density is related to this by the average charge state <Z> of the ions through ne=<Z> ni where ne is the number density of electrons.


          


          Temperatures


          Plasma temperature is commonly measured in kelvins or electronvolts, and is an informal measure of the thermal kinetic energy per particle. In most cases the electrons are close enough to thermal equilibrium that their temperature is relatively well-defined, even when there is a significant deviation from a Maxwellian energy distribution function, for example due to UV radiation, energetic particles, or strong electric fields. Because of the large difference in mass, the electrons come to thermodynamic equilibrium among themselves much faster than they come into equilibrium with the ions or neutral atoms. For this reason the "ion temperature" may be very different from (usually lower than) the " electron temperature". This is especially common in weakly ionized technological plasmas, where the ions are often near the ambient temperature.


          Based on the relative temperatures of the electrons, ions and neutrals, plasmas are classified as "thermal" or "non-thermal". Thermal plasmas have electrons and the heavy particles at the same temperature i.e. they are in thermal equilibrium with each other. Non-thermal plasmas on the other hand have the ions and neutrals at a much lower temperature (normally room temperature) whereas electrons are much "hotter".


          Temperature controls the degree of plasma ionization. In particular, plasma ionization is determined by the "electron temperature" relative to the ionization energy (and more weakly by the density) in a relationship called the Saha equation. A plasma is sometimes referred to as being "hot" if it is nearly fully ionized, or "cold" if only a small fraction (for example 1%) of the gas molecules are ionized (but other definitions of the terms "hot plasma" and "cold plasma" are common). Even in a "cold" plasma the electron temperature is still typically several thousand degrees Celsius. Plasmas utilized in "plasma technology" ("technological plasmas") are usually cold in this sense.


          


          Potentials


          
            [image: Lightning is an example of plasma present at Earth's surface. Typically, lightning discharges 30,000 amperes, at up to 100 million volts, and emits light, radio waves, x-rays and even gamma rays. Plasma temperatures in lightning can approach ~28,000 kelvin (~27,700oC) and electron densities may exceed 1024/m�.]

            
              Lightning is an example of plasma present at Earth's surface. Typically, lightning discharges 30,000 amperes, at up to 100 million volts, and emits light, radio waves, x-rays and even gamma rays. Plasma temperatures in lightning can approach ~28,000 kelvin (~27,700oC) and electron densities may exceed 1024/m.
            

          


          Since plasmas are very good conductors, electric potentials play an important role. The potential as it exists on average in the space between charged particles, independent of the question of how it can be measured, is called the "plasma potential" or the "space potential". If an electrode is inserted into a plasma, its potential will generally lie considerably below the plasma potential due to what is termed a Debye sheath. The good electrical conductivity of plasmas causes their electric fields to be very small. This results in the important concept of "quasineutrality", which says the density of negative charges is approximately equal to the density of positive charges over large volumes of the plasma ([image: n_e=\langle Z\rangle n_i]), but on the scale of the Debye length there can be charge imbalance. In the special case that double layers are formed, the charge separation can extend some tens of Debye lengths.


          The magnitude of the potentials and electric fields must be determined by means other than simply finding the net charge density. A common example is to assume that the electrons satisfy the " Boltzmann relation":


          
            	[image: n_e \propto e^{e\Phi/k_BT_e}].

          


          Differentiating this relation provides a means to calculate the electric field from the density:


          
            	[image: \vec{E} = (k_BT_e/e)(\nabla n_e/n_e)].

          


          It is possible to produce a plasma which is not quasineutral. An electron beam, for example, has only negative charges. The density of a non-neutral plasma must generally be very low, or it must be very small, otherwise it will be dissipated by the repulsive electrostatic force.


          In astrophysical plasmas, Debye screening prevents electric fields from directly affecting the plasma over large distances (ie. greater than the Debye length). But the existence of charged particles causes the plasma to generate and be affected by magnetic fields. This can and does cause extremely complex behaviour, such as the generation of plasma double layers, an object which separates charge over a few tens of Debye lengths. The dynamics of plasmas interacting with external and self-generated magnetic fields are studied in the academic discipline of magnetohydrodynamics.


          


          Magnetization


          A plasma in which the magnetic field is strong enough to influence the motion of the charged particles is said to be magnetized. A common quantitative criterion is that a particle on average completes at least one gyration around the magnetic field before making a collision (ie. ce / coll > 1 where ce is the "electron gyrofrequency" and coll is the "electron collision rate"). It is often the case that the electrons are magnetized while the ions are not. Magnetized plasmas are anisotropic, meaning that their properties in the direction parallel to the magnetic field are different from those perpendicular to it. While electric fields in plasmas are usually small due to the high conductivity, the electric field associated with a plasma moving in a magnetic field is given by E = -v x B (where E is the electric field, v is the velocity, and B is the magnetic field), and is not affected by Debye shielding.


          


          Comparison of plasma and gas phases


          Plasma is often called the fourth state of matter. It is distinct from other lower-energy states of matter; most commonly solid, liquid, and gas, although it is closely related to the gas phase in that it also has no definite form or volume. Physicists consider a plasma to be more than a gas because of a number of distinct properties including the following:


          
            
              	Property

              	Gas

              	Plasma
            


            
              	Electrical Conductivity

              	
                Very low


                
                  	Air is an excellent insulator until it breaks down into plasma at electric field strengths above 30 kilovolts per centimeter.

                

              

              	
                Usually very high


                
                  	For many purposes the conductivity of a plasma may be treated as infinite.

                

              
            


            
              	Independently acting species

              	
                One

                
                  	All gas particles behave in a similar way, influenced by gravity, and collisions with one another

                

              

              	
                Two or three


                
                  	Electrons, ions, and neutrals can be distinguished by the sign of their charge so that they behave independently in many circumstances, with different bulk velocities and temperatures, allowing phenomena such as new types of waves and instabilities

                

              
            


            
              	Velocity distribution

              	
                Maxwellian


                
                  	Collisions usually lead to a Maxwellian velocity distribution of all gas particles, with very few relatively fast particles.

                

              

              	
                Often non-Maxwellian


                
                  	Collisional interactions are often weak in hot plasmas, and external forcing can drive the plasma far from local equilibrium, and lead to a significant population of unusually fast particles.

                

              
            


            
              	Interactions

              	
                Binary


                
                  	Two-particle collisions are the rule, three-body collisions extremely rare.

                

              

              	
                Collective


                
                  	Waves, or organised motion of plasma, are very important because the particles can interact at long ranges through the electric and magnetic forces.

                

              
            

          


          


          Complex plasma phenomena


          
            [image: The remnant of "Tycho's Supernova", a huge ball of expanding plasma. The blue outer shell arises from X-ray emission by high-speed electrons.]

            
              The remnant of " Tycho's Supernova", a huge ball of expanding plasma. The blue outer shell arises from X-ray emission by high-speed electrons.
            

          


          Although the underlying equations governing plasmas are relatively simple, plasma behaviour is extraordinarily varied and subtle: the emergence of unexpected behaviour from a simple model is a typical feature of a complex system. Such systems lie in some sense on the boundary between ordered and disordered behaviour, and cannot typically be described either by simple, smooth, mathematical functions, or by pure randomness. The spontaneous formation of interesting spatial features on a wide range of length scales is one manifestation of plasma complexity. The features are interesting, for example, because they are very sharp, spatially intermittent (the distance between features is much larger than the features themselves), or have a fractal form. Many of these features were first studied in the laboratory, and have subsequently been recognised throughout the universe. Examples of complexity and complex structures in plasmas include:


          


          Filamentation


          The striations or "stringy" things, seen in many plasmas, like the plasma ball (image above), the aurora, lightning, electric arcs, solar flares, and supernova remnants They are sometimes associated with larger current densities, and are also called magnetic ropes. (See also Plasma pinch)


          


          Shocks or double layers


          Narrow sheets with sharp gradients, such as shocks or double layers which support rapid changes in plasma properties. Double layers involve localised charge separation, which causes a large potential difference across the layer, but does not generate an electric field outside the layer. Double layers separate adjacent plasma regions with different physical characteristics, and are often found in current carrying plasmas. They accelerate both ions and electrons.


          


          Electric fields and circuits


          Quasineutrality of a plasma requires that plasma currents close on themselves in electric circuits. Such circuits follow Kirchhoff's circuit laws, and possess a resistance and inductance. These circuits must generally be treated as a strongly coupled system, with the behaviour in each plasma region dependent on the entire circuit. It is this strong coupling between system elements, together with nonlinearity, which may lead to complex behaviour. Electrical circuits in plasmas store inductive (magnetic) energy, and should the circuit be disrupted, for example, by a plasma instability, the inductive energy will be released as plasma heating and acceleration. This is a common explanation for the heating which takes place in the solar corona. Electric currents, and in particular, magnetic-field-aligned electric currents (which are sometimes generically referred to as " Birkeland currents"), are also observed in the Earth's aurora, and in plasma filaments.


          


          Cellular structure


          Narrow sheets with sharp gradients may separate regions with different properties such as magnetization, density, and temperature, resulting in cell-like regions. Examples include the magnetosphere, heliosphere, and heliospheric current sheet. Hannes Alfvn wrote: "From the cosmological point of view, the most important new space research discovery is probably the cellular structure of space. As has been seen, in every region of space which is accessible to in situ measurements, there are a number of 'cell walls', sheets of electric currents, which divide space into compartments with different magnetization, temperature, density, etc ."


          


          Critical ionization velocity


          The Critical ionization velocity is the relative velocity between an (magnetized) ionized plasma and a neutral gas above which a runaway ionization process takes place. The critical ionization process is a quite general mechanism for the conversion of the kinetic energy of a rapidly streaming gas into ionization and plasma thermal energy. Critical phenomena in general are typical of complex systems, and may lead to sharp spatial or temporal features.


          


          Ultracold plasma


          It is possible to create ultracold plasmas, by using lasers to trap and cool neutral atoms to temperatures of 1 mK or lower. Another laser then ionizes the atoms by giving each of the outermost electrons just enough energy to escape the electrical attraction of its parent ion.


          The key point about ultracold plasmas is that by manipulating the atoms with lasers, the kinetic energy of the liberated electrons can be controlled. Using standard pulsed lasers, the electron energy can be made to correspond to a temperature of as low as 0.1 K, a limit set by the frequency bandwidth of the laser pulse. The ions, however, retain the millikelvin temperatures of the neutral atoms. This type of non-equilibrium ultracold plasma evolves rapidly, and many fundamental questions about its behaviour remain unanswered. Experiments conducted so far have revealed surprising dynamics and recombination behaviour which are pushing the limits of our knowledge of plasma physics. One of the metastable states of strongly nonideal plasma is Rydberg matter which forms upon condensation of excited atoms.


          


          Non-neutral plasma


          The strength and range of the electric force and the good conductivity of plasmas usually ensure that the density of positive and negative charges in any sizeable region are equal ("quasineutrality"). A plasma which has a significant excess of charge density or which is, in the extreme case, composed of only a single species, is called a non-neutral plasma. In such a plasma, electric fields play a dominant role. Examples are charged particle beams, an electron cloud in a Penning trap, and positron plasmas.


          


          Dusty plasma and grain plasma


          A dusty plasma is one containing tiny charged particles of dust (typically found in space) which also behaves like a plasma. A plasma containing larger particles is called a grain plasma.


          


          Mathematical descriptions


          
            [image: The complex self-constricting magnetic field lines and current paths in a field-aligned Birkeland current which may develop in a plasma]

            
              The complex self-constricting magnetic field lines and current paths in a field-aligned Birkeland current which may develop in a plasma
            

          


          To completely describe the state of a plasma, we would need to write down all the particle locations and velocities, and describe the electromagnetic field in the plasma region. However, it is generally not practical or necessary to keep track of all the particles in a plasma. Therefore, plasma physicists commonly use less detailed descriptions known as models, of which there are two main types:


          


          Fluid model


          Fluid models describe plasmas in terms of smoothed quantities like density and averaged velocity around each position (see Plasma parameters). One simple fluid model, magnetohydrodynamics, treats the plasma as a single fluid governed by a combination of Maxwell's Equations and the Navier-Stokes Equations. A more general description is the two-fluid picture, where the ions and electrons are described separately. Fluid models are often accurate when collisionality is sufficiently high to keep the plasma velocity distribution close to a Maxwell-Boltzmann distribution. Because fluid models usually describe the plasma in terms of a single flow at a certain temperature at each spatial location, they can neither capture velocity space structures like beams or double layers nor resolve wave-particle effects.


          


          Kinetic model


          Kinetic models describe the particle velocity distribution function at each point in the plasma, and therefore do not need to assume a Maxwell-Boltzmann distribution. A kinetic description is often necessary for collisionless plasmas. There are two common approaches to kinetic description of a plasma. One is based on representing the smoothed distribution function on a grid in velocity and position. The other, known as the particle-in-cell (PIC) technique, includes kinetic information by following the trajectories of a large number of individual particles. Kinetic models are generally more computationally intensive than fluid models. The Vlasov equation may be used to describe how a system of particles evolves in an electromagnetic environment.


          


          Common artificial plasma


          Most artificial plasmas are generated by the application of electric and/or magnetic fields. Plasma generated in a laboratory setting and for industrial use can be generally categorized by:


          
            	The type of power source used to generate the plasma; DC, RF and microwave.


            	The pressure at which they operate; vacuum pressure (< 10mTorr), moderate pressure (~ 1Torr), and atmospheric pressure (760Torr).


            	The degree of ionization within the plasma; fully ionized, partially ionized, weakly ionized.



            	The temperature relationships within the plasma; Thermal plasma (Te = Tion = Tgas), Non-Thermal or "cold" plasma (Te >> Tion = Tgas)


            	The electrode configuration used to generate the plasma.


            	The magnetization of the particles within the plasma; Magnetized (both ion and electrons are trapped in Larmor orbits by the magnetic field), partially magnetized (the electrons but not the ions are trapped by the magnetic field), non-magnetized (the magnetic field is too weak to trap the particles in orbits but may generate Lorentz forces).


            	Its application

          


          


          Examples of industrial/commercial plasma


          


          Low-pressure discharges


          Glow discharge plasmas: Non-thermal plasmas generated by the application of DC or low frequency RF (<100 kHz) electric field to the gap between two metal electrodes. Probably the most common plasma; this is the type of plasma generated within fluorescent light tubes.

          Capacitively coupled plasma (CCP): Similar to glow discharge plasmas, but generated with high frequency RF electric fields, typically 13.56 MHz. It differs from Glow discharges in that the sheaths are much less intense. These are widely used in the microfabrication and integrated circuit manufacturing industries for plasma etching and plasma enhanced chemical vapor deposition.

          Inductively Coupled Plasmas (ICP): Similar to a CCP and with similar applications but the electrode consists of a coil wrapped around the discharge volume which inductively excites the plasma.


          


          Atmospheric pressure


          Arc discharge: This is a high power thermal discharge of very high temperature ~10,000 K. It can be generated using various power supplies. It is commonly used in metallurgical processes. For example it is used to melt rocks containing Al2O3 to produce aluminium.

          Corona discharge: This is a non-thermal discharge generated by the application of high voltage to sharp electrode tips. It is commonly used in ozone generators and particle precipitators.

          Dielectric Barrier Discharge (DBD): Invented by Siemens, this is a non-thermal discharge generated by the application of high voltages across small gaps wherein a non-conducting coating prevents the transition of the plasma discharge into an arc. It is often mislabeled 'Corona' discharge in industry and has similar application to Corona Discharges. It is also widely used in the web treatment of fabrics. The application of the discharge to synthetic fabrics and plastics functionalizes the surface and allows for paints, glues and similar materials to adhere.


          


          Fields of active research


          
            [image: Hall effect thruster. The electric field in a plasma double layer is so effective at accelerating ions that electric fields are used in ion drives]

            
              Hall effect thruster. The electric field in a plasma double layer is so effective at accelerating ions that electric fields are used in ion drives
            

          


          This is just a partial list of topics. A more complete and organized list can be found on the Web site for Plasma science and technology.


          
            
              	
                
                  	Plasma theory

                    
                      	Plasma equilibria and stability


                      	Plasma interactions with waves and beams


                      	Guiding centre


                      	Adiabatic invariant


                      	Debye sheath


                      	Coulomb collision

                    

                  


                  	Plasmas in nature

                    
                      	The Earth's ionosphere


                      	Space plasmas, e.g. Earth's plasmasphere (an inner portion of the magnetosphere dense with plasma)


                      	Astrophysical plasma


                      	Industrial plasmas

                        
                          	Plasma chemistry


                          	Plasma processing


                          	Plasma Spray


                          	Plasma display

                        

                      

                    

                  

                

              

              	
                
                  	Plasma sources


                  	Dusty Plasmas


                  	Plasma diagnostics

                    
                      	Thomson scattering


                      	Langmuir probe


                      	Spectroscopy


                      	Interferometry


                      	Ionospheric heating


                      	Incoherent scatter radar

                    

                  


                  	Plasma applications

                    
                      	Fusion power

                        
                          	Magnetic fusion energy (MFE)  tokamak, stellarator, reversed field pinch, magnetic mirror, dense plasma focus


                          	Inertial fusion energy (IFE) (also Inertial confinement fusion  ICF)


                          	Plasma-based weaponry
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          Plastic is the general term for a wide range of synthetic or semisynthetic polymerization products. They are composed of organic condensation or addition polymers and may contain other substances to improve performance or reduce costs. There are many natural polymers generally considered to be "plastics". Plastics can be formed into objects or films or fibers. Their name is derived from the malleability, or plasticity, of many of them.


          


          Overview


          Plastic can be classified in many ways, but most commonly by their polymer backbone ( polyvinyl chloride, polyethylene, polymethyl methacrylate, and other acrylics, silicones, polyurethanes, etc.). Other classifications include thermoplastic, thermoset, elastomer, engineering plastic, addition or condensation or polyaddition (depending on polymerization method used), and glass transition temperature or Tg.


          Some plastics are partially crystalline and partially amorphous in molecular structure, giving them both a melting point (the temperature at which the attractive intermolecular forces are overcome) and one or more glass transitions (temperatures above which the extent of localized molecular flexibility is substantially increased). So-called semi-crystalline plastics include polyethylene, polypropylene, poly (vinyl chloride), polyamides (nylons), polyesters and some polyurethanes. Many plastics are completely amorphous, such as polystyrene and its copolymers, poly (methyl methacrylate), and all thermosets.


          Plastics are polymers: long chains of atoms bonded to one another. Common thermoplastics range from 20,000 to 500,000 in molecular weight, while thermosets are assumed to have infinite molecular weight. These chains are made up of many repeating molecular units, known as "repeat units", derived from " monomers"; each polymer chain will have several 1000's of repeat units. The vast majority of plastics are composed of polymers of carbon and hydrogen alone or with oxygen, nitrogen, chlorine or sulfur in the backbone. (Some of commercial interest are silicon based.) The backbone is that part of the chain on the main "path" linking a large number of repeat units together. To vary the properties of plastics, both the repeat unit with different molecular groups "hanging" or "pendant" from the backbone, (usually they are "hung" as part of the monomers before linking monomers together to form the polymer chain). This customization by repeat unit's molecular structure has allowed plastics to become such an indispensable part of twenty first-century life by fine tuning the properties of the polymer.
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          People experimented with plastics based on natural polymers for centuries. In the nineteenth century a plastic material based on chemically modified natural polymers was discovered: Charles Goodyear discovered vulcanization of rubber (1839) and Alexander Parkes, English inventor (18131890) created the earliest form of plastic in 1855. He mixed pyroxylin, a partially nitrated form of cellulose (cellulose is the major component of plant cell walls), with alcohol and camphor. This produced a hard but flexible transparent material, which he called "Parkesine." The first plastic based on a synthetic polymer was made from phenol and formaldehyde, with the first viable and cheap synthesis methods invented by Leo Hendrik Baekeland in 1909, the product being known as Bakelite. Subsequently poly (vinyl chloride), polystyrene, polyethylene (polyethene), polypropylene (polypropene), polyamides (nylons), polyesters, acrylics, silicones, polyurethanes were amongst the many varieties of plastics developed and have great commercial success.


          The development of plastics has come from the use of natural materials (e.g., chewing gum, shellac) to the use of chemically modified natural materials (e.g., natural rubber, nitrocellulose, collagen) and finally to completely synthetic molecules (e.g., epoxy, polyvinyl chloride, polyethylene).


          In 1959, Koppers Company in Pittsburgh, PA had a team that developed the expandable polystyrene (EPS) foam. On this team was Edward J. Stoves who made the first commercial foam cup. The experimental cups were made of puffed rice glued together to form a cup to show how it would feel and look. The chemistry was then developed to make the cups commercial. Today, the cup is used throughout the world in countries desiring fast food, such as the United States, Japan, Australia, and New Zealand. Freon was never used in the cups. As Stoves said, "We didn't know freon was bad for the ozone, but we knew it was not good for people so the cup never used freon to expand the beads."


          The foam cup can be buried, and it is as stable as concrete and brick. No plastic film is required to protect the air and underground water. If it is properly incinerated at high temperatures, the only chemicals generated are water, carbon dioxide and carbon ash. If burned without enough oxygen or at lower temperatures (as in a campfire or household fireplace) it can produce carbon black and carbon dioxide. EPS can be recycled to make park benches, flower pots and toys.


          


          Cellulose-based plastics: celluloid and rayon


          All Goodyear had done with vulcanization was improve the properties of a natural polymer. The next logical step was to use a natural polymer, cellulose, as the basis for a new material.


          Inventors were particularly interested in developing synthetic substitutes for those natural materials that were expensive and in short supply, since that meant a profitable market to exploit. Ivory was a particularly attractive target for a synthetic replacement.


          An Englishman from Birmingham named Alexander Parkes developed a "synthetic ivory" named "pyroxlin", which he marketed under the trade name " Parkesine", and which won a bronze medal at the 1862 World's fair in London. Parkesine was made from cellulose treated with nitric acid and a solvent. The output of the process hardened into a hard, ivory-like material that could be molded when heated. However, Parkes was not able to scale up the process reliably, and products made from Parkesine quickly warped and cracked after a short period of use.


          Englishmen Daniel Spill and the American John Wesley Hyatt both took up where Parkes left off. Parkes had failed for lack of a proper softener, but they independently discovered that camphor would work well. Spill launched his product as Xylonite in 1869, while Hyatt patented his " Celluloid" in 1870, naming it after cellulose. Rivalry between Spill's British Xylonite Company and Hyatt's American Celluloid Company led to an expensive decade-long court battle, with neither company being awarded rights, as ultimately Parkes was credited with the product's invention. As a result, both companies operated in parallel on both sides of the Atlantic.


          Celluloid/Xylonite proved extremely versatile in its field of application, providing a cheap and attractive replacement for ivory, tortoiseshell, and bone, and traditional products such as billiard balls and combs were much easier to fabricate with plastics. Some of the items made with cellulose in the nineteenth century were beautifully designed and implemented. For example, celluloid combs made to tie up the long tresses of hair fashionable at the time are now highly-collectable jewel-like museum pieces. Such pretty trinkets were no longer only for the rich.


          Hyatt was something of an industrial genius who understood what could be done with such a shapeable, or "plastic", material, and proceeded to design much of the basic industrial machinery needed to produce good-quality plastic materials in quantity. Some of Hyatt's first products were dental pieces, and sets of false teeth built around celluloid proved cheaper than existing rubber dentures. However, celluloid dentures tended to soften when hot, making tea drinking tricky, and the camphor taste tended to be difficult to suppress.


          Celluloid's real breakthrough products were waterproof shirt collars, cuffs, and the false shirtfronts known as " dickies", whose unmanageable nature later became a stock joke in silent-movie comedies. They did not wilt and did not stain easily, and Hyatt sold them by trainloads. Corsets made with celluloid stays also proved popular, since perspiration did not rust the stays, as it would if they had been made of metal.


          Celluloid could also be used in entirely new applications. Hyatt figured out how to fabricate the material in a strip format for movie film. By the year 1900, movie film was a major market for celluloid.


          However, celluloid still tended to yellow and crack over time, and it had another more dangerous defect: it burned very easily and spectacularly, unsurprising given that mixtures of nitric acid and cellulose are also used to synthesize smokeless powder.


          Ping-pong balls, one of the few products still made with celluloid, sizzle and burn if set on fire, and Hyatt liked to tell stories about celluloid billiard balls exploding when struck very hard. These stories might have had a basis in fact, since the billiard balls were often celluloid covered with paints based on another, even more flammable, nitrocellulose product known as " collodion". If the balls had been imperfectly manufactured, the paints might have acted as primer to set the rest of the ball off with a bang.


          Cellulose was also used to produce cloth. While the men who developed celluloid were interested in replacing ivory, those who developed the new fibers were interested in replacing another expensive material, silk.


          In 1884, a French chemist, the Comte de Chardonnay, introduced a cellulose-based fabric that became known as "Chardonnay silk". It was an attractive cloth, but like celluloid it was very flammable, a property completely unacceptable in clothing. After some ghastly accidents, Chardonnay silk was taken off the market.


          In 1894, three British inventors, Charles Cross, Edward Bevan, and Clayton Beadle, patented a new "artificial silk" or "art silk" that was much safer. The three men sold the rights for the new fabric to the French Courtauld company, a major manufacturer of silk, which put it into production in 1905, using cellulose from wood pulp as the "feedstock" material.


          Art silk, technically known as Cellulose Acetate, became well known under the trade name " rayon", and was produced in great quantities through the 1930s, when it was supplanted by better artificial fabrics. It still remains in production today, often in blends with other natural and artificial fibers. It is cheap and feels smooth on the skin, though it is weak when wet and creases easily. It could also be produced in a transparent sheet form known as " cellophane". Cellulose Acetate became the standard substrate for movie and camera film, instead of its very flammable predecessor.


          


          Bakelite (phenolic)


          The limitations of cellulose led to the next major advance, known as "phenolic" or "phenol-formaldehyde" plastics. A chemist named Leo Hendrik Baekeland, a Belgian-born American living in New York state, was searching for an insulating shellac to coat wires in electric motors and generators. Baekeland found that mixtures of phenol (C6H5OH) and formaldehyde (HCOH) formed a sticky mass when mixed together and heated, and the mass became extremely hard if allowed to cool. He continued his investigations and found that the material could be mixed with wood flour, asbestos, or slate dust to create "composite" materials with different properties. Most of these compositions were strong and fire resistant. The only problem was that the material tended to foam during synthesis, and the resulting product was of unacceptable quality.


          Baekeland built pressure vessels to force out the bubbles and provide a smooth, uniform product. He publicly announced his discovery in 1912, naming it bakelite. It was originally used for electrical and mechanical parts, finally coming into widespread use in consumer goods in the 1920s. When the Bakelite patent expired in 1930, the Catalin Corporation acquired the patent and began manufacturing Catalin plastic using a different process that allowed a wider range of coloring.


          Bakelite was the first true plastic. It was a purely synthetic material, not based on any material or even molecule found in nature. It was also the first thermosetting plastic. Conventional thermoplastics can be molded and then melted again, but thermoset plastics form bonds between polymers strands when cured, creating a tangled matrix that cannot be undone without destroying the plastic. Thermoset plastics are tough and temperature resistant.


          Bakelite was cheap, strong, and durable. It was molded into thousands of forms, such as radios, telephones, clocks, and, of course, billiard balls. The U.S. government even considered making one-cent coins out of it when World War II caused a copper shortage.


          Phenolic plastics have been largely replaced by cheaper and less brittle plastics, but they are still used in applications requiring its insulating and heat-resistant properties. For example, some electronic circuit boards are made of sheets of paper or cloth impregnated with phenolic resin.


          Phenolic sheets, rods and tubes are produced in a wide variety of grades under various brand names. The most common grades of industrial phenolic are Canvas, Linen and Paper.


          


          Polystyrene and PVC
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          After the First World War, improvements in chemical technology led to an explosion in new forms of plastics. Among the earliest examples in the wave of new plastics were "polystyrene" (PS) and " polyvinyl chloride" (PVC), developed by IG Farben of Germany.


          Polystyrene is a rigid, brittle, inexpensive plastic that has been used to make plastic model kits and similar knickknacks. It would also be the basis for one of the most popular "foamed" plastics, under the name "styrene foam" or " Styrofoam". Foam plastics can be synthesized in an "open cell" form, in which the foam bubbles are interconnected, as in an absorbent sponge, and "closed cell", in which all the bubbles are distinct, like tiny balloons, as in gas-filled foam insulation and floatation devices. In the late 1950s "High Impact" styrene was introduced, which was not brittle. It finds much current use as the substance of toy figurines and novelties.
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          PVC has side chains incorporating chlorine atoms, which form strong bonds. PVC in its normal form is stiff, strong, heat and weather resistant, and is now used for making plumbing, gutters, house siding, enclosures for computers and other electronics gear. PVC can also be softened with chemical processing, and in this form it is now used for shrink-wrap, food packaging, and raingear.
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          Nylon


          The real star of the plastics industry in the 1930s was "polyamide" (PA), far better known by its trade name nylon. Nylon was the first purely synthetic fibre, introduced by Du Pont Corporation at the 1939 World's Fair in New York City.


          In 1927, Du Pont had begun a secret development project designated "Fiber66", under the direction of Harvard chemist Wallace Carothers and chemistry department director Elmer Keiser Bolton. Carothers had been hired to perform pure research, and he worked to understand the new materials' molecular structure and physical properties. He took some of the first steps in the molecular design of the materials.


          His work led to the discovery of synthetic nylon fibre, which was very strong but also very flexible. The first application was for bristles for toothbrushes. However, Du Pont's real target was silk, particularly silk stockings. Carothers and his team synthesized a number of different polyamides including polyamide6.6 and 4.6, as well as polyesters.
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          It took Du Pont twelve years and US$27 million to refine nylon, and to synthesize and develop the industrial processes for bulk manufacture. With such a major investment, it was no surprise that Du Pont spared little expense to promote nylon after its introduction, creating a public sensation, or "nylon mania". Nylon mania came to an abrupt stop at the end of 1941 when the USA entered World War II. The production capacity that had been built up to produce nylon stockings, or just "nylons", for American women was taken over to manufacture vast numbers of parachutes for fliers and paratroopers. After the war ended, Du Pont went back to selling nylon to the public, engaging in another promotional campaign in 1946 that resulted in an even bigger craze, triggering the so called " nylon riots".


          Subsequently polyamides 6, 10, 11, and 12 have been developed based on monomers which are ring compounds, e.g. caprolactam.nylon 66 is a material manufactured by condensation polymerisation


          Nylons still remain important plastics, and not just for use in fabrics. In its bulk form it is very wear resistant, particularly if oil-impregnated, and so is used to build gears, bearings, bushings, and because of good heat-resistance, increasingly for under-the-hood applications in cars, and other mechanical parts.


          


          Synthetic rubber


          A polymer that was critical to the war effort was "synthetic rubber", which was produced in a variety of forms. Synthetic rubbers are not plastics. Synthetic rubbers are elastic materials.


          The first synthetic rubber polymer was obtained by Lebedev in 1910. Practical synthetic rubber grew out of studies published in 1930 written independently by American Wallace Carothers, Russian scientist Lebedev and the German scientist Hermann Staudinger. These studies led in 1931 to one of the first successful synthetic rubbers, known as " neoprene", which was developed at DuPont under the direction of E.K. Bolton. Neoprene is highly resistant to heat and chemicals such as oil and gasoline, and is used in fuel hoses and as an insulating material in machinery.


          In 1935, German chemists synthesized the first of a series of synthetic rubbers known as "Buna rubbers". These were "copolymers", meaning that their polymers were made up from not one but two monomers, in alternating sequence. One such Buna rubber, known as "GR-S" (Government Rubber Styrene), is a copolymer of butadiene and styrene, became the basis for U.S. synthetic rubber production during World War II.


          Worldwide natural rubber supplies were limited and by mid-1942 most of the rubber-producing regions were under Japanese control. Military trucks needed rubber for tires, and rubber was used in almost every other war machine. The U.S. government launched a major (and largely secret) effort to develop and refine synthetic rubber. A principal scientist involved with the effort was Edward Robbins.


          By 1944 a total of 50 factories were manufacturing it, pouring out a volume of the material twice that of the world's natural rubber production before the beginning of the war.


          After the war, natural rubber plantations no longer had a stranglehold on rubber supplies, particularly after chemists learned to synthesize isoprene. GR-S remains the primary synthetic rubber for the manufacture of tires.


          Synthetic rubber would also play an important part in the space race and nuclear arms race. Solid rockets used during World War II used nitrocellulose explosives for propellants, but it was impractical and dangerous to make such rockets very big.


          During the war, California Institute of Technology (Caltech) researchers came up with a new solid fuel, based on asphalt fuel mixed with an oxidizer, such as potassium or ammonium perchlorate, plus aluminium powder, which burns very hot. This new solid fuel burned more slowly and evenly than nitrocellulose explosives, and was much less dangerous to store and use, though it tended to flow slowly out of the rocket in storage and the rockets using it had to be stockpiled nose down.


          After the war, the Caltech researchers began to investigate the use of synthetic rubbers instead of asphalt as the fuel in the mixture. By the mid- 1950s, large missiles were being built using solid fuels based on synthetic rubber, mixed with ammonium perchlorate and high proportions of aluminium powder. Such solid fuels could be cast into large, uniform blocks that had no cracks or other defects that would cause nonuniform burning. Ultimately, all large military rockets and missiles would use synthetic rubber based solid fuels, and they would also play a significant part in the civilian space effort.


          


          Plastics explosion: acrylic, polyethylene, etc.


          Other plastics emerged in the prewar period, though some would not come into widespread use until after the war.


          By 1936, American, British, and German companies were producing polymethyl methacrylate (PMMA), better known as acrylic glass. Although acrylics are now well known for their use in paints and synthetic fibers, such as fake furs, in their bulk form they are actually very hard and more transparent than glass, and are sold as glass replacements under trade names such as Plexiglas and Lucite. Plexiglas was used to build aircraft canopies during the war, and it is also now used as a marble replacement for countertops.


          Another important plastic, polyethylene (PE), sometimes known as polythene, was discovered in 1933 by Reginald Gibson and Eric Fawcett at the British industrial giant Imperial Chemical Industries (ICI). This material evolved into two forms, low density polyethylene (LDPE), and high density polyethylene (HDPE).
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          PEs are cheap, flexible, durable, and chemically resistant. LDPE is used to make films and packaging materials, while HDPE is used for containers, plumbing, and automotive fittings. While PE has low resistance to chemical attack, it was found later that a PE container could be made much more robust by exposing it to fluorine gas, which modified the surface layer of the container into the much tougher polyfluoroethylene.


          Polyethylene would lead after the war to an improved material, polypropylene (PP), which was discovered in the early 1950s by Giulio Natta. It is common in modern science and technology that the growth of the general body of knowledge can lead to the same inventions in different places at about the same time, but polypropylene was an extreme case of this phenomenon, being separately invented about nine times. The ensuing litigation was not resolved until 1989.


          Polypropylene managed to survive the legal process and two American chemists working for Phillips Petroleum, J. Paul Hogan and Robert Banks, are now generally credited as the "official" inventors of the material. Polypropylene is similar to its ancestor, polyethylene, and shares polyethylene's low cost, but it is much more robust. It is used in everything from plastic bottles to carpets to plastic furniture, and is very heavily used in automobiles.
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          Polyurethane was invented by Friedrich Bayer & Company in 1937, and would come into use after the war, in blown form for mattresses, furniture padding, and thermal insulation. It is also one of the components (in non-blown form) of the fibre spandex.


          In 1939, IG Farben filed a patent for polyepoxide or epoxy. Epoxies are a class of thermoset plastic that form cross-links and cure when a catalyzing agent, or hardener, is added. After the war they would come into wide use for coatings, adhesives, and composite materials.


          Composites using epoxy as a matrix include glass-reinforced plastic, where the structural element is glass fibre, and carbon-epoxy composites, in which the structural element is carbon fibre. Fibreglass is now often used to build sport boats, and carbon-epoxy composites are an increasingly important structural element in aircraft, as they are lightweight, strong, and heat resistant.


          Two chemists named Rex Whinfield and James Dickson, working at a small English company with the quaint name of the "Calico Printer's Association" in Manchester, developed polyethylene terephthalate (PET or PETE) in 1941, and it would be used for synthetic fibers in the postwar era, with names such as polyester, dacron, and terylene.


          PET is less gas-permeable than other low-cost plastics and so is a popular material for making bottles for Coca-Cola and other carbonated drinks, since carbonation tends to attack other plastics, and for acidic drinks such as fruit or vegetable juices. PET is also strong and abrasion resistant, and is used for making mechanical parts, food trays, and other items that have to endure abuse. PET films are used as a base for recording tape.


          One of the most impressive plastics used in the war, and a top secret, was polytetrafluoroethylene (PTFE), better known as Teflon, which could be deposited on metal surfaces as a scratch-proof and corrosion-resistant, low-friction protective coating. The polyfluoroethylene surface layer created by exposing a polyethylene container to fluorine gas is very similar to Teflon.


          A Du Pont chemist named Roy Plunkett discovered Teflon by accident in 1938. During the war, it was used in gaseous-diffusion processes to refine uranium for the atomic bomb, as the process was highly corrosive. By the early 1960s, Teflon adhesion-resistant frying pans were in demand.
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          Teflon was later used to synthesize the breathable fabric Gore-Tex, which can be used to manufacture wet weather clothing that is able to "breathe". Its structure allows water vapour molecules to pass, while not permitting water as liquid to enter. Gore-Tex is also used for surgical applications such as garments and implants; Teflon strand is used to make dental floss; and Teflon mixed with fluorine compounds is used to make decoy flares dropped by aircraft to distract heat-seeking missiles.


          After the war, the new plastics that had been developed entered the consumer mainstream in a flood. New manufacturing were developed, using various forming, molding, casting, and extrusion processes, to churn out plastic products in vast quantities. American consumers enthusiastically adopted the endless range of colorful, cheap, and durable plastic gimmicks being produced for new suburban home life.


          One of the most visible parts of this plastics invasion was Earl Tupper's Tupperware, a complete line of sealable polyethylene food containers that Tupper cleverly promoted through a network of housewives who sold Tupperware as a means of bringing in some money. The Tupperware line of products was well thought out and highly effective, greatly reducing spoilage of foods in storage. Thin-film plastic wrap that could be purchased in rolls also helped keep food fresh.


          Another prominent element in 1950s homes was Formica, a plastic laminate that was used to surface furniture and cabinetry. Formica was durable and attractive. It was particularly useful in kitchens, as it did not absorb, and could be easily cleaned of stains from food preparation, such as blood or grease. With Formica, a very attractive and well-built table could be built using low-cost and lightweight plywood with Formica covering, rather than expensive and heavy hardwoods like oak or mahogany.


          Composite materials like fibreglass came into use for building boats and, in some cases, cars. Polyurethane foam was used to fill mattresses, and Styrofoam was used to line ice coolers and make float toys.


          Plastics continue to be improved. General Electric introduced Lexan, a high-impact polycarbonate plastic, in the 1970s. Du Pont developed Kevlar, an extremely strong synthetic fibre that was best known for its use in ballistic rated clothing and combat helmets. Kevlar was so impressive that its manufacturer, DuPont, deemed it necessary to release an official statement denying alien involvement.


          


          Negative health effects


          Some plastics have been associated with negative health effects.


          Polyvinyl chloride (PVC) contains numerous toxic chemicals called adipates and phthalates ("plasticizers"), which are used to soften brittle PVC into a more flexible form. PVC is commonly used to package foods and liquids, ubiquitous in children's toys and teethers, plumbing and building materials, and in everything from cosmetics to shower curtains. Traces of these chemicals can leach out of PVC when it comes into contact with food. The World Health Organization's International Agency for Research on Cancer (IARC) has recognized the chemical used to make PVC, vinyl chloride, as a known human carcinogen. The European Union has banned the use of DEHP (di-2-ethylhexyl phthalate), the most widely used plasticizer in PVC, and in children's toys.


          Polystyrene (PS) is one of the toxins the USEPA (United States Environmental Protection Agency) monitors in America's drinking water. Its production also pollutes the atmosphere, destroying the ozone layer. Some compounds leaching from Styrofoam food containers interfere with hormone functions. It's a possible human carcinogen.


          Polycarbonates are a particular group of thermoplastic polymers, whose primary building block is bisphenol A (BPA), a hormone disrupter that releases into food and liquid and acts like estrogen. Research in Environmental Health Perspectives finds that BPA (leached from the lining of tin cans, dental sealants and polycarbonate bottles) can increase body weight of lab animals' offspring, as well as impact hormone levels. A more recent animal study suggests that even low-level exposure to BPA results in insulin resistance, which can lead to inflammation and heart disease.


          


          The environment


          Plastics are durable and degrade very slowly. In some cases, burning plastic can release toxic fumes. Also, the manufacturing of plastics often creates large quantities of chemical pollutants.


          By the 1990s, plastic recycling programs were common in the United States and elsewhere. Thermoplastics can be remelted and reused, and thermoset plastics can be ground up and used as filler, though the purity of the material tends to degrade with each reuse cycle. There are methods by which plastics can be broken back down to a feedstock state.


          To assist recycling of disposable items, the Plastic Bottle Institute of the Society of the Plastics Industry devised a now-familiar scheme to mark plastic bottles by plastic type. A recyclable plastic container using this scheme is marked with a triangle of three "chasing arrows", which encloses a number giving the plastic type:
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            	PET (PETE), polyethylene terephthalate: Commonly found on 2-liter soft drink bottles, cooking oil bottles, peanut butter jars.


            	HDPE, high-density polyethylene: Commonly found on detergent bottles, milk jugs.


            	PVC, polyvinyl chloride: Commonly found on plastic pipes, outdoor furniture, shrink-wrap, water bottles, salad dressing and liquid detergent containers.


            	LDPE, low-density polyethylene: Commonly found on dry-cleaning bags, produce bags, trash can liners, food storage containers.


            	PP, polypropylene: Commonly found on bottle caps, drinking straws, yogurt containers.


            	PS, polystyrene: Commonly found on "Styrofoam peanuts", cups, plastic tableware, meat trays, take-away food clamshell containers


            	OTHER, other: This plastic category, as its name of "other" implies, is any plastic other than the named #1#6, Commonly found on certain kinds of food containers, Tupperware, and Nalgene bottles.

          


          Unfortunately, recycling plastics has proven difficult. The biggest problem with plastic recycling is that it is difficult to automate the sorting of plastic waste, and so it is labor intensive. Typically, workers sort the plastic by looking at the resin identification code, though common containers like soda bottles can be sorted from memory. Other recyclable materials, such as metals, are easier to process mechanically. However, new mechanical sorting processes are being utilized to increase plastic recycling capacity and efficiency.


          While containers are usually made from a single type and colour of plastic, making them relatively easy to sort out, a consumer product like a cellular phone may have many small parts consisting of over a dozen different types and colors of plastics. In a case like this, the resources it would take to separate the plastics far exceed their value and the item is discarded. However, developments are taking place in the field of Active Disassembly, which may result in more consumer product components being re-used or recycled. Recycling certain types of plastics can be unprofitable, as well. For example, polystyrene is rarely recycled because it is usually not cost effective. These unrecyclable wastes can be disposed of in landfills, incinerated or used to produce electricity at waste-to-energy plants.


          


          Bioplastics and biodegradable plastics


          Research has been done on biodegradable plastics that break down with exposure to sunlight (e.g. ultra-violet radiation), water or dampness, bacteria, enzymes, wind abrasion and some instances rodent pest or insect attack are also included as forms of biodegradation or environmental degradation. It is clear some of these modes of degradation will only work if the plastic is exposed at the surface, while other modes will only be effective if certain conditions are found in landfill or composting systems. Starch powder has been mixed with plastic as a filler to allow it to degrade more easily, but it still does not lead to complete breakdown of the plastic. Some researchers have actually genetically engineered bacteria that synthesize a completely biodegradable plastic, but this material is expensive at present e.g. BP's Biopol. BASF make Ecoflex, a fully biodegradable polyester for food packaging applications.


          A potential disadvantage of biodegradable plastics is that the carbon that is locked up in them is released into the atmosphere as a greenhouse gas carbon dioxide when they degrade, though if they are made from natural materials, such as vegetable crop derivatives or animal products, there is no net gain in carbon dioxide emissions, although concern will be for a worse greenhouse gas, methane release. Of course, incinerating non-biodegradable plastics will release carbon dioxide as well, while disposing of it in landfills will release methane when the plastic does eventually break down.


          So far, these plastics have proven too costly and limited for general use, and critics have pointed out that the only real problem they address is roadside litter, which is regarded as a secondary issue. When such plastic materials are dumped into landfills, they can become "mummified" and persist for decades even if they are supposed to be biodegradable.


          There have been some success stories. The Courtauld concern, the original producer of rayon, came up with a revised process for the material in the mid-1980s to produce " Tencel". Tencel has many superior properties over rayon, but is still produced from " biomass" feedstocks, and its manufacture is extraordinarily clean by the standards of plastic production.


          Researchers at the University of Illinois at Urbana have been working on developing biodegradable resins, sheets and films made with zein (corn protein). PDF(96.7 KiB)


          Recently, however, a new type of biodegradable resin has made its debut in the United States, called Plastarch Material (PSM). It is heat, water, and oil resistant and sees a 70% degradation in 90 days. Biodegradable plastics based on polylactic acid (once derived from dairy products, now from cereal crops such as maize) have entered the marketplace, for instance as polylactates as disposable sandwich packs.


          An alternative to starch-based resins are additives such as Bio-Batch an additive that allows the manufacturers to make PE, PS, PP, PET, and PVC totally biodegradable in landfills where 94.8% of most plastics end up, according to the EPA's latest MSW report located under "Municipal Solid Waste in the United States": 2003 Data Tables.


          It is also possible that bacteria will eventually develop the ability to degrade plastics. This has already happened with nylon: two types of nylon eating bacteria, Flavobacteria and Pseudomonas, were found in 1975 to possess enzymes ( nylonase) capable of breaking down nylon. While not a solution to the disposal problem, it is likely that bacteria will evolve the ability to use other synthetic plastics as well.


          The latter possibility was in fact the subject of a cautionary novel by Kit Pedler and Gerry Davis (screenwriter), the creators of the Cybermen, re-using the plot of the first episode of their Doomwatch series. The novel, "Mutant 59: The Plastic Eater", written in 1971, is the story of what could happen if a bacterium were to evolveor be artificially culturedto eat plastics, and be let loose in a major city.


          


          Bioplastics


          Some plastics can be obtained from biomass, including:


          
            	from pea starch film with trigger biodegradation properties for agricultural applications (TRIGGER).


            	from biopetroleum .

          


          


          Price, environment, and the future


          The biggest threat to the conventional plastics industry is most likely to be environmental concerns, including the release of toxic pollutants, greenhouse gas, litter, biodegradable and non-biodegrable landfill impact as a result of the production and disposal of petroleum and petroleum-based plastics. Of particular concern has been the recent accumulation of enormous quantities of plastic trash in ocean gyres, particularly the North Pacific Gyre, now known informally as the Great Pacific Garbage Patch or the Pacific Trash Vortex.


          For decades one of the great appeals of plastics has been their low price. Yet in recent years the cost of plastics has been rising dramatically. A major cause is the sharply rising cost of petroleum, the raw material that is chemically altered to form commercial plastics.


          With some observers suggesting that future oil reserves are uncertain, the price of petroleum may increase further. Therefore, alternatives are being sought. Oil shale and tar oil are alternatives for plastic production but are expensive. Scientists are seeking cheaper and better alternatives to petroleum-based plastics, and many candidates are in laboratories all over the world. One promising alternative may be fructose .


          


          Common plastics and their uses


          
            	Polypropylene (PP)


            	Food containers, appliances, car fenders (bumpers).


            	Polystyrene (PS)


            	Packaging foam, food containers, disposable cups, plates, cutlery, CD and cassette boxes.


            	High impact polystyrene (HIPS)


            	fridge liners, food packaging, vending cups.


            	Acrylonitrile butadiene styrene (ABS)


            	Electronic equipment cases (e.g., computer monitors, printers, keyboards).


            	Polyethylene terephthalate (PET)


            	carbonated drinks bottles, jars, plastic film, microwavable packaging.


            	Polyester (PES)


            	Fibers, textiles.


            	Polyamides (PA) ( Nylons)


            	Fibers, toothbrush bristles, fishing line, under-the-hood car engine mouldings.


            	Poly(vinyl chloride) (PVC)


            	Plumbing pipes and guttering, shower curtains, window frames, flooring.


            	Polyurethanes (PU)


            	cushioning foams, thermal insulation foams, surface coatings, printing rollers. (Currently 6th or 7th most commonly used plastic material, for instance the most commonly used plastic found in cars).


            	Polycarbonate (PC)


            	Compact discs, eyeglasses, riot shields, security windows, traffic lights, lenses.


            	Polyvinylidene chloride (PVDC) ( Saran)


            	Food packaging.


            	Polyethylene (PE)


            	Wide range of inexpensive uses including supermarket bags, plastic bottles.


            	Bayblend (PC/ABS)


            	A blend of PC and ABS that creates a stronger plastic.:Car Interior and exterior parts

          


          


          Special-purpose plastics


          
            	Polymethyl methacrylate (PMMA)


            	contact lenses, glazing (best known in this form by its various trade names around the world, e.g., Perspex, Oroglas, Plexiglas) fluorescent light diffusers, rear light covers for vehicles.


            	Polytetrafluoroethylene (PTFE) (trade name Teflon)


            	Heat-resistant, low-friction coatings, used in things like non-stick surfaces for frying pans, plumber's tape and water slides.


            	Polyetheretherketone ( PEEK) (Polyketone)


            	Strong, chemical- and heat-resistant thermoplastic, biocompatibility allows for use in medical implant applications, aerospace mouldings. One of the most expensive commercial polymers.


            	Polyetherimide ( PEI) (Ultem)


            	A General Electric product, similar to PEEK.


            	Phenolics ( PF) or ( phenol formaldehydes)


            	high modulus, relatively heat resistant, and excellent fire resistant polymer. Used for insulating parts in electrical fixtures, paper laminated products (e.g. "Formica"), thermally insulation foams. It is a thermosetting plastic, with the familiar trade name Bakelite, that can be moulded by heat and pressure when mixed with a filler-like wood flour or can be cast in its unfilled liquid form or cast as foam, e.g. "Oasis". Problems include the probability of mouldings naturally being dark colours (red, green, brown), and as thermoset difficult to recycle.


            	Urea-formaldehyde ( UF)


            	one of the aminoplasts and used as multi-colorable alternative to Phenolics. Used as a wood adhesive (for plywood, chipboard, hardboard) and electrical switch housings.


            	Melamine formaldehyde ( MF)


            	one of the aminoplasts, and used a multi-colorable alternative to phenolics, for instance in mouldings (e.g. break-resistance alternatives to ceramic cups, plates and bowls for children) and the decorated top surface layer of the paper laminates (e.g. "Formica").


            	Polylactic acid


            	a biodegradable, thermoplastic, found converted into a variety of aliphatic polyesters derived from lactic acid which in turn can be made by fermentation of various agricultural products such as corn starch, once made from diary products.


            	Plastarch material


            	biodegradable and heat resistant, thermoplastic composed of modified corn starch.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Plastic"
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              	Plateosaurus

              Fossil range: Late Triassic
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                  Plateosaurus at the Museo del Jursico de Asturias.
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Sauropsida

                  


                  
                    	Superorder:

                    	Dinosauria

                  


                  
                    	Order:

                    	Saurischia

                  


                  
                    	Suborder:

                    	Sauropodomorpha

                  


                  
                    	Infraorder:

                    	Prosauropoda

                  


                  
                    	Family:

                    	Plateosauridae

                  


                  
                    	Genus:

                    	Plateosaurus

                    von Meyer, 1837
                  

                

              
            


            
              	Species
            


            
              	
                
                  	P. engelhardti ( type)


                  	P. longiceps Jaekel, 1914

                

              
            


            
              	Synonyms
            


            
              	
                
                  	Zanclodon Plieninger, 1846


                  	Dimodosaurus Pidancet & Chopard, 1862


                  	Dinosaurus Rutimeyer, 1856


                  	Gresslyosaurus Rutimeyer, 1856


                  	Pachysaurops Huene, 1961


                  	Pachysaurus Huene, 1907-1908


                  	Pachysauriscus Kuhn, 1959

                

              
            

          


          Plateosaurus (meaning 'flat lizard') is a genus of plateosaurid prosauropod dinosaur that lived during the Norian and Rhaetian stages of the Late Triassic period, around 216 to 199 million years ago in what is now Europe. There are two currently recognized species, P. engelhardti and P. longiceps, although others have been assigned in the past.


          Discovered in 1834 and described three years later, Plateosaurus was one of the first dinosaurs formally named, although not one of the three genera originally used to define Dinosauria, because at the time it was poorly known and impossible to identify as a dinosaur. Plateosaurus were bulky bipedal herbivores which had small skulls on long necks, sharp plant-crushing teeth, powerful limbs, and large thumb claw on each ' hand' probably used for defense and feeding.


          


          Description
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              Size comparison between Plateosaurus and a human.
            

          


          Plateosaurus was the largest known dinosaur of its time, reaching 6 to 10 meters in length and up to an estimated 700 kg in mass. A member of the group of early herbivores known as prosauropods, it was more powerfully built than that of similar animals such as Anchisaurus. Plateosaurus had a long neck, composed of around nine cervical vertebrae, a stocky body and a pear-shaped torso. It had a long tail composed of at least forty caudal vertebrae which served to counterbalance the front-heavy body and long neck.


          The skull of Plateosaurus was deeper than that of Coelophysis  i.e. a stronger, deeper head than most prosauropods, although still small and narrow compared to the size of its body. It had four sets of fenestrae (skull openings); these openings were for the naris and orbit as well as an infratemporal fenestra at the back of the skull and an antorbital fenestra between the eye and nose. It had a long snout and many small, leaf-shaped, socketed teeth and the low-slung hinge of its lower jaw, which give the muscles greater leverage. These features suggest that it fed exclusively on plants. Its eyes were directed to the sides, rather than the front, providing all-round vision to watch for predators. Some fossil skeletons have preserved sclerotic rings.
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              Plateosaurus skull
            

          


          Plateosaurus had numerous small teeth in both the upper and lower jaw, five to six on the premaxilla, twenty four to thirty on the maxilla, and twenty one to twenty eight on the dentary. These teeth had serrated, leaf-shaped crowns suitable for digestion of plant material. It is thought Plateosaurus had narrow cheek pouches which kept food from spilling out when it ate.


          


          Discovery and history
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              A Plateosaurus sketch by Tim Bekaert.
            

          


          In 1834, physician Johann Friedrich Engelhardt discovered some vertebrae and leg bones at Heroldsberg near Nuremberg, Germany. Three years later German palaeontologist Hermann von Meyer designated them as the type specimen of his new genus, Plateosaurus. This name is derived from the Greek words /platys ('broad' or 'flat') which is derived as well from /plat ('flat surface'), and  ('lizard'), which refers to the animal's flat bones and reptilian nature. The type species was named in honour to its discoverer.


          Between the 1910s and 1930s, excavations in a clay pit at Saxony-Anhalt dug up between 39 and 50 skeletons that belonged to Plateosaurus, Liliensternus and Halticosaurus. Some of this material was assigned to P. longiceps, which was described by paleontologist Otto Jaekel in 1914. At the same time, bonebeds at Trossingen revealed several remains of Plateosaurus, most of which were designated to species now dubious or invalid.


          In 1997, workers of an oil platform of the Snorre oilfield located at the northern end of the North Sea, were drilling through sandstone for oil exploration when they stumbled upon a long cylinder of rock, drilled out at 2,256 meters below the seafloor. This cylinder contained a fossil which they believed was plant material. In 2003, the specimen was sent to Jrn Harald Hurum, paleontologist at the University of Oslo for study. After consulting paleontologists of the University of Bonn, they, with microscopic examination, concluded that the rock preserved fibrous bone tissue located within a crushed knucklebone which they identified as belonging to Plateosaurus, making it the first dinosaur found in Norway and the deepest in the world.


          In August 2007, an amateur paleontologist unearthed a mass grave of dinosaurs near Frick, Switzerland, comprised of around 300 bones, in which two Plateosaurus individuals were discovered. Martin Sander, paleontologist at the University of Bonn, indicated the area could extend for 1.5 kilometers, making it the biggest fossil site in Europe. There is an estimate of one dinosaur per 100 square meters.


          


          Classification
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              Mounted cast of a Plateosaurus engelhardti skeleton.
            

          


          Plateosaurus was the first prosauropod to be described, and is the type genus of the family Plateosauridae, to which gives its name. At the beginning, when the genus was poorly known, it was only included in Sauria, with the possibility of being any kind of reptile. In 1845, Von Meyer created the group Pachypodes (now unused) to include Plateosaurus, Iguanodon, Megalosaurus and Hylaeosaurus, however, Dinosauria (technically the same as Pachypodes) already existed. Plateosauridae was proposed by Othniel Charles Marsh in 1895 within Theropoda. Years later, it was moved to Prosauropoda by Huene, and was accepted by most authors. For many years the clade only included Plateosaurus, but recently two more genera, Sellosaurus and possibly Unaysaurus, have been recognized.


          


          Species


          


          Valid and reassigned species


          Only two of the many species assigned to this genus are still considered valid. P. engelhardti, the type species, is known from at least ten skulls and more than 100 fragmentary to complete skeletons, mainly from Bavaria, Germany. The second and best-known species, P. longiceps, is based on three of 50 specimens from the Knollenmergel site at Germany. P. longiceps differs from P. engelhardti in having a longer snout and limbs, with a much lighter body structure. A third species, P. gracilis lacks certain features of the genus Plateosaurus and has been placed in its own genus Sellosaurus. Other species like P. trossingensis, P. fraasianus and P. integer turned out to be synonyms of P. longiceps.


          


          Dubious species


          Several Plateosaurus species are considered to be nomina nuda ('naked names') or nomina dubia ('doubtful names') due to their fragmentary nature and poor preservation. Species like P. erlenbergiensis are difficult to determine because the holotype lacks the sacrum, ilium and proximal pubis, which are important bones in the comparison with well-known species.


          


          Provenance
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              Mounted skeleton of Plateosaurus at the Ottoneum Museum of Natural Science in Kassel, Germany.
            

          


          Plateosaurus is the best known of the prosauropods and one of the most common dinosaur fossils. More than 100 specimens and dozens of well-preserved skeletons have been unearthed in over 50 locations on Triassic sandstones all over western Europe. However the vast majority of fossil material belongs to P. longiceps, that unlike P. engelhardti (which is known only from Germany), has been found in more areas of Germany, France, Switzerland, and especially Greenland. It was thought that the specimens found at the Flemming Fjord Formation in Greenland belonged to P. engelhardti, but later the material was re-studied and shifted to P. longiceps.


          


          Paleoecology


          In some locations, groups of complete individual fossils have been found, indicating that herds traveled together through the Triassic arid desert-like landscape of Europe, searching for new feeding and habitable grounds. They lived alongside similar prosauropod dinosaur Sellosaurus, medium-sized theropods Liliensternus and Halticosaurus, and the tiny archosaur Procompsognathus, among other contemporaries like the earliest known turtles Proganochelys, temnospondyl amphibians, aetosaurs, primitive mammals, pterosaurs, sphenodontids and fish.


          An alternative explanation for the numerous finds of fossils, however, is that solitary individuals inhabited dry, upland areas. When they died, their bodies would have been washed away in periodic flash floods that are typical of desert environments even today. Many individual corpses could have piled up at the end of well-worn flood channels formed at the edge of desert basins.


          


          Paleobiology


          Plateosaurus was an obscure dinosaur up until the past century, with very scant material known and few detailed studies. Over time, new discoveries and researches have given researchers more information about its locomotion, feeding mechanisms and metabolism.


          


          Feeding and diet


          The small leaf-shaped teeth of Plateosaurus indicate it was an herbivore, one of the first large dinosaurs that browsed in tall vegetation like conifers and cycads, supported by its long neck. Like its relative Massospondylus, it might have swallowed gastroliths ( gizzard stones) to digest food because of the lack of cheek teeth.


          


          Posture and gait
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              Outdated illustration of some Plateosaurus in a desert-like environment.
            

          


          Like all prosauropods, Plateosaurus had forelimbs which were much shorter than the hindlimbs and they had distinct digits ('fingers') and a spiked 'thumb'. Plateosaurus has been traditionally depicted as quadrupedal, but a 2007 anatomical study of the forelimbs demonstrated that their range of motion precluded effective habitual quadrupedal gait. Like theropods, Plateosaurus and other related prosauropods could not rotate the hand so that their palms faced downward, and so would have been unable to use the front limbs for standing or walking. The study also ruled out the possibility of "knuckle-walking" and other forms of locomotion that would avoid the issue of the limited ability of Plateosaurus to pronate its hands. Thus, although its mass suggests a quadrupedal nature, it would have been restricted to its hind legs for locomotion. The forelimbs may have been used to rake trees for food, for grasping or for defense.


          The hand bones of Plateosaurus were large, and bore five digits. The last two digits on each hand were very small.


          


          Metabolism


          A recent analysis of fossil deposits reveals there was considerable variation in size in individuals. Furthermore, growth rings in bone suggests periods of varying growth which may relate to the surrounding environment. Some plateosaurs reached their maximum size at twelve years old, while others were still growing after more than two decades. The size of adult specimens varies too; there are smaller specimens which when fully grown were four to six meters long, and others that measured up to ten meters long. Bone histology of Plateosaurus is well-preserved and studied. However, due to the absence of individuals smaller than 4.8 meters long, it is not possible to deduce an ontogenetic series for Plateosaurus. Like many other dinosaurs, Plateosaurus exhibits high growth rates, suggesting an advanced dinosaurian physiology. The paper's authors propose that the metabolism of Plateosaurus may have been intermediate between a reptilian and a warm-blooded one.


          


          Popular culture
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              A Plateosaurus statue in the Grn 80 park, near Basel, Switzerland.
            

          


          Plateosaurus was featured briefly in the opening sequence of The Land Before Time II: The Great Valley Adventure.


          Plateosaurus featured briefly in the first episode (" New Blood") of the BBC television series Walking with Dinosaurs, to illustrate the success of dinosaurs.


          Mounted Plateosaurus skeletons can be seen in the Institute and Museum for Geology and Paleontology, University of Tbingen, and the Humboldt Museum in Berlin, and the State Museum for Natural History in Stuttgart.


          Plateosaurus is an adoptable animal in Zoo Tycoon: Dinosaur Digs.
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              The tectonic plates of the world were mapped in the second half of the 20th century.
            

          


          Plate tectonics (from Greek έ, tektōn "builder" or "mason") is a theory of geology that has been developed to explain the observed evidence for large scale motions of the Earth's lithosphere. The theory encompassed and superseded the older theory of continental drift from the first half of the 20th century and the concept of seafloor spreading developed during the 1960s.


          The outermost part of the Earth's interior is made up of two layers: above is the lithosphere, comprising the crust and the rigid uppermost part of the mantle. Below the lithosphere lies the asthenosphere. Although solid, the asthenosphere has relatively low viscosity and shear strength and can flow like a liquid on geological time scales. The deeper mantle below the asthenosphere is more rigid again. This is, however, not because of cooler temperatures but due to high pressure.


          The lithosphere is broken up into what are called tectonic platesin the case of Earth, there are seven major and many minor plates (see list below). The lithospheric plates ride on the asthenosphere. These plates move in relation to one another at one of three types of plate boundaries: convergent or collision boundaries, divergent or spreading boundaries, and transform boundaries. Earthquakes, volcanic activity, mountain-building, and oceanic trench formation occur along plate boundaries. The lateral movement of the plates is typically at speeds of 50100 mm/a.


          


          Synopsis of the development of the theory
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              Detailed map showing the tectonic plates with their movement vectors.
            

          


          In the late 19th and early twentieth centuries, geologists assumed that the Earth's major features were fixed, and that most geologic features such as mountain ranges could be explained by vertical crustal movement, as explained by geosynclinal theory. It was observed as early as 1596 that the opposite coasts of the Atlantic Ocean or, more precisely, the edges of the continental shelves have similar shapes and seem once to have fitted together. Since that time many theories were proposed to explain this apparent compatibility, but the assumption of a solid earth made the various proposals difficult to explain.


          The discovery of radium and its associated heating properties in 1896 prompted a re-examination of the apparent age of the Earth, since this had been estimated by its cooling rate and assumption the Earth's surface radiated like a black body. Those calculations implied that, even if it started at red heat, the Earth would have dropped to its present temperature in a few tens of millions of years. Armed with the knowledge of a new heat source, scientists reasoned it was credible that the Earth was much older, and also that its core was still sufficiently hot to be liquid.


          Plate tectonic theory arose out of the hypothesis of continental drift proposed by Alfred Wegener in 1912 and expanded in his 1915 book The Origin of Continents and Oceans. He suggested that the present continents once formed a single land mass which had drifted apart thus releasing the continents from the Earth's core and likening them to "icebergs" of low density granite floating on a sea of more dense basalt. But without detailed evidence and calculation of the forces involved, the theory remained sidelined. The Earth might have a solid crust and a liquid core, but there seemed to be no way that portions of the crust could move around. Later science proved theories proposed by English geologist Arthur Holmes in 1920 that their junctions might actually lie beneath the sea and Holmes' 1928 suggestion of convection currents within the mantle as the driving force.


          The first evidence that crust plates did move around came with the discovery of variable magnetic field direction in rocks of differing ages, first revealed at a symposium in Tasmania in 1956. Initially theorized as an expansion of the global crust, later collaborations developed the plate tectonics theory, which accounted for spreading as the consequence of new rock upwelling, but avoided the need for an expanding globe by recognizing subduction zones and conservative translation faults. It was at this point that Wegener's theory moved from radical to mainstream, and became accepted by the scientific community. Additional work on the association of seafloor spreading and magnetic field reversals by Harry Hess and Ron G. Mason pinpointed the precise mechanism which accounted for new rock upwelling.


          Following the recognition of magnetic anomalies defined by symmetric, parallel stripes of similar magnetization on the seafloor on either side of a mid-ocean ridge, plate tectonics quickly became broadly accepted. Simultaneous advances in early seismic imaging techniques in and around Wadati-Benioff zones collectively with numerous other geologic observations soon solidified plate tectonics as a theory with extraordinary explanatory and predictive power.


          Study of the deep ocean floor was critical to development of the theory; the field of deep sea marine geology accelerated in the 1960s. Correspondingly, plate tectonic theory was developed during the late 1960s and has since been accepted all but universally by scientists throughout all geoscientific disciplines. The theory revolutionized the Earth sciences, explaining a diverse range of geological phenomena and their implications in other studies such as paleogeography and paleobiology.


          


          Key principles


          The division of the outer parts of the Earth's interior into lithosphere and asthenosphere is based on mechanical differences and in the ways that heat is transferred. The lithosphere is cooler and more rigid, whilst the asthenosphere is hotter and mechanically weaker. Also, the lithosphere loses heat by conduction whereas the asthenosphere also transfers heat by convection and has a nearly adiabatic temperature gradient. This division should not be confused with the chemical subdivision of the Earth into (from innermost to outermost) core, mantle, and crust. The lithosphere contains both crust and some mantle. A given piece of mantle may be part of the lithosphere or the asthenosphere at different times, depending on its temperature, pressure and shear strength. The key principle of plate tectonics is that the lithosphere exists as separate and distinct tectonic plates, which ride on the fluid-like ( visco-elastic solid) asthenosphere. Plate motions range up to a typical 10-40 mm/a ( Mid-Atlantic Ridge; about as fast as fingernails grow), to about 160 mm/a ( Nazca Plate; about as fast as hair grows).


          The plates are around 100 km (60 miles) thick and consist of lithospheric mantle overlain by either of two types of crustal material: oceanic crust (in older texts called sima from silicon and magnesium) and continental crust ( sial from silicon and aluminium). The two types of crust differ in thickness, with continental crust considerably thicker than oceanic (50 km vs 5 km).


          One plate meets another along a plate boundary, and plate boundaries are commonly associated with geological events such as earthquakes and the creation of topographic features like mountains, volcanoes and oceanic trenches. The majority of the world's active volcanoes occur along plate boundaries, with the Pacific Plate's Ring of Fire being most active and most widely known. These boundaries are discussed in further detail below.


          Tectonic plates can include continental crust or oceanic crust, and typically, a single plate carries both. For example, the African Plate includes the continent and parts of the floor of the Atlantic and Indian Oceans. The distinction between continental crust and oceanic crust is based on the density of constituent materials; oceanic crust is denser than continental crust owing to their different proportions of various elements, particularly, silicon. Oceanic crust is denser because it has less silicon and more heavier elements (" mafic") than continental crust (" felsic"). As a result, oceanic crust generally lies below sea level (for example most of the Pacific Plate), while the continental crust projects above sea level (see isostasy for explanation of this principle).


          


          Types of plate boundaries
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          Three types of plate boundaries exist, characterized by the way the plates move relative to each other. They are associated with different types of surface phenomena. The different types of plate boundaries are:


          
            	Transform boundaries occur where plates slide or, perhaps more accurately, grind past each other along transform faults. The relative motion of the two plates is either sinistral (left side toward the observer) or dextral (right side toward the observer). The San Andreas Fault in California is one example.


            	Divergent boundaries occur where two plates slide apart from each other. Mid-ocean ridges (e.g., Mid-Atlantic Ridge) and active zones of rifting (such as Africa's Great Rift Valley) are both examples of divergent boundaries.


            	Convergent boundaries (or active margins) occur where two plates slide towards each other commonly forming either a subduction zone (if one plate moves underneath the other) or a continental collision (if the two plates contain continental crust). Deep marine trenches are typically associated with subduction zones. The subducting slab contains many hydrous minerals, which release their water on heating; this water then causes the mantle to melt, producing volcanism. Examples of this are the Andes mountain range in South America and the Japanese island arc.

          


          


          Transform (conservative) boundaries


          John Tuzo Wilson recognized that because of friction, the plates cannot simply glide past each other. Rather, stress builds up in both plates and when it reaches a level that exceeds the strain threshold of rocks on either side of the fault the accumulated potential energy is released as strain. Strain is both accumulative and/or instantaneous depending on the rheology of the rock; the ductile lower crust and mantle accumulates deformation gradually via shearing whereas the brittle upper crust reacts by fracture, or instantaneous stress release to cause motion along the fault. The ductile surface of the fault can also release instantaneously when the strain rate is too great. The energy released by instantaneous strain release is the cause of earthquakes, a common phenomenon along transform boundaries.


          A good example of this type of plate boundary is the San Andreas Fault which is found in the western coast of North America and is one part of a highly complex system of faults in this area. At this location, the Pacific and North American plates move relative to each other such that the Pacific plate is moving northwest with respect to North America. Other examples of transform faults include the Alpine Fault in New Zealand and the North Anatolian Fault in Turkey. Transform faults are also found offsetting the crests of mid-ocean ridges (for example, the Mendocino Fracture Zone offshore northern California).


          


          Divergent (constructive) boundaries
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              Bridge across the lfagj rift valley in southwest Iceland, the boundary between the Eurasian and North American continental tectonic plates.
            

          


          At divergent boundaries, two plates move apart from each other and the space that this creates is filled with new crustal material sourced from molten magma that forms below. The origin of new divergent boundaries at triple junctions is sometimes thought to be associated with the phenomenon known as hotspots. Here, exceedingly large convective cells bring very large quantities of hot asthenospheric material near the surface and the kinetic energy is thought to be sufficient to break apart the lithosphere. The hot spot which may have initiated the Mid-Atlantic Ridge system currently underlies Iceland which is widening at a rate of a few centimeters per year.


          Divergent boundaries are typified in the oceanic lithosphere by the rifts of the oceanic ridge system, including the Mid-Atlantic Ridge and the East Pacific Rise, and in the continental lithosphere by rift valleys such as the famous East African Great Rift Valley. Divergent boundaries can create massive fault zones in the oceanic ridge system. Spreading is generally not uniform, so where spreading rates of adjacent ridge blocks are different, massive transform faults occur. These are the fracture zones, many bearing names, that are a major source of submarine earthquakes. A sea floor map will show a rather strange pattern of blocky structures that are separated by linear features perpendicular to the ridge axis. If one views the sea floor between the fracture zones as conveyor belts carrying the ridge on each side of the rift away from the spreading center the action becomes clear. Crest depths of the old ridges, parallel to the current spreading centre, will be older and deeper (from thermal contraction and subsidence).


          It is at mid-ocean ridges that one of the key pieces of evidence forcing acceptance of the sea-floor spreading hypothesis was found. Airborne geomagnetic surveys showed a strange pattern of symmetrical magnetic reversals on opposite sides of ridge centers. The pattern was far too regular to be coincidental as the widths of the opposing bands were too closely matched. Scientists had been studying polar reversals and the link was made by Lawrence W. Morley, Frederick John Vine and Drummond Hoyle Matthews in the Morley-Vine-Matthews hypothesis. The magnetic banding directly corresponds with the Earth's polar reversals. This was confirmed by measuring the ages of the rocks within each band. The banding furnishes a map in time and space of both spreading rate and polar reversals.


          


          Convergent (destructive) boundaries


          The nature of a convergent boundary depends on the type of lithosphere in the plates that are colliding. Where a dense oceanic plate collides with a less-dense continental plate, the oceanic plate is typically thrust underneath because of the greater buoyancy of the continental lithosphere, forming a subduction zone. At the surface, the topographic expression is commonly an oceanic trench on the ocean side and a mountain range on the continental side. An example of a continental-oceanic subduction zone is the area along the western coast of South America where the oceanic Nazca Plate is being subducted beneath the continental South American Plate.


          While the processes directly associated with the production of melts directly above downgoing plates producing surface volcanism is the subject of some debate in the geologic community, the general consensus from ongoing research suggests that the release of volatiles is the primary contributor. As the subducting plate descends, its temperature rises driving off volatiles (most importantly water) encased in the porous oceanic crust. As this water rises into the mantle of the overriding plate, it lowers the melting temperature of surrounding mantle, producing melts (magma) with large amounts of dissolved gases. These melts rise to the surface and are the source of some of the most explosive volcanism on Earth because of their high volumes of extremely pressurized gases (consider Mount St. Helens). The melts rise to the surface and cool forming long chains of volcanoes inland from the continental shelf and parallel to it. The continental spine of western South America is dense with this type of volcanic mountain building from the subduction of the Nazca plate. In North America the Cascade mountain range, extending north from California's Sierra Nevada, is also of this type. Such volcanoes are characterized by alternating periods of quiet and episodic eruptions that start with explosive gas expulsion with fine particles of glassy volcanic ash and spongy cinders, followed by a rebuilding phase with hot magma. The entire Pacific Ocean boundary is surrounded by long stretches of volcanoes and is known collectively as The Ring of Fire.


          Where two continental plates collide the plates either buckle and compress or one plate delves under or (in some cases) overrides the other. Either action will create extensive mountain ranges. The most dramatic effect seen is where the northern margin of the Indian Plate is being thrust under a portion of the Eurasian plate, lifting it and creating the Himalayas and the Tibetan Plateau beyond. It may have also pushed nearby parts of the Asian continent aside to the east.


          When two plates with oceanic crust converge they typically create an island arc as one plate is subducted below the other. The arc is formed from volcanoes which erupt through the overriding plate as the descending plate melts below it. The arc shape occurs because of the spherical surface of the earth (nick the peel of an orange with a knife and note the arc formed by the straight-edge of the knife). A deep undersea trench is located in front of such arcs where the descending slab dips downward. Good examples of this type of plate convergence would be Japan and the Aleutian Islands in Alaska.
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          Plates may collide at an oblique angle rather than head-on to each other (e.g. one plate moving north, the other moving south-east), and this may cause strike-slip faulting along the collision zone, in addition to subduction or compression.


          Not all plate boundaries are easily defined. Some are broad belts whose movements are unclear to scientists. One example would be the Mediterranean-Alpine boundary, which involves two major plates and several micro plates. The boundaries of the plates do not necessarily coincide with those of the continents. For instance, the North American Plate covers not only North America, but also far northeastern Siberia, plus a substantial portion of the Atlantic Ocean.


          


          Driving forces of plate motion


          Tectonic plates are able to move because of the relative density of oceanic lithosphere and the relative weakness of the asthenosphere. Dissipation of heat from the mantle is acknowledged to be the original source of energy driving plate tectonics. The current view, although it is still a matter of some debate, is that excess density of the oceanic lithosphere sinking in subduction zones is the most powerful source of plate motion. When it forms at mid-ocean ridges, the oceanic lithosphere is initially less dense than the underlying asthenosphere, but it becomes more dense with age, as it conductively cools and thickens. The greater density of old lithosphere relative to the underlying asthenosphere allows it to sink into the deep mantle at subduction zones, providing most of the driving force for plate motions. The weakness of the asthenosphere allows the tectonic plates to move easily towards a subduction zone. Although subduction is believed to be the strongest force driving plate motions, it cannot be the only force since there are plates such as the North American Plate which are moving, yet are nowhere being subducted. The same is true for the enormous Eurasian Plate. The sources of plate motion are a matter of intensive research and discussion among earth scientists.


          Two and three-dimensional imaging of the Earth's interior ( seismic tomography) shows that there is a laterally heterogeneous density distribution throughout the mantle. Such density variations can be material (from rock chemistry), mineral (from variations in mineral structures), or thermal (through thermal expansion and contraction from heat energy). The manifestation of this lateral density heterogeneity is mantle convection from buoyancy forces. How mantle convection relates directly and indirectly to the motion of the plates is a matter of ongoing study and discussion in geodynamics. Somehow, this energy must be transferred to the lithosphere in order for tectonic plates to move. There are essentially two types of forces that are thought to influence plate motion: friction and gravity.


          


          Friction


          
            	Basal drag


            	Large scale convection currents in the upper mantle are transmitted through the asthenosphere; motion is driven by friction between the asthenosphere and the lithosphere.


            	Slab suction


            	Local convection currents exert a downward frictional pull on plates in subduction zones at ocean trenches. Slab suction may occur in a geodynamic setting wherein basal tractions continue to act on the plate as it dives into the mantle (although perhaps to a greater extent acting on both the under and upper side of the slab).

          


          


          Gravitation


          
            	Gravitational sliding: Plate motion is driven by the higher elevation of plates at ocean ridges. As oceanic lithosphere is formed at spreading ridges from hot mantle material it gradually cools and thickens with age (and thus distance from the ridge). Cool oceanic lithosphere is significantly denser than the hot mantle material from which it is derived and so with increasing thickness it gradually subsides into the mantle to compensate the greater load. The result is a slight lateral incline with distance from the ridge axis.

          


          
            	
              Casually in the geophysical community and more typically in the geological literature in lower education this process is often referred to as "ridge-push". This is, in fact, a misnomer as nothing is "pushing" and tensional features are dominant along ridges. It is more accurate to refer to this mechanism as gravitational sliding as variable topography across the totality of the plate can vary considerably and the topography of spreading ridges is only the most prominent feature. For example:

              
                	1. Flexural bulging of the lithosphere before it dives underneath an adjacent plate, for instance, produces a clear topographical feature that can offset or at least affect the influence of topographical ocean ridges.


                	2. Mantle plumes impinging on the underside of tectonic plates can drastically alter the topography of the ocean floor.

              

            

          


          
            	Slab-pull


            	Plate motion is partly driven by the weight of cold, dense plates sinking into the mantle at trenches. There is considerable evidence that convection is occurring in the mantle at some scale. The upwelling of material at mid-ocean ridges is almost certainly part of this convection. Some early models of plate tectonics envisioned the plates riding on top of convection cells like conveyor belts. However, most scientists working today believe that the asthenosphere is not strong enough to directly cause motion by the friction of such basal forces. Slab pull is most widely thought to be the greatest force acting on the plates. Recent models indicate that trench suction plays an important role as well. However, it should be noted that the North American Plate, for instance, is nowhere being subducted, yet it is in motion. Likewise the African, Eurasian and Antarctic Plates. The overall driving force for plate motion and its energy source remain subjects of ongoing research.

          


          


          External forces


          In a study published in the January-February 2006 issue of the Geological Society of America Bulletin, a team of Italian and U.S. scientists argued that the westward component of plates is from Earth's rotation and consequent tidal friction of the moon. As the Earth spins eastward beneath the moon, they say, the moon's gravity ever so slightly pulls the Earth's surface layer back westward. It has also been suggested (albeit, controversially) that this observation may also explain why Venus and Mars have no plate tectonics since Venus has no moon, and Mars' moons are too small to have significant tidal effects on Mars. This is not, however, a new argument.


          It was originally raised by the "father" of the plate tectonics hypothesis, Alfred Wegener. It was challenged by the physicist Harold Jeffreys who calculated that the magnitude of tidal friction required would have quickly brought the Earth's rotation to a halt long ago. Many plates are moving north and eastward, and the dominantly westward motion of the Pacific ocean basins is simply from the eastward bias of the Pacific spreading centre (which is not a predicted manifestation of such lunar forces). It is argued, however, that relative to the lower mantle, there is a slight westward component in the motions of all the plates.


          


          Relative significance of each mechanism
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          The actual vector of a plate's motion must necessarily be a function of all the forces acting upon the plate. However, therein remains the problem of to what degree each process contributes to the motion of each tectonic plate.


          The diversity of geodynamic settings and properties of each plate must clearly result in differences in the degree to which such processes are actively driving the plates. One method of dealing with this problem is to consider the relative rate at which each plate is moving and to consider the available evidence of each driving force upon the plate as far as possible.


          One of the most significant correlations found is that lithospheric plates attached to downgoing (subducting) plates move much faster than plates not attached to subducting plates. The Pacific plate, for instance, is essentially surrounded by zones of subduction (the so-called Ring of Fire) and moves much faster than the plates of the Atlantic basin, which are attached (perhaps one could say 'welded') to adjacent continents instead of subducting plates. It is thus thought that forces associated with the downgoing plate (slab pull and slab suction) are the driving forces which determine the motion of plates, except for those plates which are not being subducted.


          The driving forces of plate motion are, nevertheless, still very active subjects of on-going discussion and research in the geophysical community.


          


          Major plates


          The main plates are


          
            	African Plate, covering Africa - Continental plate


            	Antarctic Plate, covering Antarctica - Continental plate


            	Australian Plate, covering Australia (fused with Indian Plate between 50 and 55 million years ago) - Continental plate


            	Eurasian Plate covering Asia and Europe - Continental plate


            	North American Plate covering North America and north-east Siberia - Continental plate


            	South American Plate covering South America - Continental plate


            	Pacific Plate, covering the Pacific Ocean - Oceanic plate

          


          Notable minor plates include the Indian Plate, the Arabian Plate, the Caribbean Plate, the Juan de Fuca Plate, the Cocos Plate, the Nazca Plate, the Philippine Plate and the Scotia Plate.


          The movement of plates has caused the formation and break-up of continents over time, including occasional formation of a supercontinent that contains most or all of the continents. The supercontinent Rodinia is thought to have formed about 1 billion years ago and to have embodied most or all of Earth's continents, and broken up into eight continents around 600 million years ago. The eight continents later re-assembled into another supercontinent called Pangaea; Pangaea eventually broke up into Laurasia (which became North America and Eurasia) and Gondwana (which became the remaining continents).


          
            	Related article

          


          
            	List of tectonic plates
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          Historical development of the theory


          


          Continental drift


          Continental drift was one of many ideas about tectonics proposed in the late 19th and early 20th centuries. The theory has been superseded and the concepts and data have been incorporated within plate tectonics.


          By 1915, Alfred Wegener was making serious arguments for the idea in the first edition of The Origin of Continents and Oceans. In that book, he noted how the east coast of South America and the west coast of Africa looked as if they were once attached. Wegener wasn't the first to note this ( Abraham Ortelius, Francis Bacon, Benjamin Franklin, Snider-Pellegrini, Roberto Mantovani and Frank Bursley Taylor preceded him), but he was the first to marshal significant fossil and paleo-topographical and climatological evidence to support this simple observation (and was supported in this by researchers such as Alex du Toit). However, his ideas were not taken seriously by many geologists, who pointed out that there was no apparent mechanism for continental drift. Specifically, they did not see how continental rock could plow through the much denser rock that makes up oceanic crust. Wegener could not explain the force that propelled continental drift.


          Wegener's vindication did not come until after his death in 1930. In 1947, a team of scientists led by Maurice Ewing utilizing the Woods Hole Oceanographic Institutions research vessel Atlantis and an array of instruments, confirmed the existence of a rise in the central Atlantic Ocean, and found that the floor of the seabed beneath the layer of sediments consisted of basalt, not the granite which is the main constituent of continents. They also found that the oceanic crust was much thinner than continental crust. All these new findings raised important and intriguing questions.


          Beginning in the 1950s, scientists including Harry Hess, using magnetic instruments ( magnetometers) adapted from airborne devices developed during World War II to detect submarines, began recognizing odd magnetic variations across the ocean floor. This finding, though unexpected, was not entirely surprising because it was known that basaltthe iron-rich, volcanic rock making up the ocean floorcontains a strongly magnetic mineral ( magnetite) and can locally distort compass readings. This distortion was recognized by Icelandic mariners as early as the late 18th century. More important, because the presence of magnetite gives the basalt measurable magnetic properties, these newly discovered magnetic variations provided another means to study the deep ocean floor. When newly formed rock cools, such magnetic materials recorded the Earth's magnetic field at the time.


          As more and more of the seafloor was mapped during the 1950s, the magnetic variations turned out not to be random or isolated occurrences, but instead revealed recognizable patterns. When these magnetic patterns were mapped over a wide region, the ocean floor showed a zebra-like pattern. Alternating stripes of magnetically different rock were laid out in rows on either side of the mid-ocean ridge: one stripe with normal polarity and the adjoining stripe with reversed polarity. The overall pattern, defined by these alternating bands of normally and reversely polarized rock, became known as magnetic striping.


          When the rock strata of the tips of separate continents are very similar it suggests that these rocks were formed in the same way implying that they were joined initially. For instance, some parts of Scotland and Ireland contain rocks very similar to those found in Newfoundland and New Brunswick. Furthermore, the Caledonian Mountains of Europe and parts of the Appalachian Mountains of North America are very similar in structure and lithology.


          


          Floating continents


          The prevailing concept was that there were static shells of strata under the continents. It was observed early that although granite existed on continents, seafloor seemed to be composed of denser basalt. It was apparent that a layer of basalt underlies continental rocks.


          However, based upon abnormalities in plumb line deflection by the Andes in Peru, Pierre Bouguer deduced that less-dense mountains must have a downward projection into the denser layer underneath. The concept that mountains had "roots" was confirmed by George B. Airy a hundred years later during study of Himalayan gravitation, and seismic studies detected corresponding density variations.


          By the mid-1950s the question remained unresolved of whether mountain roots were clenched in surrounding basalt or were floating like an iceberg.


          In 1958 the Tasmanian geologist Samuel Warren Carey published an essay The tectonic approach to continental drift in support of the expanding earth model.


          


          Plate tectonic theory


          Significant progress was made in the 1960s, and was prompted by a number of discoveries, most notably the Mid-Atlantic ridge. The most notable was the 1962 publication of a paper by American geologist Harry Hess ( Robert S. Dietz published the same idea one year earlier in Nature. However, priority belongs to Hess, since he distributed an unpublished manuscript of his 1962 article already in 1960). Hess suggested that instead of continents moving through oceanic crust (as was suggested by continental drift) that an ocean basin and its adjoining continent moved together on the same crustal unit, or plate. In the same year, Robert R. Coats of the U.S. Geological Survey described the main features of island arc subduction in the Aleutian Islands. His paper, though little-noted (and even ridiculed) at the time, has since been called "seminal" and "prescient". In 1967, W. Jason Morgan proposed that the Earth's surface consists of 12 rigid plates that move relative to each other. Two months later, in 1968, Xavier Le Pichon published a complete model based on 6 major plates with their relative motions.


          


          Explanation of magnetic striping


          
            [image: Seafloor magnetic striping.]

            
              Seafloor magnetic striping.
            

          


          The discovery of magnetic striping and the stripes being symmetrical around the crests of the mid-ocean ridges suggested a relationship. In 1961, scientists began to theorise that mid-ocean ridges mark structurally weak zones where the ocean floor was being ripped in two lengthwise along the ridge crest. New magma from deep within the Earth rises easily through these weak zones and eventually erupts along the crest of the ridges to create new oceanic crust. This process, later called seafloor spreading, operating over many millions of years continues to form new ocean floor all across the 50,000 km-long system of mid-ocean ridges. This hypothesis was supported by several lines of evidence:


          
            	at or near the crest of the ridge, the rocks are very young, and they become progressively older away from the ridge crest;


            	the youngest rocks at the ridge crest always have present-day (normal) polarity;


            	stripes of rock parallel to the ridge crest alternated in magnetic polarity (normal-reversed-normal, etc.), suggesting that the Earth's magnetic field has reversed many times.

          


          By explaining both the zebralike magnetic striping and the construction of the mid-ocean ridge system, the seafloor spreading hypothesis quickly gained converts and represented another major advance in the development of the plate-tectonics theory. Furthermore, the oceanic crust now came to be appreciated as a natural "tape recording" of the history of the reversals in the Earth's magnetic field.


          


          Subduction discovered


          A profound consequence of seafloor spreading is that new crust was, and is now, being continually created along the oceanic ridges. This idea found great favour with some scientists, most notably S. Warren Carey, who claimed that the shifting of the continents can be simply explained by a large increase in size of the Earth since its formation. However, this so-called " Expanding Earth theory" hypothesis was unsatisfactory because its supporters could offer no convincing mechanism to produce a significant expansion of the Earth. Certainly there is no evidence that the moon has expanded in the past 3 billion years. Still, the question remained: how can new crust be continuously added along the oceanic ridges without increasing the size of the Earth?


          This question particularly intrigued Harry Hess, a Princeton University geologist and a Naval Reserve Rear Admiral, and Robert S. Dietz, a scientist with the U.S. Coast and Geodetic Survey who first coined the term seafloor spreading. Dietz and Hess were among the small handful who really understood the broad implications of sea floor spreading. If the Earth's crust was expanding along the oceanic ridges, Hess reasoned, it must be shrinking elsewhere. He suggested that new oceanic crust continuously spreads away from the ridges in a conveyor belt-like motion. Many millions of years later, the oceanic crust eventually descends into the oceanic trenches very deep, narrow canyons along the rim of the Pacific Ocean basin. According to Hess, the Atlantic Ocean was expanding while the Pacific Ocean was shrinking. As old oceanic crust is consumed in the trenches, new magma rises and erupts along the spreading ridges to form new crust. In effect, the ocean basins are perpetually being "recycled," with the creation of new crust and the destruction of old oceanic lithosphere occurring simultaneously. Thus, Hess' ideas neatly explained why the Earth does not get bigger with sea floor spreading, why there is so little sediment accumulation on the ocean floor, and why oceanic rocks are much younger than continental rocks.


          


          Mapping with earthquakes


          During the 20th century, improvements in and greater use of seismic instruments such as seismographs enabled scientists to learn that earthquakes tend to be concentrated in certain areas, most notably along the oceanic trenches and spreading ridges. By the late 1920s, seismologists were beginning to identify several prominent earthquake zones parallel to the trenches that typically were inclined 4060 from the horizontal and extended several hundred kilometers into the Earth. These zones later became known as Wadati-Benioff zones, or simply Benioff zones, in honour of the seismologists who first recognized them, Kiyoo Wadati of Japan and Hugo Benioff of the United States. The study of global seismicity greatly advanced in the 1960s with the establishment of the Worldwide Standardized Seismograph Network (WWSSN) to monitor the compliance of the 1963 treaty banning above-ground testing of nuclear weapons. The much-improved data from the WWSSN instruments allowed seismologists to map precisely the zones of earthquake concentration world wide.


          


          Geological paradigm shift


          The acceptance of the theories of continental drift and sea floor spreading (the two key elements of plate tectonics) may be compared to the Copernican revolution in astronomy (see Nicolaus Copernicus). Within a matter of only several years geophysics and geology in particular were revolutionized. The parallel is striking: just as pre-Copernican astronomy was highly descriptive but still unable to provide explanations for the motions of celestial objects, pre-tectonic plate geological theories described what was observed but struggled to provide any fundamental mechanisms. The problem lay in the question "How?". Before acceptance of plate tectonics, geology in particular was trapped in a "pre-Copernican" box.


          However, by comparison to astronomy the geological revolution was much more sudden. What had been rejected for decades by any respectable scientific journal was eagerly accepted within a few short years in the 1960s and 1970s. Any geological description before this had been highly descriptive. All the rocks were described and assorted reasons, sometimes in excruciating detail, were given for why they were where they are. The descriptions are still valid. The reasons, however, today sound much like pre-Copernican astronomy.


          One simply has to read the pre-plate descriptions of why the Alps or Himalaya exist to see the difference. In an attempt to answer "how" questions like "How can rocks that are clearly marine in origin exist thousands of meters above sea-level in the Dolomites?", or "How did the convex and concave margins of the Alpine chain form?", any true insight was hidden by complexity that boiled down to technical jargon without much fundamental insight as to the underlying mechanics.


          With plate tectonics answers quickly fell into place or a path to the answer became clear. Collisions of converging plates had the force to lift the sea floor to great heights. The cause of marine trenches oddly placed just off island arcs or continents and their associated volcanoes became clear when the processes of subduction at converging plates were understood.


          Mysteries were no longer mysteries. Forests of complex and obtuse answers were swept away. Why were there striking parallels in the geology of parts of Africa and South America? Why did Africa and South America look strangely like two pieces that should fit to anyone having done a jigsaw puzzle? Look at some pre-tectonics explanations for complexity. For simplicity and one that explained a great deal more look at plate tectonics. A great rift, similar to the Great Rift Valley in northeastern Africa, had split apart a single continent, eventually forming the Atlantic Ocean, and the forces were still at work in the Mid-Atlantic Ridge.


          We have inherited some of the old terminology, but the underlying concept is as radical and simple as was "The Earth moves" in astronomy.


          


          Biogeographic implications on biota


          Continental drift theory helps biogeographers to explain the disjunct biogeographic distribution of present day life found on different continents but having similar ancestors. In particular, it explains the Gondwanan distribution of ratites and the Antarctic flora.


          


          Plate tectonics on other planets


          The appearance of plate tectonics on terrestrial planets is related to planetary mass, with more massive planets than Earth expected to exhibit plate tectonics. Earth may be a borderline case, owing its tectonic activity to abundant water.


          


          Venus


          Venus shows no evidence of active plate tectonics. There is debatable evidence of active tectonics in the planet's distant past; however, events taking place since then (such as the plausible and generally accepted hypothesis that the Venusian lithosphere has thickened greatly over the course of several hundred million years) has made constraining the course of its geologic record difficult. However, the numerous well-preserved impact craters have been utilized as a dating method to approximately date the Venusian surface (since there are thus far no known samples of Venusian rock to be dated by more reliable methods). Dates derived are the dominantly in the range ~500 to 750 Ma, although ages of up to ~1.2 Ga have been calculated. This research has led to the fairly well accepted hypothesis that Venus has undergone an essentially complete volcanic resurfacing at least once in its distant past, with the last event taking place approximately within the range of estimated surface ages. While the mechanism of such an impressionable thermal event remains a debated issue in Venusian geosciences, some scientists are advocates of processes involving plate motion to some extent.


          One explanation for Venus' lack of plate tectonics is that on Venus temperatures are too high for significant water to be present. The Earth's crust is soaked with water, and water plays an important role in the development of shear zones. Plate tectonics requires weak surfaces in the crust along which crustal slices can move, and it may well be that such weakening never took place on Venus because of the absence of water. However, some researchers remain convinced that plate tectonics is or was once active on this planet.


          


          Mars


          Unlike Venus, the crust of Mars has water in it and on it (mostly in the form of ice). This planet is considerably smaller than the Earth, but shows some indications that could suggest a similar style of tectonics. The gigantic volcanoes in the Tharsis area are linearly aligned like volcanic arcs on Earth; the enormous canyon Valles Marineris could have been formed by some form of crustal spreading.


          As a result of observations made of the magnetic field of Mars by the Mars Global Surveyor spacecraft in 1999, large scale patterns of magnetic striping were discovered on this planet. To explain these magnetisation patterns in the Martian crust it has been proposed that a mechanism similar to plate tectonics may once have been active on the planet. Further data from the Mars Express orbiter's High Resolution Stereo Camera in 2007 clearly showed an example in the Aeolis Mensae region.


          


          Galilean satellites


          Some of the satellites of Jupiter have features that may be related to plate-tectonic style deformation, although the materials and specific mechanisms may be different from plate-tectonic activity on Earth.


          


          Titan


          Titan, the largest moon of Saturn, was reported to show tectonic activity in images taken by the Huygens Probe, which landed on Titan on January 14, 2005.


          


          Metaphoric uses


          Sometimes the idea of moving tectonic plates is used metaphorically, e.g. "a tectonic shift" in a BBC TV news program describing the political effects of Ariel Sharon's illness on 4 January 2005.


          In the late 1980s, Qubec theatre director Robert Lepage created a large international production called Tectonic Plates, which used this image to illustrate the rifts between Europe and America and the drifting of various destinies, relative to one another.
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              	General
            


            
              	Name, Symbol, Number

              	platinum, Pt, 78
            


            
              	Chemical series

              	transition metals
            


            
              	Group, Period, Block

              	10, 6, d
            


            
              	Appearance

              	grayish white

              [image: ]
            


            
              	Standard atomic weight

              	195.084 (9) gmol1
            


            
              	Electron configuration

              	[Xe] 4f14 5d9 6s1
            


            
              	Electrons per shell

              	2, 8, 18, 32, 17, 1
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	21.45 gcm3
            


            
              	Liquid density at m.p.

              	19.77 gcm3
            


            
              	Melting point

              	2041.4 K

              (1768.3 C, 3214.9 F)
            


            
              	Boiling point

              	4098 K

              (3825 C, 6917 F)
            


            
              	Heat of fusion

              	22.17  kJmol1
            


            
              	Heat of vaporization

              	469  kJmol1
            


            
              	Specific heat capacity

              	(25C) 25.86 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	2330

                    	(2550)

                    	2815

                    	3143

                    	3556

                    	4094
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	cubic face centered
            


            
              	Oxidation states

              	1, 2, 3, 4, 5, 6

              (mildly basic oxide)
            


            
              	Electronegativity

              	2.28 (Pauling scale)
            


            
              	Ionization energies

              	1st: 870 kJ/mol
            


            
              	2nd: 1791 kJ/mol
            


            
              	Atomic radius

              	135  pm
            


            
              	Atomic radius (calc.)

              	177 pm
            


            
              	Covalent radius

              	128 pm
            


            
              	Van der Waals radius

              	175 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	paramagnetic
            


            
              	Electrical resistivity

              	(20C) 105 nm
            


            
              	Thermal conductivity

              	(300K) 71.6 Wm1K1
            


            
              	Thermal expansion

              	(25C) 8.8 mm1K1
            


            
              	Speed of sound (thin rod)

              	( r.t.) 2800  ms1
            


            
              	Young's modulus

              	168 GPa
            


            
              	Shear modulus

              	61 GPa
            


            
              	Bulk modulus

              	230 GPa
            


            
              	Poisson ratio

              	0.38
            


            
              	Mohs hardness

              	44.5
            


            
              	Vickers hardness

              	549 MPa
            


            
              	Brinell hardness

              	392 MPa
            


            
              	CAS registry number

              	7440-06-4
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of platinum
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	190Pt

                    	0.014%

                    	6.51011 y
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          Platinum (pronounced /ˈpltɪnəm/) is a chemical element with the atomic symbol Pt and an atomic number of 78. It is in group 10 of the Periodic Table of Elements. A heavy, malleable, ductile, precious, gray-white transition metal, platinum is resistant to corrosion and occurs in some nickel and copper ores along with some native deposits. Platinum is used in jewelry, laboratory equipment, electrical contacts, dentistry, and automobile emissions control devices. Platinum bullion has the ISO currency code of XPT.


          


          Notable characteristics


          When pure, the metal appears greyish-white and firm. The metal is corrosion-resistant. The catalytic properties of the six platinum family metals are outstanding. For this catalytic property, platinum is used in catalytic converters, incorporated in automobile exhaust systems, as well as tips of spark plugs.


          Platinum's wear- and tarnish-resistance characteristics are well suited for making fine jewelry. Platinum is more precious than gold. The price of platinum changes along with its availability, but its price is normally more than 200% of the price of gold. In the 18th century, platinum's rarity made King Louis XV of France declare it the only metal fit for a king. Platinum possesses high resistance to chemical attack, excellent high-temperature characteristics, and stable electrical properties. All these properties have been exploited for industrial applications. Platinum does not oxidize in air at any temperature, but can be corroded by cyanides, halogens, sulfur, and caustic alkalis. This metal is insoluble in hydrochloric and nitric acid, but does dissolve in the mixture known as aqua regia (forming chloroplatinic acid). Common oxidation states of platinum include +2, and +4. The +1 and +3 oxidation states are less common, and are often stabilized by metal bonding in bimetallic (or polymetallic) species.The gold is removed from this solution as a precipitate by treatment with iron(II) chloride (FeCl2). The platinum is precipitated out as impure (NH4)2PtCl6 on treatment with NH4Cl, leaving H2PtCl4 in solution.


          


          Applications


          
            	As a catalyst in the catalytic converter, an optional (though often mandatory by law) component of the gasoline-fueled automobile exhaust system (see "Notable characteristics" in this article).


            	As a catalyst in fuel cells. Reducing the amount of platinum required (and thus cost) is a major focus of fuel cell research.


            	Certain platinum-containing compounds are capable of crosslinking DNA and kill cells by similar pathways to alkylating chemotherapeutic agents. Cisplatin, carboplatin and oxaliplatin are licensed examples of this class of drugs.


            	Platinum resistance thermometers.


            	Electrodes for use in electrolysis and electrochemical measurements (e.g., the standard hydrogen electrode).


            	In the Clark polarographic electrode for measuring oxygen tension.


            	A wide range of jewelry.


            	As a catalyst in the curing of silicone elastomers.


            	As a catalyst in glow plugs in some model engines.


            	In crucibles, alloyed with rhodium (1040% of Rh), for high temperature melting (around 1500C) of glass.


            	In photography, it is sometimes used for archival printmaking. Platinum prints display a greater range of tones than other Black and White printing methods. Additionally platinum's chemical stability makes for extremely long-lasting prints. The disadvantage of this method, in addition to the high cost, is that platinum is less light sensitive and prints must be contact printed at the same size as the negative. Therefore, enlargements can only be made by making an enlarged negative. Platinum salts alone generally create excessive contrast in prints; combined with salts from its sister metal, palladium, produce warmer and softer tones, without diminishing the tonal range platinum enables.


            	In watchmaking, Vacheron Constantin, Patek Philippe, Rolex, Breitling and other companies use platinum for producing their limited edition watch series. Watchmakers highly appreciate the unique properties of platinum as it neither tarnishes nor wears out.

          


          


          History


          Naturally-occurring platinum and platinum-rich alloys have been known for a long time. Though the metal was used by pre-Columbian Native Americans, the first European reference to platinum appears in 1557 in the writings of the Italian humanist Julius Caesar Scaliger ( 1484 1558) as a description of a mysterious metal found in Central American mines between Darin (Panama) and Mexico ("up until now impossible to melt by any of the Spanish arts"). The word platinum comes from the Spanish word platina, meaning "little silver."


          
            [image: The alchemical symbol for platinum (shown above) was made by joining the symbols of silver and gold.]

            
              The alchemical symbol for platinum (shown above) was made by joining the symbols of silver and gold.
            

          


          Platinum was discussed by astronomer Antonio de Ulloa and Don Jorge Juan y Santacilia ( 17131773), both appointed by King Philip V to join a geographical expedition in Peru that lasted from 1735 to 1745. Amongst other things, Ulloa observed the platina del pinto, the unworkable metal found with gold in New Granada (Colombia). British privateers intercepted Ulloa's ship on the return voyage. Though he was well-treated in England, and even made a member of the Royal Society he was prevented from publishing a reference to the unknown metal until 1748. Before that could happen Charles Wood independently isolated the element in 1741. Major finds were discovered in Russia in 1819, which produced around 90% of the global Platinum production at the turn of the 20th century.


          Due to its rarity, greater difficulty to work with and the need to alloy it with (at the time) an even more expensive metal iridium, platinum was only used in a limited way in jewelry at the end of the 19th century. This changed at beginning of the 20th century when most diamond ring mountings and most exclusive jewelry were almost completely made of platinum. From 1875 to 1960 the SI unit of length (the standard metre) was defined as the distance between two lines on a standard bar of an alloy of ninety percent platinum and ten percent iridium, measured at 0 degrees Celsius.


          


          Occurrence
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          Platinum is an extremely rare metal, occurring as only 0.003 ppb in the Earth's crust, and is 30 times rarer than gold. If all the world's platinum reserves were poured into one Olympic-size swimming pool, it would be just deep enough to cover one's ankles. Gold would fill more than three such pools.


          In 2005, South Africa was the top producer of platinum with almost 80% share followed by Russia and Canada, reports the British Geological Survey.


          Platinum is often found chemically uncombined as native platinum and alloyed with iridium as platiniridium. The platinum arsenide, sperrylite (PtAs2), is a major source of platinum associated with nickel ores in the Sudbury Basin deposit in Ontario, Canada. The rare sulfide mineral cooperite, (Pt,Pd,Ni)S, contains platinum along with palladium and nickel. Cooperite occurs in the Merensky Reef within the Bushveld complex, Gauteng, South Africa.


          Platinum, often accompanied by small amounts of other platinum family metals, occurs in alluvial placer deposits in the Witwatersrand of South Africa, the Ural Mountains, and in the Absaroka Range in the American state of Montana, the only place it is found in the western hemisphere.


          Platinum is produced commercially as a by-product of nickel ore processing in the Sudbury deposit. The huge quantities of nickel ore processed makes up for the fact that platinum is present as only 0.5 ppm in the ore.


          Platinum exists in relatively higher abundances on the Moon and in meteorites. Corrospondingly, platinum is found in slightly higher abundances at sites of bollide impact on the Earth that are associated with resulting post-impact volcanism, and can be mined economically; the Sudbury Basin is one such example.


          


          Precautions


          According to the Centers for Disease Control and Prevention, short-term exposure to platinum salts "may cause irritation of the eyes, nose, and throat" and long-term exposure "may cause both respiratory and skin allergies." The current OSHA standard is 0.002 milligram per cubic meter of air averaged over an 8-hour work shift.


          Certain platinum complexes are used in chemotherapy and show good anti-tumor activity for some tumours. Cisplatin is particularly effective against testicular cancer; cure rate was improved from 10% to 85%. However, the side effects are severe. Cisplatin causes cumulative, irreversible kidney damage and deafness.


          As platinum is a catalyst in the manufacture of the silicone rubber and gel components of several types of medical implants (breast implants, joint replacement prosthetics, artificial lumbar discs, vascular access ports), the possibility that platinum free radicals could enter the body and cause adverse effects has merited study. The FDA and other countries have reviewed the issue and found no evidence to suggest toxicity in vivo.


          


          Rarity and colour
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          Platinum's rarity as a metal has caused advertisers to associate it with exclusivity and wealth. "Platinum" credit cards have greater privileges than do "gold" ones. "Platinum awards" are the second highest possible, ranking above gold, silver and bronze, but below "Diamond". For example, in the United States a musical album that has sold more than 1,000,000 copies, will be credited as "platinum", whereas an album that sold more than 10,000,000 copies will be certified as diamond. And some products, such as blenders and vehicles, with a silvery-white colour are identified as "platinum". Platinum is considered a precious metal, although its use is not as common as the use of gold or silver. The frame of the Crown of Queen Elizabeth the Queen Mother, manufactured for her Coronation as Consort of King George VI, is made of platinum. It was the first British crown to be made of this particular metal.


          


          Production
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          In order to obtain pure platinum, the ore is crushed, made into a slurry, and then mixed with a detergent containing "collector" molecules. Air is then blown through the mixture, enabling the grains of metal minerals to be separated from the rest of the mixture. This process is called " flotation." The next step is smelting.


          In 2006, world supply of platinum was of about 217,700 kg or 7 million troy ounces.


          Average Price from 1991 to 2007 in $ per troy ounce (~$40/g).


          [image: Image:platinum prices 91-07.JPG]
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          Plato ( Greek: ά, Pltōn, "broad") (428/427 BC  348/347 BC), was a Classical Greek philosopher, who, together with his mentor, Socrates, and his student, Aristotle, helped to lay the foundations of Western philosophy. Plato was also a mathematician, writer of philosophical dialogues, and founder of the Academy in Athens, the first institution of higher learning in the western world. Plato was originally a student of Socrates, and was as much influenced by his thinking as by what he saw as his teacher's unjust death.


          Plato's sophistication as a writer can be witnessed by reading his Socratic dialogues. Some of the dialogues, letters, and other works that are ascribed to him are considered spurious. Interestingly, although there is little question that Plato lectured at the Academy that he founded, the pedagogical function of his dialogues, if any, is not known with certainty. The dialogues have since Plato's time been used to teach a range of subjects, mostly including philosophy, logic, rhetoric, mathematics, and other subjects about which he wrote.


          


          Biography


          


          Early life


          


          Birth and family


          The exact birthdate of Plato is unknown. Based on ancient sources, most modern scholars estimate that he was born in Athens or Aegina between 429 and 423 BC His father was Ariston. According to a disputed tradition, reported by Diogenes Laertius, Ariston traced his descent from the king of Athens, Codrus, and the king of Messenia, Melanthus. Plato's mother was Perictione, whose family boasted of a relationship with the famous Athenian lawmaker and lyric poet Solon. Perictione was sister of Charmides and niece of Critias, both prominent figures of the Thirty Tyrants, the brief oligarchic regime, which followed on the collapse of Athens at the end of the Peloponnesian war (404-403 BC). Besides Plato himself, Ariston and Perictione had three other children; these were two sons, Adeimantus and Glaucon, and a daughter Potone, the mother of Speusippus (the nephew and successor of Plato as head of his philosophical Academy). According to the Republic, Adeimantus and Glaucon were older than Plato. Nevertheless, in his Memorabilia, Xenophon presents Glaucon as younger than Plato.


          Ariston tried to force his attentions on Perictione, but failed of his purpose; then the ancient Greek god Apollo appeared to him in a vision, and, as a result of it, Ariston left Perictione unmolested. Another legend related that, while he was sleeping as an infant, bees had settled on the lips of Plato; an augury of the sweetness of style in which he would discourse philosophy.


          Ariston appears to have died in Plato's childhood, although the precise dating of his death is difficult. Perictione then married Pyrilampes, her mother's brother, who had served many times as an ambassador to the Persian court and was a friend of Pericles, the leader of the democratic faction in Athens. Pyrilampes had a son from a previous marriage, Demus, who was famous for his beauty. Perictione gave birth to Pyrilampes' second son, Antiphon, the half-brother of Plato, who appears in Parmenides.


          In contrast to his reticence about himself, Plato used to introduce his distinguished relatives into his dialogues, or to mention them with some precision: Charmides has one named after him; Critias speaks in both Charmides and Protagoras; Adeimantus and Glaucon take prominent parts in the Republic. From these and other references one can reconstruct his family tree, and this suggests a considerable amount of family pride. According to Burnet, "the opening scene of the Charmides is a glorification of the whole [family] connection ... Plato's dialogues are not only a memorial to Socrates, but also the happier days of his own family".


          


          Name


          According to Diogenes Lartius, the philosopher was named Aristocles after his grandfather, but his wrestling coach, Ariston of Argos, dubbed him "Platon", meaning "broad," on account of his robust figure. According to the sources mentioned by Diogenes (all dating from the Alexandrian period), Plato derived his name from the breadth (platyts) of his eloquence, or else because he was very wide (plats) across the forehead. In the 21st century some scholars disputed Diogenes, and argued that the legend about his name being Aristocles originated in the Hellenistic age.


          


          Education


          Apuleius informs us that Speusippus praised Plato's quickness of mind and modesty as a boy, and the "first fruits of his youth infused with hard work and love of study". Plato must have been instructed in grammar, music, and gymnastics by the most distinguished teachers of his time. Dicaearchus went so far as to say that Plato wrestled at the Isthmian games. Plato had also attended courses of philosophy; before meeting Socrates, he first became acquainted with Cratylus (a disciple of Heraclitus, a prominent pre-Socratic Greek philosopher) and the Heraclitean doctrines.


          


          Later life


          Plato may have traveled in Italy, Sicily, Egypt and Cyrene. Said to have returned to Athens at the age of forty, Plato founded one of the earliest known organized schools in Western Civilization on a plot of land in the Grove of Hecademus or Academus. The Academy was "a large enclosure of ground which was once the property of a citizen at Athens named Academus... some, however, say that it received its name from an ancient hero", and it operated until AD 529, when it was closed by Justinian I of Byzantium, who saw it as a threat to the propagation of Christianity. Many intellectuals were schooled in the Academy, the most prominent one being Aristotle.


          


          Plato and Socrates
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          Plato makes it clear, especially in his Apology of Socrates, that he was one of Socrates' devoted young followers. In that dialogue, Socrates is presented as mentioning Plato by name as one of those youths close enough to him to have been corrupted, if he were in fact guilty of corrupting the youth, and questioning why their fathers and brothers did not step forward to testify against him if he was indeed guilty of such a crime (33d-34a). Later, Plato is mentioned along with Crito, Critobolus, and Apollodorus as offering to pay a fine of 30 minas on Socrates' behalf, in lieu of the death penalty proposed by Meletus (38b). In the Phaedo, the title character lists those who were in attendance at the prison on Socrates' last day, explaining Plato's absence by saying, "Plato was ill" (Phaedo 59b).


          The relationship between Plato and Socrates is not unproblematic, however. Aristotle, for example, attributes a different doctrine with respect to the ideas to Plato and Socrates (Metaphysics 987b111), but Plato never speaks in his own voice in his dialogues. In the Second Letter, it says, "no writing of Plato exists or ever will exist, but those now said to be his are those of a Socrates become beautiful and new" (341c); if the Letter is Plato's, the final qualification seems to call into question the dialogues' historical fidelity. In any case, Xenophon and Aristophanes seem to present a somewhat different portrait of Socrates than Plato paints. Some have called attention to the problem of taking Plato's Socrates to be his mouthpiece, given Socrates' reputation for irony.


          The precise relationship between Plato and Socrates remains an area of contention among scholars.


          


          Philosophy


          


          Recurrent Themes


          Much on Plato's mind is the father-son relationship, the "question" of whether a father's interest in his sons has much to do with how well his sons turn out. A boy in ancient Athens was socially located by his family identity, and Plato often refers to his characters in terms of their paternal and fraternal relationships. Socrates was not a family man, and saw himself as the son of his mother, who was apparently a midwife. A divine fatalist, Socrates mocks men who spent exorbitant fees on tutors and trainers for their sons, and repeatedly ventures the idea that good character is a gift from the gods. Crito reminds Socrates that orphans are at the mercy of chance, but Socrates is unconcerned. In the Theaetetus, he is found recruiting as a disciple a young man whose inheritance has been squandered. Socrates twice compares the relationship of the older man and his boy lover to the father-son relationship (Lysis 213a, Republic 3.403b), and in the Phaedo, Socrates' disciples, towards whom he displays more concern than his biological sons, say they will feel "fatherless" when he is gone. Many dialogues, like these, suggest that man-boy love (which is "spiritual") is a wise man's substitute for father-son biology (which is "bodily").


          In several dialogues, Socrates floats the idea that Knowledge is a matter of recollection, and not of learning, observation, or study. He maintains this view somewhat at his own expense, because in many dialogues, Socrates complains of his forgetfulness. Socrates is often found arguing that knowledge is not empirical, and that it comes from divine insight. He is quite consistent in believing in the immortality of the soul, and several dialogues end with long speeches imagining the afterlife. More than one dialogue contrasts knowledge and opinion, perception and reality, nature and custom, and body and soul. The only contrast to this is his Parmenides.


          Several dialogues tackle questions about art: Socrates says that poetry is inspired by the muses, and is not rational. He speaks approvingly of this, and other forms of divine madness (drunkenness, eroticism, and dreaming) in the Phaedrus (265ac), and yet in the Republic wants to outlaw Homer's great poetry, and laughter as well. In Ion, Socrates gives no hint of the disapproval of Homer that he expresses in the Republic. The dialogue Ion suggests that Homer's Iliad functioned in the ancient Greek world as the bible does today in the modern Christian world: as divinely inspired literature that can provide moral guidance, if only it can be properly interpreted.


          On politics and art, religion and science, justice and medicine, virtue and vice, crime and punishment, pleasure and pain, rhetoric and rhapsody, human nature and sexuality, love and wisdom, Socrates and his company of disputants had something to say.


          


          Metaphysics


          "Platonism" is a term coined by scholars to refer to the intellectual consequences of denying, as Socrates often does, the reality of the material world. In several dialogues, most notably the Republic, Socrates inverts the common man's intuition about what is knowable and what is real. While most people take the objects of their senses to be real if anything is, Socrates is contemptuous of people who think that something has to be graspable in the hands to be real. In the Theaetetus, he says such people are "eu a-mousoi", an expression that means literally, "happily without the muses" (Theaetetus 156a). In other words, such people live without the divine inspiration that gives him, and people like him, access to higher insights about reality.


          Socrates's idea that reality is unavailable to those who use their senses is what puts him at odds with the common man, and with common sense. Socrates says that he who sees with his eyes is blind, and this idea is most famously captured in his allegory of the cave, and more explicitly in his description of the divided line. The allegory of the cave (begins Republic 7.514a) is a paradoxical analogy wherein Socrates argues that the invisible world is the most intelligible ("noeton") and that the visible world ("(h)oraton") is the least knowable, and the most obscure. (This is exactly the opposite of what Socrates says to Euthyphro in the soothsayer's namesake dialogue. There, Socrates tells Euthyphro that people can agree on matters of logic and science, and are divided on moral matters, which are not so easily verifiable.)


          Socrates says in the Republic that people who take the sun-lit world of the senses to be good and real are living pitifully in a den of evil and ignorance. Socrates admits that few climb out of the den, or cave of ignorance, and those who do, not only have a terrible struggle to attain the heights, but when they go back down for a visit or to help other people up, they find themselves objects of scorn and ridicule.


          According to Socrates, physical objects and physical events are "shadows" of their ideal or perfect forms, and exist only to the extent that they instantiate the perfect versions of themselves. Just as shadows are temporary, inconsequential epiphenomena produced by physical objects, physical objects are themselves fleeting phenomena caused by more substantial causes, the ideals of which they are mere instances. For example, Socrates thinks that perfect justice exists (although it is not clear where) and his own trial would be a cheap copy of it.


          The allegory of the cave (often said by scholars to represent Plato's own epistemology and metaphysics) is intimately connected to his political ideology (often said to also be Plato's own), that only people who have climbed out of the cave and cast their eyes on a vision of goodness are fit to rule. Socrates claims that the enlightened men of society must be forced from their divine contemplations and compelled to run the city according to their lofty insights. Thus is born the idea of the "philosopher-king", the wise person who accepts the power thrust upon him by the people who are wise enough to choose a good master. This is the main thesis of Socrates in the Republic, that the most wisdom the masses can muster is the wise choice of a ruler.


          The word metaphysics derives from the fact that Aristotle's musings about divine reality came after ("meta") his lecture notes on his treatise on nature ("physics"). The term is in fact applied to Aristotle's own teacher, and Plato's "metaphysics" is understood as Socrates' division of reality into the warring and irreconcilable domains of the material and the spiritual. The theory has been of incalculable influence in the history of Western philosophy and religion.


          


          Theory of Forms


          The Theory of Forms typically refers to Plato's belief that the material world as it seems to us is not the real world, but only a shadow of the real world. Plato spoke of forms in formulating his solution to the problem of universals. The forms, according to Plato, are roughly speaking archetypes or abstract representations of the many types and properties (that is, of universals) of things we see all around us.


          


          Epistemology


          Many have interpreted Plato as stating that knowledge is justified true belief, an influential view which informed future developments in modern analytic epistemology. This interpretation is based on a reading of the Theaetetus wherein Plato argues that belief is to be distinguished from knowledge on account of justification. Many years later, Edmund Gettier famously demonstrated the problems of the justified true belief account of knowledge. This interpretation, however, imports modern analytic and empiricist categories onto Plato himself and is better read on its own terms than as Plato's view.


          Really, in the Sophist, Statesman, Republic, and the Parmenides Plato himself associates knowledge with the apprehension of unchanging Forms and their relationships to one another (which he calls "expertise" in Dialectic). More explicitly, Plato himself argues in the Timaeus that knowledge is always proportionate to the realm from which it is gained. In other words, if one derives their account of something experientially, because the world of sense is in flux, the views therein attained will be mere opinions. And opinions are characterized by a lack of necessity and stability. On the other hand, if one derives their account of something by way of the non-sensible forms, because these forms are unchanging, so too is the account derived from them. It is only in this sense that Plato uses the term " knowledge."


          In the Meno, Socrates uses a geometrical example to expound Plato's view that knowledge in this latter sense is acquired by recollection. Socrates elicits a fact concerning a geometrical construction from a slave boy, who could not have otherwise known the fact (due to the slave boy's lack of education). The knowledge must be present, Socrates concludes, in an eternal, non-experiential form.


          


          The State
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          Plato's philosophical views had many societal implications, especially on the idea of an ideal state or government. There is some discrepancy between his early and later views. Some of the most famous doctrines are contained in the Republic during his middle period, as well as in the Laws and the Statesman. However, because Plato wrote dialogues, it is assumed that Socrates is often speaking for Plato. This assumption may not be true in all cases.


          Plato, through the words of Socrates, asserts that societies have a tripartite class structure corresponding to the appetite/spirit/reason structure of the individual soul. The appetite/spirit/reason stand for different parts of the body. The body parts symbolize the castes of society.


          
            	Productive Which represents the abdomen.(Workers)  the labourers, carpenters, plumbers, masons, merchants, farmers, ranchers, etc. These correspond to the "appetite" part of the soul.


            	Protective Which represents the chest.(Warriors or Guardians)  those who are adventurous, strong and brave; in the armed forces. These correspond to the "spirit" part of the soul.


            	Governing Which represents the head. (Rulers or Philosopher Kings)  those who are intelligent, rational, self-controlled, in love with wisdom, well suited to make decisions for the community. These correspond to the "reason" part of the soul and are very few.

          


          According to this model, the principles of Athenian democracy (as it existed in his day) are rejected as only a few are fit to rule. Instead of rhetoric and persuasion, Plato says reason and wisdom should govern. As Plato puts it:


          
            	"Until philosophers rule as kings or those who are now called kings and leading men genuinely and adequately philosophise, that is, until political power and philosophy entirely coincide, while the many natures who at present pursue either one exclusively are forcibly prevented from doing so, cities will have no rest from evils,... nor, I think, will the human race." (Republic 473c-d)
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          Plato describes these "philosopher kings" as "those who love the sight of truth" (Republic 475c) and supports the idea with the analogy of a captain and his ship or a doctor and his medicine. Sailing and health are not things that everyone is qualified to practice by nature. A large part of the Republic then addresses how the educational system should be set up to produce these philosopher kings.


          However, it must be taken into account that the ideal city outlined in the Republic is qualified by Socrates as the ideal luxurious city, examined to determine how it is that injustice and justice grow in a city (Republic 372e). According to Socrates, the "true" and "healthy" city is instead the one first outlined in book II of the Republic, 369c372d, containing farmers, craftsmen, merchants, and wage-earners, but lacking the guardian class of philosopher-kings as well as delicacies such as "perfumed oils, incense, prostitutes, and pastries", in addition to paintings, gold, ivory, couches, a multitude of occupations such as poets and hunters, and war.


          In addition, the ideal city is used as an image to illuminate the state of one's soul, or the will, reason, and desires combined in the human body. Socrates is attempting to make an image of a rightly ordered human, and then later goes on to describe the different kinds of humans that can be observed, from tyrants to lovers of money in various kinds of cities. The ideal city is not promoted, but only used to magnify the different kinds of individual humans and the state of their soul. However, the philosopher king image was used by many after Plato to justify their personal political beliefs. The philosophic soul according to Socrates has reason, will, and desires united in virtuous harmony. A philosopher has the moderate love for wisdom and the courage to act according to wisdom. Wisdom is knowledge about the Good or the right relations between all that exists.


          Wherein it concerns states and rulers, Plato has made interesting arguments. For instance he asks which is better - a bad democracy or a country reigned by a tyrant. He argues that it is better to be ruled by a bad tyrant (since then there is only one person committing bad deeds) than be a bad democracy (since here all the people are now responsible for such actions.)


          According to Plato, a state which is made up of different kinds of souls, will overall decline from an aristocracy (rule by the best) to a timocracy (rule by the honorable), then to an oligarchy (rule by the few), then to a democracy (rule by the people), and finally to tyranny (rule by one person, rule by a tyrant). Perhaps Plato is trying to warn us of the various kinds of immoderate souls that can rule over a state, and what kind of wise souls are best to advise and give counsel to the rulers that are often lovers of power, money, fame, and popularity.


          


          Unwritten Doctrine


          For a long time Plato's unwritten doctrine has been considered unworthy of attention. Most of the books on Plato seem to diminish its importance. Nevertheless the first important witness who mentions its existence is Aristotle, who in his Physics (209 b) writes: "It is true, indeed, that the account he gives there [i.e. in Timaeus] of the participant is different from what he says in his so-called unwritten teaching (ἄ ό)." The term ἄ ό literally means unwritten doctrine and it stands for the most fundamental metaphysical teaching of Plato which he disclosed only to his most trusted fellows and kept secret from the public.


          The reason for not revealing it to everyone is partially discussed in Phaedrus (276 c) where Plato criticizes the written transmission of knowledge as faulty, favoring instead the spoken logos: "he who has knowledge of the just and the good and beautiful ... will not, when in earnest, write them in ink, sowing them through a pen with words which cannot defend themselves by argument and cannot teach the truth effectually." The same argument is repeated in Plato's Seventh Letter (344 c): "every serious man in dealing with really serious subjects carefully avoids writing." In the same letter he writes (341 c): "I can certainly declare concerning all these writers who claim to know the subjects which I seriously study ... there does not exist, nor will there ever exist, any treatise of mine dealing therewith." Such secrecy is necessary in order not "to expose them to unseemly and degrading treatment" (344 d).


          It is however said that Plato once disclosed this knowledge to the public in his lecture On the Good (ὶ ἀῦ), in which the Good (ὸ ἀό) is identified with the One (the Unity, ὸ ἕ), the fundamental ontological principle. The content of this lecture has been transmitted by several witnesses, among others Aristoxenus who describes the event in the following words: "Each came expecting to learn something about the things which are generally considered good for men, such as wealth, good health, physical strength, and altogether a kind of wonderful happiness. But when the mathematical demonstrations came, including numbers, geometrical figures and astronomy, and finally the statement Good is One seemed to them, I imagine, utterly unexpected and strange; hence some belittled the matter, while others rejected it." Simplicius quotes Alexander of Aphrodisias who states that "according to Plato, the first principles of everything, including the Forms themselves are One and Indefinite Duality (ἡ ἀό ά) which he called Large and Small (ὸ έ ὶ ὸ ό) ... one might also learn this from Speusippus and Xenocrates and the others who were present at Plato's lecture on the Good"


          Their account is in full agreement with Aristotle's description of Plato's metaphysical doctrine. In Metaphysics he writes: "Now since the Forms are the causes of everything else, he [i.e. Plato] supposed that their elements are the elements of all things. Accordingly the material principle is the Great and Small [i.e. the Dyad], and the essence is the One (ὸ ἕ), since the numbers are derived from the Great and Small by participation in the One" (987 b). "From this account it is clear that he only employed two causes: that of the essence, and the material cause; for the Forms are the cause of the essence in everything else, and the One is the cause of it in the Forms. He also tells us what the material substrate is of which the Forms are predicated in the case of sensible things, and the One in that of the Forms - that it is this the duality (the Dyad, ἡ ά), the Great and Small (ὸ έ ὶ ὸ ό). Further, he assigned to these two elements respectively the causation of good and of evil" (988 a).


          The most important aspect of this interpretation of Plato's metaphysics is the continuity between his teaching and the neoplatonic interpretation of Plotinus or Ficino which has been considered errorneous by many but may in fact have been directly influenced by oral transmission of Plato's doctrine. The first scholar who recognized the importance of the unwritten doctrine of Plato was Heinrich Gomperz who described it in his speech during the 7th International Congress of Philosophy in 1930. All the sources related to the ἄ ό have been collected by Konrad Gaiser and published as Testimonia Platonica. These sources have subsequently been interpreted by scholars from the german Tbingen School such as Hans Joachim Krmer or Thomas A. Szlezk.


          


          Works
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          Thirty-five dialogues and thirteen letters have traditionally been ascribed to Plato, though modern scholarship doubts the authenticity of at least some of these. Plato's writings have been published in several fashions; this has led to several conventions regarding the naming and referencing of Plato's texts.


          The usual system for making unique references to sections of the text by Plato derives from a 16th century edition of Plato's works by Henricus Stephanus. An overview of Plato's writings according to this system can be found in the Stephanus pagination article.


          One tradition regarding the arrangement of Plato's texts is according to tetralogies. This scheme is ascribed by Diogenes Laertius to an ancient scholar and court astrologer to Tiberius named Thrasyllus.


          In the list below, works by Plato are marked (1) if there is no consensus among scholars as to whether Plato is the author, and (2) if scholars generally agree that Plato is not the author of the work. Unmarked works are assumed to have been written by Plato.


          
            
              	I. Euthyphro, (The) Apology (of Socrates), Crito, Phaedo


              	II. Cratylus, Theaetetus, Sophist, Statesman


              	III. Parmenides, Philebus, (The) Symposium, Phaedrus


              	IV. First Alcibiades (1), Second Alcibiades (2), Hipparchus (2), (The) (Rival) Lovers (2)


              	V. Theages (2), Charmides, Laches, Lysis


              	VI. Euthydemus, Protagoras, Gorgias, Meno


              	VII. (Greater) Hippias (major) (1), (Lesser) Hippias (minor), Ion, Menexenus


              	VIII. Clitophon (1), (The) Republic, Timaeus, Critias


              	IX. Minos (2), (The) Laws, Epinomis (2), Epistles (1).

            

          


          The remaining works were transmitted under Plato's name, most of them already considered spurious in antiquity, and so were not included by Thrasyllus in his tetralogical arrangement. These works are labelled as Notheuomenoi ("spurious") or Apocrypha.


          
            	Axiochus (2), Definitions (2), Demodocus (2), Epigrams, Eryxias (2), Halcyon (2), On Justice (2), On Virtue (2), Sisyphus (2).

          


          


          Plato's Dialogues


          The exact order in which Plato's dialogues were written is not known, nor is the extent to which some might have been later revised and rewritten.


          Lewis Campbell was the first to make exhaustive use of stylometry to prove objectively that the Critias, Timaeus, Laws, Philebus, Sophist, and Statesman were all clustered together as a group, while the Parmenides, Phaedrus, Republic, and Theaetetus belong to a separate group, which must be earlier (given Aristotle's statement in his Politics that the Laws was written after the Republic; cf. Diogenes Laertius Lives 3.37). What is remarkable about Campbell's conclusions is that, in spite of all the stylometric studies that have been conducted since his time, perhaps the only chronological fact about Plato's works that can now be said to be proven by stylometry is the fact that Critias, Timaeus, Laws, Philebus, Sophist, and Statesman are the latest of Plato's dialogues, the others earlier.


          Increasingly in the most recent Plato scholarship, writers are skeptical of the notion that the order of Plato's writings can be established with any precision, though Plato's works are still often characterized as falling at least roughly into three groups. The following represents one such devision which is relatively common. It should, however, be kept in mind that many of the positions in the ordering are still highly disputed, and also that the very notion that Plato's dialogues can or should be "ordered" is by no means universally accepted.


          


          Early dialogues


          Socrates figures in all of these, and they are considered the most faithful representations of the historical Socrates; hence they are also called the Socratic dialogues. Most of them consist of Socrates discussing a subject, often an ethical one (friendship, piety) with a friend or with someone presumed to be an expert on it. Through a series of questions he will show that apparently they do not understand it at all. It is left to the reader to figure out if "he" really understands "it". This makes these dialogues "indirect" teachings.


          
            	Apology


            	Charmides


            	Crito


            	Euthyphro


            	Ion


            	Laches


            	Lesser Hippias


            	Lysis


            	Menexenus


            	Protagoras is often considered one of the last of these "earlier" dialogues.

          


          The following are often considered "transitional" or "pre-middle" dialogues:


          
            	Gorgias


            	Meno


            	Euthydemus

          


          


          Middle dialogues


          Late in the early dialogues Plato's Socrates actually begins supplying answers to some of the questions he asks, or putting forth positive doctrines. This is generally seen as the first appearance of Plato's own views. The first of these, that goodness is wisdom and that no one does evil willingly, was perhaps Socrates' own view. What becomes most prominent in the middle dialogues is the idea that knowledge comes of grasping unchanging forms or essences, paired with the attempts to investigate such essences. The immortality of the soul, and specific doctrines about justice, truth, and beauty, begin appearing here. The Symposium and the Republic are considered the centrepieces of Plato's middle period. The Parmenides and Theaetetus are often considered to come late in this period and transitional to the next, as they seem to treat the Theory of Forms critically (Parmenides) or not at all (Theaetetus).


          
            	Cratylus


            	Phaedo


            	Phaedrus


            	Symposium


            	Republic


            	Theaetetus


            	Parmenides

          


          


          Late dialogues
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          The Parmenides presents a series of criticisms of the theory of Forms which are widely taken to indicate Plato's abandonment of the doctrine. Some recent publications (e.g., Meinwald (1991)) have challenged this characterisation. In most of the remaining dialogues the theory is either absent or at least appears under a different guise in discussions about kinds or classes of things (the Timaeus may be an important, and hence controversially placed, exception). Socrates is either absent or a minor figure in the discussion. An apparently new method for doing dialectic known as "collection and division" is also featured, most notably in the Sophist and Statesman, explicitly for the first time in the Phaedrus, and possibly in the Philebus. A basic description of collection and division would go as follows: interlocutors attempt to discern the similarities and differences among things in order to get clear idea about what they in fact are. One understanding, suggested in some passages of the Sophist, is that this is what philosophy is always in the business of doing, and is doing even in the early dialogues.


          The late dialogues are also an important place to look for Plato's mature thought on most of the issues dealt with in the earlier dialogues. There is much work still to be done by scholars on the working out of what these views are. The later works are agreed to be difficult and challenging pieces of philosophy. On the whole they are more sober and logical than earlier works, but may hold out the promise of steps towards a solution to problems which were systematically laid out in prior works.


          
            	Sophist


            	Statesman


            	Philebus


            	Timaeus


            	Critias


            	Laws

          


          


          Narration of the dialogues


          Plato never presents himself as a participant in any of the dialogues, and with the exception of the Apology, there is no suggestion that he heard any of the dialogues firsthand. Some dialogues have no narrator but have a pure "dramatic" form (examples: Meno, Gorgias, Phaedrus, Crito, Euthyphro), some dialogues are narrated by Socrates, wherein he speaks in first person (examples: Lysis, Charmides, Republic). One dialogue, Protagoras, begins in dramatic form but quickly proceeds to Socrates' narration of a conversation he had previously with the sophist for whom the dialogue is named; this narration continues uninterrupted till the dialogue's end.
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          The three dialogues, Phaedo, Symposium, and Theaetetus, also begin in dramatic form but then proceed to virtually uninterrupted narration by followers of Socrates, and all, apparently, based on their distant memory or secondhand reports. Phaedo, an account of Socrates' final conversation and hemlock drinking, is narrated by Phaedo to Echecrates in a foreign city many years after the execution took place. The Symposium is narrated by Apollodorus, a Socratic disciple, apparently to Glaucon. Apollodorus assures his listener that he is recounting the story, which took place when he himself was an infant, not from his own memory, but as remembered by Aristodemus, who told him the story years ago. In the beginning of the Theaetetus (142c-143b), Euclides says that he compiled the conversation from notes he took based on what Socrates told him of his conversation with the title character. The rest of the Theaetetus is presented as a "book" written in dramatic form and read by one of Euclides' slaves (143c). Some scholars take this as an indication that Plato had by this date wearied of the narrated form. With the exception of the Theaetetus, Plato gives no explicit indication as to how these orally transmitted conversations came to be written down. Other dialogues, such as the Phaedo, Symposium, and Parmenides, do suggest that such conversations were faithfully recalled and transmitted by Socrates' followers.


          


          Trial of Socrates


          The trial of Socrates is the central, unifying event of the great Platonic dialogues. Because of this, Plato's Apology is perhaps the most often read of the dialogues. In the Apology, Socrates tries to dismiss rumors that he is a sophist and defends himself against charges of disbelief in the gods and corruption of the young. Socrates insists that long-standing slander will be the real cause of his demise, and says the legal charges are essentially false. Socrates famously denies being wise, and explains how his life as a philosopher was launched by the oracle at Delphi. He says that his quest to resolve the riddle of the oracle put him at odds with his fellow man, and that this is the reason he has been mistaken for a menace to the city-state of Athens.


          


          Unity and Diversity of the Dialogues


          If Plato's important dialogues do not refer to Socrates' execution explicitly, they allude to it, or use characters or themes that play a part in it. Five dialogues foreshadow the trial: In the Theaetetus (210d) and the Euthyphro (2ab) Socrates tells people that he is about to face corruption charges. In the Meno (94e95a), one of the men who brings legal charges against Socrates, Anytus, warns him about the trouble he may get into if he does not stop criticizing important people. In the Gorgias, Socrates says that his trial will be like a doctor prosecuted by a cook who asks a jury of children to choose between the doctor's bitter medicine and the cook's tasty treats (521e522a). In the Republic (7.517e), Socrates explains why an enlightened man (presumably himself) will stumble in a courtroom situation. The Apology is Socrates' defense speech, and the Crito and Phaedo take place in prison after the conviction. In the Protagoras, Socrates is a guest at the home of Callias, son of Hipponicus, a man whom Socrates disparages in the Apology as having wasted a great amount of money on sophists' fees.


          Two other important dialogues, the Symposium and the Phaedrus, are linked to the main storyline by characters. In the Apology (19b, c), Socrates says Aristophanes slandered him in a comic play, and blames him for causing his bad reputation, and ultimately, his death. In the Symposium, the two of them are drinking together with other friends. The character Phaedrus is linked to the main story line by character (Phaedrus is also a participant in the Symposium and the Protagoras) and by theme (the philosopher as divine emissary, etc.) The Protagoras is also strongly linked to the Symposium by characters: all of the formal speakers at the Symposium (with the exception of Aristophanes) are present at the home of Callias in that dialogue. Charmides and his guardian Critias are present for the discussion in the Protagoras. Examples of characters crossing between dialogues can be further multiplied. The Protagoras contains the largest gathering of Socratic associates.


          In the dialogues for which Plato is most celebrated and admired, Socrates is concerned with human and political virtue, has a distinctive personality, and friends and enemies who "travel" with him from dialogue to dialogue. This is not to say that Socrates is consistent: a man who is his friend in one dialogue may be an adversary or subject of his mockery in another. For example, Socrates praises the wisdom of Euthyphro many times in the Cratylus, but makes him look like a fool in the Euthyphro. He disparages sophists generally, and Prodicus specifically in the Apology, yet tells Theaetetus in his namesake dialogue that he admires Prodicus and has directed many pupils to him. In Cratylus (384b-c), Socrates says that he studied with Cratylus, and took his one- drachma course because he could not afford the full fifty-drachma course. Socrates' ideas are also not consistent within or between or among dialogues.


          


          Platonic Scholarship
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          Plato's thought is often compared with that of his most famous student, Aristotle, whose reputation during the Western Middle Ages so completely eclipsed that of Plato that the Scholastic philosophers referred to Aristotle as "the Philosopher". However, in the Byzantine Empire, the study of Plato continued.


          The Medieval scholastic philosophers did not have access to the works of Plato, nor the knowledge of Greek needed to read them. Plato's original writings were essentially lost to Western civilization until they were brought from Constantinople in the century before its fall, by George Gemistos Plethon. Medieval scholars knew of Plato only through translations into Latin from the translations into Arabic by Persian and Arab scholars. These scholars not only translated the texts of the ancients, but expanded them by writing extensive commentaries and interpretations on Plato's and Aristotle's works (see Al-Farabi, Avicenna, Averroes).


          Only in the Renaissance, with the general resurgence of interest in classical civilization, did knowledge of Plato's philosophy become widespread again in the West. Many of the greatest early modern scientists and artists who broke with Scholasticism and fostered the flowering of the Renaissance, with the support of the Plato-inspired Lorenzo de Medici, saw Plato's philosophy as the basis for progress in the arts and sciences. By the 19th century, Plato's reputation was restored, and at least on par with Aristotle's.


          Notable Western philosophers have continued to draw upon Plato's work since that time. Plato's influence has been especially strong in mathematics and the sciences. He helped to distinguish between pure and applied mathematics by widening the gap between "arithmetic", now called Number Theory and "logistic", now called arithmetic. He regarded logistic as appropriate for business men and men of war who "must learn the art of numbers or he will not know how to array his troops," while arithmetic was appropriate for philosophers "because he has to arise out of the sea of change and lay hold of true being." Plato's resurgence further inspired some of the greatest advances in logic since Aristotle, primarily through Gottlob Frege and his followers Kurt Gdel, Alonzo Church, and Alfred Tarski; the last of these summarised his approach by reversing Aristotle's famous declaration of sedition from the Nicomachean Ethics (1096a15: Amicus Plato sed magis amica veritas - "Plato is a friend, but truth is a greater friend") to Inimicus Plato sed magis amica veritas ("Plato is an enemy, but truth is a greater friend"). Albert Einstein drew on Plato's understanding of an immutable reality that underlies the flux of appearances for his objections to the probabilistic picture of the physical universe propounded by Niels Bohr in his interpretation of quantum mechanics. Conversely, thinkers that diverged from ontological models and moral ideals in their own philosophy, have tended to disparage Platonism from more or less informed perspectives. Thus Friedrich Nietzsche attacked Plato's moral and political theories, Martin Heidegger argued against Plato's alleged obfuscation of Being, and Karl Popper argued in The Open Society and Its Enemies (1945) that Plato's alleged proposal for a government system in the Republic was prototypically totalitarian. Leo Strauss is considered by some as the prime thinker involved in the recovery of Platonic thought in its more political, and less metaphysical, form. Deeply influenced by Nietzsche and Heidegger, Strauss nonetheless rejects their condemnation of Plato and looks to the dialogues for a solution to what all three thinkers acknowledge as 'the crisis of the West.'


          
            
              
                	Academic Genealogy
              


              
                	Notable teachers

                	Notable students
              


              
                	Socrates

                	
                  Amyclus of Heraclea


                  Aristonymus

                  Aristotle

                  Axiothea of Phlius

                  Callippus of Athens

                  Coriscus of Scepsis

                  Demetrius of Amphipolis

                  Dion of Syracuse

                  Erastus of Scepsis

                  Euaeon of Lampsacus

                  Eudoxus of Cnidus

                  Heraclides of Aenus

                  Heraclides of Pontus

                  Hermias of Atarneus

                  Hestiaeus of Perinthus

                  Hippothales of Athens

                  Lastheneia of Mantinea

                  Philippus of Opus

                  Phormio

                  Python of Aenus

                  Speusippus of Athens

                  Timolaus of Cyzicus

                  Theophrastus

                  Xenocrates of Chalcedon
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        Platonic solid


        
          

          

          'Platonic solid' is a convex regular polyhedron. These are the three-dimensional analogs of the convex regular polygons. There are precisely five such figures (shown below). They are unique in that the faces, edges and angles are all congruent.


          
            
              	The Five Convex Regular Polyhedra (Platonic solids)
            


            
              	Tetrahedron

              	Hexahedron

              or Cube

              	Octahedron

              	Dodecahedron

              	Icosahedron
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          The name of each figure is derived from the number of its faces: respectively 4, 6, 8, 12, and 20.


          The aesthetic beauty and symmetry of the Platonic solids have made them a favorite subject of geometers for thousands of years. They are named for the ancient Greek philosopher Plato who theorized the classical elements were constructed from the regular solids.


          


          History
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          The Platonic solids have been known since antiquity. Ornamented models of them can be found among the carved stone balls created by the late neolithic people of Scotland at least 1000 years before Plato (Atiyah and Sutcliffe 2003).


          The ancient Greeks studied the Platonic solids extensively. Some sources (such as Proclus) credit Pythagoras with their discovery. Other evidence suggests he may have only been familiar with the tetrahedron, cube, and dodecahedron, and that the discovery of the octahedron and icosahedron belong to Theaetetus, a contemporary of Plato. In any case, Theaetetus gave a mathematical description of all five and may have been responsible for the first known proof that there are no other convex regular polyhedra.


          The Platonic solids feature prominently in the philosophy of Plato for whom they are named. Plato wrote about them in the dialogue Timaeus c.360 B.C. in which he associated each of the four classical elements ( earth, air, water, and fire) with a regular solid. Earth was associated with the cube, air with the octahedron, water with the icosahedron, and fire with the tetrahedron. There was intuitive justification for these associations: the heat of fire feels sharp and stabbing (like little tetrahedra). Air is made of the octahedron; its minuscule components are so smooth that one can barely feel it. Water, the icosahedron, flows out of one's hand when picked up, as if it is made of tiny little balls. By contrast, a highly un-spherical solid, the hexahedron (cube) represents earth. These clumsy little solids cause dirt to crumble and break when picked up, in stark difference to the smooth flow of water. The fifth Platonic solid, the dodecahedron, Plato obscurely remarks, "...the god used for arranging the constellations on the whole heaven". Aristotle added a fifth element, aithr (aether in Latin, "ether" in English) and postulated that the heavens were made of this element, but he had no interest in matching it with Plato's fifth solid.


          Euclid gave a complete mathematical description of the Platonic solids in the Elements; the last book (Book XIII) of which is devoted to their properties. Propositions 1317 in Book XIII describe the construction of the tetrahedron, octahedron, cube, icosahedron, and dodecahedron in that order. For each solid Euclid finds the ratio of the diameter of the circumscribed sphere to the edge length. In Proposition 18 he argues that there are no further convex regular polyhedra. Much of the information in Book XIII is probably derived from the work of Theaetetus.


          In the 16th century, the German astronomer Johannes Kepler attempted to find a relation between the five known planets at that time (excluding the Earth) and the five Platonic solids. In Mysterium Cosmographicum, published in 1596, Kepler laid out a model of the solar system in which the five solids were set inside one another and separated by a series of inscribed and circumscribed spheres. The six spheres each corresponded to one of the planets (Mercury, Venus, Earth, Mars, Jupiter, and Saturn). The solids were ordered with the innermost being the octahedron, followed by the icosahedron, dodecahedron, tetrahedron, and finally the cube. In this way the structure of the solar system and the distance relationships between the planets was dictated by the Platonic solids. In the end, Kepler's original idea had to be abandoned, but out of his research came the discovery of the Kepler solids, the realization that the orbits of planets are not circles, and Kepler's laws of planetary motion for which he is now famous.


          


          


          Combinatorial properties


          A convex polyhedron is a Platonic solid if and only if


          
            	all its faces are congruent convex regular polygons,


            	none of its faces intersect except at their edges, and


            	the same number of faces meet at each of its vertices.

          


          Each Platonic solid can therefore be denoted by a symbol {p, q} where


          
            	p = the number of sides of each face (or the number of vertices of each face) and


            	q = the number of faces meeting at each vertex (or the number of edges meeting at each vertex).

          


          The symbol {p, q}, called the Schlfli symbol, gives a combinatorial description of the polyhedron. The Schlfli symbols of the five Platonic solids are given in the table below.


          
            
              	Polyhedron

              	Vertices

              	Edges

              	Faces

              	Schlfli symbol

              	Vertex

              configuration
            


            
              	tetrahedron

              	[image: Tetrahedron]

              	4

              	6

              	4

              	{3, 3}

              	3.3.3
            


            
              	cube

              	[image: Hexahedron (cube)]

              	8

              	12

              	6

              	{4, 3}

              	4.4.4
            


            
              	octahedron

              	[image: Octahedron]

              	6

              	12

              	8

              	{3, 4}

              	3.3.3.3
            


            
              	dodecahedron

              	[image: Dodecahedron]

              	20

              	30

              	12

              	{5, 3}

              	5.5.5
            


            
              	icosahedron

              	[image: Icosahedron]

              	12

              	30

              	20

              	{3, 5}

              	3.3.3.3.3
            

          


          All other combinatorial information about these solids, such as total number of vertices (V), edges (E), and faces (F), can be determined from p and q. Since any edge joins two vertices and has two adjacent faces we must have:


          
            	[image: pF = 2E = qV.\,]

          


          The other relationship between these values is given by Euler's formula:


          
            	[image: V - E + F = 2.\,]

          


          This nontrivial fact can be proved in a great variety of ways (in algebraic topology it follows from the fact that the Euler characteristic of the sphere is 2). Together these three relationships completely determine V, E, and F:


          
            	[image: V = \frac{4p}{4 - (p-2)(q-2)},\quad E = \frac{2pq}{4 - (p-2)(q-2)},\quad F = \frac{4q}{4 - (p-2)(q-2)}.]

          


          Note that swapping p and q interchanges F and V while leaving E unchanged (For a geometric interpretation of this fact see the section on dual polyhedra below).


          


          Classification


          It is a classical result that there are only five convex regular polyhedra. Two common arguments are given below. Both of these arguments only show that there can be no more than five Platonic solids. That all five actually exist is a separate questionone that can be answered by an explicit construction.


          


          Geometric proof


          The following geometric argument is very similar to the one given by Euclid in the Elements:


          
            	Each vertex of the solid must coincide with one vertex each of at least three faces.


            	At each vertex of the solid, the total, among the adjacent faces, of the angles between their respective adjacent sides must be less than 360.


            	The angles at all vertices of all faces of a Platonic solid are identical, so each vertex of each face must contribute less than 360/3=120.


            	Regular polygons of six or more sides have only angles of 120 or more, so the common face must be the triangle, square, or pentagon. And for:

              
                	Triangular faces: each vertex of a regular triangle is 60, so a shape may have 3, 4, or 5 triangles meeting at a vertex; these are the tetrahedron, octahedron, and icosahedron respectively.


                	Square faces: each vertex of a square is 90, so there is only one arrangement possible with three faces at a vertex, the cube.


                	Pentagonal faces: each vertex is 108; again, only one arrangement, of three faces at a vertex is possible, the dodecahedron.

              

            

          


          


          Topological proof


          A purely topological proof can be made using only combinatorial information about the solids. The key is Euler's observation that V  E + F = 2, and the fact that pF = 2E = qV. Combining these equations one obtains the equation


          
            	[image: \frac{2E}{q} - E + \frac{2E}{p} = 2.]

          


          Simple algebraic manipulation then gives


          
            	[image: {1 \over q} + {1 \over p}= {1 \over 2} + {1 \over E}.]

          


          Since E is strictly positive we must have


          
            	[image: \frac{1}{q} + \frac{1}{p} > \frac{1}{2}.]

          


          Using the fact that p and q must both be at least 3, one can easily see that there are only five possibilities for {p, q}:


          
            	[image: \{3, 3\},\quad \{4, 3\},\quad \{3, 4\},\quad \{5, 3\},\quad \{3,5\}.]

          


          


          Geometric properties


          


          Angles


          There are a number of angles associated with each Platonic solid. The dihedral angle is the interior angle between any two face planes. The dihedral angle, , of the solid {p,q} is given by the formula


          
            	[image: \sin{\theta\over 2} = \frac{\cos(\pi/q)}{\sin(\pi/p)}.]

          


          This is sometimes more conveniently expressed in terms of the tangent by


          
            	[image: \tan{\theta\over 2} = \frac{\cos(\pi/q)}{\sin(\pi/h)}.]

          


          The quantity h is 4, 6, 6, 10, and 10 for the tetrahedron, cube, octahedron, dodecahedron, and icosahedron respectively.


          The angular deficiency at the vertex of a polyhedron is the difference between the sum of the face-angles at that vertex and 2. The defect, , at any vertex of the Platonic solids {p,q} is


          
            	[image: \delta = 2\pi - q\pi\left(1-{2\over p}\right).]

          


          By Descartes' theorem, this is equal to 4 divided by the number of vertices (i.e. the total defect at all vertices is 4).


          The 3-dimensional analog of a plane angle is a solid angle. The solid angle, , at the vertex of a Platonic solid is given in terms of the dihedral angle by


          
            	[image: \Omega = q\theta - (q-2)\pi.\,]

          


          This follows from the spherical excess formula for a spherical polygon and the fact that the vertex figure of the polyhedron {p,q} is a regular q-gon.


          The various angles associated with the Platonic solids are tabulated below. The numerical values of the solid angles are given in steradians. The constant  = (1+5)/2 is the golden ratio.


          
            
              	Polyhedron

              	Dihedral angle

              [image: (\theta)\,]

              	[image: \tan\frac{\theta}{2}]

              	Defect [image: (\delta)\,]

              	Solid angle [image: (\Omega)\,]
            


            
              	tetrahedron

              	70.53

              	[image: 1\over{\sqrt 2}]

              	[image: \pi\,]

              	[image: \cos^{-1}\left(\frac{23}{27}\right)]

              	[image: \approx 0.551286]
            


            
              	cube

              	90

              	[image: 1\,]

              	[image: \pi\over 2]

              	[image: \frac{\pi}{2}]

              	[image: \approx 1.57080]
            


            
              	octahedron

              	109.47

              	[image: \sqrt 2]

              	[image: {2\pi}\over 3]

              	[image: 4\sin^{-1}\left({1\over 3}\right)]

              	[image: \approx 1.35935]
            


            
              	dodecahedron

              	116.57

              	[image: \varphi\,]

              	[image: \pi\over 5]

              	[image: \pi - \tan^{-1}\left(\frac{2}{11}\right)]

              	[image: \approx 2.96174]
            


            
              	icosahedron

              	138.19

              	[image: \varphi^2\,]

              	[image: \pi\over 3]

              	[image: 2\pi - 5\sin^{-1}\left({2\over 3}\right)]

              	[image: \approx 2.63455]
            

          


          


          Radii, area, and volume


          Another virtue of regularity is that the Platonic solids all possess three concentric spheres:


          
            	the circumscribed sphere which passes through all the vertices,


            	the midsphere which is tangent to each edge at the midpoint of the edge, and


            	the inscribed sphere which is tangent to each face at the centre of the face.

          


          The radii of these spheres are called the circumradius, the midradius, and the inradius. These are the distances from the centre of the polyhedron to the vertices, edge midpoints, and face centers respectively. The circumradius R and the inradius r of the solid {p, q} with edge length a are given by


          
            	[image: R = \left({a\over 2}\right)\tan\frac{\pi}{q}\tan\frac{\theta}{2}]


            	[image: r = \left({a\over 2}\right)\cot\frac{\pi}{p}\tan\frac{\theta}{2}]

          


          where  is the dihedral angle. The midradius  is given by


          
            	[image: \rho = \left({a\over 2}\right)\frac{\cos(\pi/p)}{\sin(\pi/h)}]

          


          where h is the quantity used above in the definition of the dihedral angle (h = 4, 6, 6, 10, or 10). Note that the ratio of the circumradius to the inradius is symmetric in p and q:


          
            	[image: {R\over r} = \tan\frac{\pi}{p}\tan\frac{\pi}{q}.]

          


          The surface area, A, of a Platonic solid {p, q} is easily computed as area of a regular p-gon times the number of faces F. This is:


          
            	[image: A = \left({a\over 2}\right)^2 Fp\cot\frac{\pi}{p}.]

          


          The volume is computed as F times the volume of the pyramid whose base is a regular p-gon and whose height is the inradius r. That is,


          
            	[image: V = {1\over 3}rA.]

          


          The following table lists the various radii of the Platonic solids together with their surface area and volume. The overall size is fixed by taking the edge length, a, to be equal to 2.


          
            
              	Polyhedron

              (a = 2)

              	Inradius (r)

              	Midradius ()

              	Circumradius (R)

              	Surface area (A)

              	Volume (V)
            


            
              	tetrahedron

              	[image: 1\over {\sqrt 6}]

              	[image: 1\over {\sqrt 2}]

              	[image: \sqrt{3\over 2}]

              	[image: 4\sqrt 3]

              	[image: \frac{2\sqrt 2}{3}]
            


            
              	cube

              	[image: 1\,]

              	[image: \sqrt 2]

              	[image: \sqrt 3]

              	[image: 24\,]

              	[image: 8\,]
            


            
              	octahedron

              	[image: \sqrt{2\over 3}]

              	[image: 1\,]

              	[image: \sqrt 2]

              	[image: 8\sqrt 3]

              	[image: \frac{8\sqrt 2}{3}]
            


            
              	dodecahedron

              	[image: \frac{\varphi^2}{\xi}]

              	[image: \varphi^2]

              	[image: \sqrt 3\,\varphi]

              	[image: 60\frac{\varphi}{\xi}]

              	[image: 20\frac{\varphi^3}{\xi^2}]
            


            
              	icosahedron

              	[image: \frac{\varphi^2}{\sqrt 3}]

              	[image: \varphi]

              	[image: \xi\varphi]

              	[image: 20\sqrt 3]

              	[image: \frac{20\varphi^2}{3}]
            

          


          The constants  and  in the above are given by


          
            	[image: \varphi = 2\cos{\pi\over 5} = \frac{1+\sqrt 5}{2}\qquad\xi = 2\sin{\pi\over 5} = \sqrt{\frac{5-\sqrt 5}{2}} = 5^{1/4}\varphi^{-1/2}.]

          


          Among the Platonic solids, either the dodecahedron or the icosahedron may be seen as the best approximation to the sphere. The icosahedron has the largest number of faces, the largest dihedral angle, and it hugs its inscribed sphere the tightest. The dodecahedron, on the other hand, has the smallest angular defect, the largest vertex solid angle, and it fills out its circumscribed sphere the most.


          


          Symmetry


          


          Dual polyhedra


          
            [image: A dual cube-octahedron.]

            
              A dual cube-octahedron.
            

          


          Every polyhedron has a dual polyhedron with faces and vertices interchanged. The dual of every Platonic solid is another Platonic solid, so that we can arrange the five solids into dual pairs.


          
            	The tetrahedron is self-dual (i.e. its dual is another tetrahedron).


            	The cube and the octahedron form a dual pair.


            	The dodecahedron and the icosahedron form a dual pair.

          


          If a polyhedron has Schlfli symbol {p, q}, then its dual has the symbol {q, p}. Indeed every combinatorial property of one Platonic solid can be interpreted as another combinatorial property of the dual.


          One can construct the dual polyhedron by taking the vertices of the dual to be the centers of the faces of the original figure. The edges of the dual are formed by connecting the centers of adjacent faces in the original. In this way, the number of faces and vertices is interchanged, while the number of edges stays the same.


          More generally, one can dualize a Platonic solid with respect to a sphere of radius d concentric with the solid. The radii (R, , r) of a solid and those of its dual (R*, *, r*) are related by


          
            	[image: d^2 = R^\ast r = r^\ast R = \rho^\ast\rho.]

          


          It is often convenient to dualize with respect to the midsphere (d = ) since it has the same relationship to both polyhedra. Taking d2 = Rr gives a dual solid with the same circumradius and inradius (i.e. R* = R and r* = r).


          


          Symmetry groups


          In mathematics, the concept of symmetry is studied with the notion of a mathematical group. Every polyhedron has an associated symmetry group, which is the set of all transformations ( Euclidean isometries) which leave the polyhedron invariant. The order of the symmetry group is the number of symmetries of the polyhedron. One often distinguishes between the full symmetry group, which includes reflections, and the proper symmetry group, which includes only rotations.


          The symmetry groups of the Platonic solids are known as polyhedral groups (which are a special class of the point groups in three dimensions). The high degree of symmetry of the Platonic solids can be interpreted in a number of ways. Most importantly, the vertices of each solid are all equivalent under the action of the symmetry group, as are the edges and faces. One says the action of the symmetry group is transitive on the vertices, edges, and faces. In fact, this is another way of defining regularity of a polyhedron: a polyhedron is regular if and only if it is vertex-uniform, edge-uniform, and face-uniform.


          There are only three symmetry groups associated with the Platonic solids rather than five, since the symmetry group of any polyhedron coincides with that of its dual. This is easily seen by examining the construction of the dual polyhedron. Any symmetry of the original must be a symmetry of the dual and vice-versa. The three polyhedral groups are:


          
            	the tetrahedral group T,


            	the octahedral group O (which is also the symmetry group of the cube), and


            	the icosahedral group I (which is also the symmetry group of the dodecahedron).

          


          The orders of the proper (rotation) groups are 12, 24, and 60 respectively  precisely twice the number of edges in the respective polyhedra. The orders of the full symmetry groups are twice as much again (24, 48, and 120). See (Coxeter 1973) for a derivation of these facts.


          The following table lists the various symmetry properties of the Platonic solids. The symmetry groups listed are the full groups with the rotation subgroups given in parenthesis (likewise for the number of symmetries). Wythoff's kaleidoscope construction is a method for constructing polyhedra directly from their symmetry groups. We list for reference Wythoff's symbol for each of the Platonic solids.


          
            
              	Polyhedron

              	Schlfli symbol

              	Wythoff symbol

              	Dual polyhedron

              	Symmetries

              	Symmetry group
            


            
              	tetrahedron

              	{3, 3}

              	3 | 2 3

              	tetrahedron

              	24 (12)

              	Td (T)
            


            
              	cube

              	{4, 3}

              	3 | 2 4

              	octahedron

              	48 (24)

              	Oh (O)
            


            
              	octahedron

              	{3, 4}

              	4 | 2 3

              	cube
            


            
              	dodecahedron

              	{5, 3}

              	3 | 2 5

              	icosahedron

              	120 (60)

              	Ih (I)
            


            
              	icosahedron

              	{3, 5}

              	5 | 2 3

              	dodecahedron
            

          


          


          In nature and technology


          The tetrahedron, cube, and octahedron all occur naturally in crystal structures. These by no means exhaust the numbers of possible forms of crystals. However, neither the regular icosahedron nor the regular dodecahedron are amongst them. One of the forms, called the pyritohedron (named for the group of minerals of which it is typical) has twelve pentagonal faces, arranged in the same pattern as the faces of the regular dodecahedron. The faces of the pyritohedron are, however, not regular, so the pyritohedron is also not regular.


          
            [image: Circogonia icosahedra, a species of Radiolaria, shaped like a regular icosahedron.]

            
              Circogonia icosahedra, a species of Radiolaria, shaped like a regular icosahedron.
            

          


          In the early 20th century, Ernst Haeckel described (Haeckel, 1904) a number of species of Radiolaria, some of whose skeletons are shaped like various regular polyhedra. Examples include Circoporus octahedrus, Circogonia icosahedra, Lithocubus geometricus and Circorrhegma dodecahedra. The shapes of these creatures should be obvious from their names.


          Many viruses, such as the herpes virus, have the shape of a regular icosahedron. Viral structures are built of repeated identical protein subunits and the icosahedron is the easiest shape to assemble using these subunits. A regular polyhedron is used because it can be built from a single basic unit protein used over and over again; this saves space in the viral genome.


          In meteorology and climatology, global numerical models of atmospheric flow are of increasing interest which employ grids that are based on an icosahedron (refined by triangulation) instead of the more commonly used longitude/latitude grid. This has the advantage of evenly distributed spatial resolution without singularities (i.e. the poles) at the expense of somewhat greater numerical difficulty.


          Geometry of space frames is often based on platonic solids. In MERO system, Platonic solids are used for naming convention of various space frame configurations. For example O+T refers to a configuration made of one half of octahedron and a tetrahedron.


          Platonic solids are often used to make dice, because dice of these shapes can be made fair. 6-sided dice are very common, but the other numbers are commonly used in role-playing games. Such dice are commonly referred to as dn where n is the number of faces (d8, d20, etc.); see dice notation for more details.


          
            [image: Polyhedral dice are often used in role-playing games.]

            
              Polyhedral dice are often used in role-playing games.
            

          


          These shapes frequently show up in other games or puzzles. Puzzles similar to a Rubik's Cube come in all five shapes  see magic polyhedra.


          


          Related polyhedra and polytopes


          


          Uniform polyhedra


          There exist four regular polyhedra which are not convex, called Kepler-Poinsot polyhedra. These all have icosahedral symmetry and may be obtained as stellations of the dodecahedron and the icosahedron.


          
            
              	[image: ]

              cuboctahedron
            


            
              	[image: ]

              icosidodecahedron
            

          


          The next most regular convex polyhedra after the Platonic solids are the cuboctahedron, which is a rectification of the cube and the octahedron, and the icosidodecahedron, which is a rectification of the dodecahedron and the icosahedron (the rectification of the self-dual tetrahedron is a regular octahedron). These are both quasi-regular meaning that they are vertex- and edge-uniform and have regular faces, but the faces are not all congruent (coming in two different classes). They form two of the thirteen Archimedean solids, which are the convex uniform polyhedra with polyhedral symmetry.


          The uniform polyhedra form a much broader class of polyhedra. These figures are vertex-uniform and have one or more types of regular or star polygons for faces. These include all the polyhedra mentioned above together with an infinite set of prisms, an infinite set of antiprisms, and 53 other non-convex forms.


          The Johnson solids are convex polyhedra which have regular faces but are not uniform.


          


          Tessellations


          The three regular tessellations of the plane are closely related to the Platonic solids. Indeed, one can view the Platonic solids as the five regular tessellations of the sphere. This is done by projecting each solid onto a concentric sphere. The faces project onto regular spherical polygons which exactly cover the sphere. One can show that every regular tessellation of the sphere is characterized by a pair of integers {p, q} with 1/p + 1/q > 1/2. Likewise, a regular tessellation of the plane is characterized the condition 1/p + 1/q = 1/2. There are three possibilities:


          
            	{4, 4} which a square tiling,


            	{3, 6} which is a triangular tiling, and


            	{6, 3} which is a hexagonal tiling (dual to the triangular tiling).

          


          In a similar manner one can consider regular tessellations of the hyperbolic plane. These are characterized the condition 1/p + 1/q < 1/2. There is an infinite number of such tessellations.


          


          Higher dimensions


          In more than three dimensions, polyhedra generalize to polytopes, with higher-dimensional convex regular polytopes being the equivalents of the three-dimensional Platonic solids.


          In the mid-19th century the Swiss mathematician Ludwig Schlfli discovered the four-dimensional analogues of the Platonic solids, called convex regular 4-polytopes. There are exactly six of these figures; five are analogous to the Platonic solids, while the sixth one, the 24-cell, has no lower-dimensional analogue.


          In all dimensions higher than four, there are only three convex regular polytopes: the simplex, the hypercube, and the cross-polytope. In three dimensions, these coincide with the tetrahedron, the cube, and the octahedron.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Platonic_solid"
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              	Platypus
            


            
              	
                [image: ]


                

              
            


            
              	Conservation status
            


            
              	
                
                  [image: ]

                  Least Concern( IUCN 2.3)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Monotremata

                  


                  
                    	Family:

                    	Ornithorhynchidae

                  


                  
                    	Genus:

                    	Ornithorhynchus

                    Blumenbach, 1800
                  


                  
                    	Species:

                    	O. anatinus

                  

                

              
            


            
              	Binomial name
            


            
              	Ornithorhynchus anatinus

              ( Shaw, 1799)
            


            
              	
                [image: Platypus range (indicated by darker shading)]


                
                  Platypus range (indicated by darker shading)
                

              
            

          


          The Platypus (Ornithorhynchus anatinus) is a semi- aquatic mammal endemic to eastern Australia, including Tasmania. Together with the four species of echidna, it is one of the five extant species of monotremes, the only mammals that lay eggs instead of giving birth to live young. It is the sole living representative of its family ( Ornithorhynchidae) and genus (Ornithorhynchus), though a number of related species have been found in the fossil record.


          The bizarre appearance of this egg-laying, venomous, duck-billed, beaver-tailed, otter-footed mammal baffled European naturalists when they first encountered it, with some considering it an elaborate fraud. It is one of the few venomous mammals; the male Platypus has a spur on the hind foot that delivers a venom capable of causing severe pain to humans. The unique features of the Platypus make it an important subject in the study of evolutionary biology and a recognisable and iconic symbol of Australia; it has appeared as a mascot at national events and is featured on the reverse of the Australian 20 cent coin.


          Until the early 20th century it was hunted for its fur, but it is now protected throughout its range. Although captive breeding programs have had only limited success and the Platypus is vulnerable to the effects of pollution, it is not under any immediate threat.


          


          Taxonomy and etymology


          When the Platypus was first discovered by Europeans in 1798, a pelt and sketch were sent back to the United Kingdom by Captain John Hunter, the second Governor of New South Wales. The British scientists were at first convinced that the attributes must have been a hoax. George Shaw, who produced the first description of the animal in the Naturalist's Miscellany in 1799 stated that it was impossible not to entertain doubts as to its genuine nature, and Robert Knox believed it may have been produced by some Asian taxidermist. It was thought that somebody had sewn a duck's beak onto the body of a beaver-like animal. Shaw even took a pair of scissors to the dried skin to check for stitches.


          The common name, Platypus, is Latin derived from the Greek words ύ ("platys", flat, broad) and  ("pous", foot), meaning "flat foot". Shaw assigned it as a Linnaean genus name when he initially described it, but the term was quickly discovered to already belong to the wood-boring ambrosia beetle (genus Platypus). It was independently described as Ornithorhynchus paradoxus by Johann Blumenbach in 1800 (from a specimen given to him by Sir Joseph Banks) and following the rules of priority of nomenclature it was later officially recognised as Ornithorhynchus anatinus. The scientific name Ornithorhynchus is derived from ό ("ornithorhynkhos"), which literally means "bird snout" in Greek, and anatinus, which means "duck-like" in Latin.


          There is no universally agreed upon plural of "platypus" in the English language. Scientists generally use "platypuses" or simply "platypus". Colloquially, "platypi" is also used for the plural, although this is pseudo-Latin; the Greek plural would be "platypodes". Early British settlers called it by many names, such as watermole, duckbill, and duckmole. The name "Platypus" is often prefixed with the adjective "duck-billed" to form Duck-billed Platypus, despite there being only one species of Platypus.


          


          Description


          The body and the broad, flat tail of the Platypus are covered with dense brown fur that traps a layer of insulating air to keep the animal warm. The Platypus uses its tail for storage of fat reserves (an adaptation also found in animals such as the Tasmanian Devil and fat-tailed sheep). It has webbed feet and a large, rubbery snout; these are features that appear closer to those of a duck than to those of any known mammal. The webbing is more significant on the front feet and is folded back when walking on land. Unlike a bird's beak (in which the upper and lower parts separate to reveal the mouth), the snout of the Platypus is a sensory organ with the mouth on the underside. The nostrils are located on the dorsal surface of the snout, while the eyes and ears are located in a groove set just back from it; this groove is closed when swimming. Platypuses have been heard to emit a low growl when disturbed and a range of other vocalisations have been reported in captive specimens.
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          Weight varies considerably from 0.7 to 2.4kg (1.5 to 5.3 lb), with males being larger than females: males average 50 cm (20 in) total length while females average 43cm (17in). There is substantial variation in average size from one region to another, and this pattern does not seem to follow any particular climatic rule and may be due to other environmental factors such as predation and human encroachment.


          The Platypus has an average body temperature of about 32 C (90 F) rather than the 37C (99F) typical of placental mammals. Research suggests this has been a gradual adaptation to harsh environmental conditions on the part of the small number of surviving monotreme species rather than a historical characteristic of monotremes.


          The modern Platypus young have three-cusped molars which they lose before or just after leaving the breeding burrow; adults have heavily keratinised pads in their place. The Platypus jaw is constructed differently from that of other mammals, and the jaw-opening muscle is different. As in all true mammals, the tiny bones that conduct sound in the middle ear are fully incorporated into the skull, rather than lying in the jaw as in cynodonts and other pre-mammalian synapsids. However, the external opening of the ear still lies at the base of the jaw. The Platypus has extra bones in the shoulder girdle, including an interclavicle, which is not found in other mammals. It has a reptilian gait, with legs that are on the sides of the body, rather than underneath.


          


          Venom
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          The male Platypus has ankle spurs which produce a cocktail of venom, composed largely of defensin-like proteins (DLPs), which is unique to the Platypus. Although powerful enough to kill smaller animals, the venom is not lethal to humans, but is so excruciating that the victim may be incapacitated. Oedema rapidly develops around the wound and gradually spreads throughout the affected limb. Information obtained from case histories and anecdotal evidence indicates that the pain develops into a long-lasting hyperalgesia that persists for days or even months. Venom is produced in the crural glands of the male, which are kidney-shaped alveolar glands connected by a thin-walled duct to a calcaneus spur on each hind limb. The female Platypus, in common with echidnas, has rudimentary spur buds which do not develop (dropping off before the end of their first year) and lack functional crural glands.


          The venom appears to have a different function from those produced by non-mammalian species: its effects are not life-threatening but nevertheless powerful enough to seriously impair the victim. Since only males produce venom and production rises during the breeding season, it is theorised that it is used as an offensive weapon to assert dominance during this period.


          


          Electrolocation


          Monotremes (see also echidna for the other species) are the only mammals known to have a sense of electroreception: they locate their prey in part by detecting electric fields generated by muscular contractions. The Platypus' electroreception is the most sensitive of any monotreme.


          The electroreceptors are located in rostro-caudal rows in the skin of the bill, while mechanoreceptors (which detect touch) are uniformly distributed across the bill. The electrosensory area of the cerebral cortex is contained within the tactile somatosensory area, and some cortical cells receive input from both electroreceptors and mechanoreceptors, suggesting a close association between the tactile and electric senses. Both electroreceptors and mechanoreceptors in the bill dominate the somatotopic map of the platypus brain, in the same way human hands dominate the Penfield homunculus map.


          The Platypus can determine the direction of an electric source, perhaps by comparing differences in signal strength across the sheet of electroreceptors. This would explain the animal's characteristic side-to-side motion of its head while hunting. The cortical convergence of electrosensory and tactile inputs suggests a mechanism for determining the distance of prey items which, when they move, emit both electrical signals and mechanical pressure pulses, which would also allow for computation of distance from the difference in time of arrival of the two signals.


          The Platypus feeds by digging in the bottom of streams with its bill. The electroreceptors could be used to distinguish animate and inanimate objects in this situation (in which the mechanoreceptors would be continuously stimulated). When disturbed, its prey would generate tiny electrical currents in their muscular contractions which the sensitive electroreceptors of the Platypus could detect. Experiments have shown that the Platypus will even react to an "artificial shrimp" if a small electrical current is passed through it.


          


          Ecology and behaviour
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          The Platypus is semi-aquatic, inhabiting small streams and rivers over an extensive range from the cold highlands of Tasmania and the Australian Alps to the tropical rainforests of coastal Queensland as far north as the base of the Cape York Peninsula. Inland, its distribution is not well known: it is extinct in South Australia (barring an introduced population on Kangaroo Island) and is no longer found in the main part of the Murray-Darling Basin, possibly due to the declining water quality brought about by extensive land clearing and irrigation schemes. Along the coastal river systems, its distribution is unpredictable; it appears to be absent from some relatively healthy rivers, and yet maintains a presence in others that are quite degraded (the lower Maribyrnong, for example).


          In captivity, Platypuses have survived to seventeen years of age and wild specimens have been recaptured at eleven years old. Mortality rates for adults in the wild appear to be low. Natural predators include snakes, water rats, goannas, hawks, owls and eagles. Low Platypus numbers in northern Australia are possibly due to predation by crocodiles. The introduction of red foxes as a predator for rabbits may have had some impact on its numbers on the mainland. The Platypus is generally regarded as nocturnal and crepuscular, but individuals are also active during the day, particularly when the sky is overcast. Its habitat bridges rivers and the riparian zone for both a food supply of prey species and banks where it can dig resting and nesting burrows. It may have a range of up to 7 km (4.3 mi), with male's home ranges overlapping with those of 3 or 4 females.


          The Platypus is an excellent swimmer and spends much of its time in the water foraging for food. When swimming it can be distinguished from other Australian mammals by the absence of visible ears. Uniquely among mammals it propels itself when swimming by alternate rowing motion with the front two feet; although all four feet of the Platypus are webbed, the hind feet (which are held against the body) do not assist in propulsion, but are used for steering in combination with the tail. The species is endothermic, maintaining its body temperature about 32C (90F), lower than most mammals, even while foraging for hours in water below 5C (41F).


          Dives normally last around 30 seconds, but can last longer although few exceed the estimated aerobic limit of 40 seconds. 10 to 20 seconds are commonly spent in recovery at the surface. The Platypus is a carnivore: it feeds on annelid worms and insect larvae, freshwater shrimps, and yabbies (freshwater crayfish) that it digs out of the riverbed with its snout or catches while swimming. It utilises cheek-pouches to carry prey to the surface where they are eaten. The Platypus needs to eat about 20% of its own weight each day. This requires the Platypus to spend an average of 12 hours each day looking for food. When not in the water, the Platypus retires to a short, straight resting burrow of oval cross-section, nearly always in the riverbank not far above water level, and often hidden under a protective tangle of roots.


          


          Reproduction


          When the Platypus was first discovered, scientists were divided over whether the female laid eggs. This was not confirmed until 1884 when W. H. Caldwell was sent to Australia where, after extensive searching assisted by a team of 150 Aborigines, he managed to discover a few eggs. Mindful of the high cost of wiring England based on the cost per word, Caldwell famously but tersely wired London, "Monotremes oviparous, ovum meroblastic". That is, monotremes lay eggs, and the eggs are similar to those of reptiles in that only part of the egg divides as it develops.


          The species exhibits a single breeding season; mating occurs between June and October, with some local variation taking place in populations across the extent of its range. Historical observation, mark and recapture studies, and preliminary investigations of population genetics indicate the possibility of resident and transient members of populations and suggest a polygynous mating system. Females are thought likely to become sexually mature in their second year, with breeding confirmed to still take place in animals over nine years old.


          Outside the mating season, the Platypus lives in a simple ground burrow whose entrance is about 30cm (12in) above the water level. After mating, the female constructs a deeper, more elaborate burrow up to 20 m (66 ft) long and blocked with plugs at intervals (which may act as a safeguard against rising waters or predators, or as a method of regulating humidity and temperature). The male takes no part in caring for its young, and retreats to its yearlong burrow. The female softens the ground in the burrow with dead, folded, wet leaves and she fills the nest at the end of the tunnel with fallen leaves and reeds for bedding material. This material is dragged to the nest by tucking it underneath her curled tail.


          The female Platypus has a pair of ovaries but only the left one is functional. It lays one to three (usually two) small, leathery eggs (similar to those of reptiles), that are about 11 mm (0.43in) in diameter and slightly rounder than bird eggs. The eggs develop in utero for about 28 days with only about 10 days of external incubation (in contrast to a chicken egg, which spends about 1 day in tract and 21 days externally). After laying her eggs, the female curls around them. The incubation period is separated into three parts. In the first, the embryo has no functional organs and relies on the yolk sac for sustenance. The yolk is absorbed by the developing young. During the second, the digits develop, and in the last, the egg tooth appears.


          The newly hatched young are vulnerable, blind, and hairless, and are fed by the mother's milk. Although possessing mammary glands, the Platypus lacks teats. Instead, milk is released through pores in the skin. There are grooves on her abdomen that form pools of milk, allowing the young to lap it up. After they hatch, the offspring are suckled for three to four months. During incubation and weaning, the mother initially only leaves the burrow for short periods to forage. When doing so, she creates a number of thin soil plugs along the length of burrow possibly to protect the young from predators; pushing past these on her return forces water from her fur and allows the burrow to remain dry. After about five weeks, the mother begins to spend more time away from her young and at around four months the young emerge from the burrow.


          


          Evolution
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          The Platypus and other monotremes were very poorly understood and some of the 19th century myths that grew up around them  for example, that the monotremes were "inferior" or quasi-reptilian  still endure. In fact, modern monotremes are the survivors of an early branching of the mammal tree; a later branching is thought to have led to the marsupial and placental groups. Although in 1947, William King Gregory had theorised that placental mammals and marsupials may have diverged earlier and a subsequent branching divided the monotremes and marsupials, later research and fossil discoveries have suggested this is incorrect.


          The oldest discovered fossil of the modern Platypus dates back to about 100,000 years ago, during the Quaternary period. The extinct monotremes ( Teinolophos and Steropodon) were closely related to the modern Platypus. The fossilised Steropodon was discovered in New South Wales and is composed of an opalised lower jawbone with three molar teeth (whereas the adult contemporary Platypus is toothless). The molar teeth were initially thought to be tribosphenic, which would have supported a variation of Gregory's theory, but later research has suggested that, while they have three cusps, they evolved under a separate process. The fossil is thought to be about 110 million years old, which means that the Platypus-like animal was alive during the Cretaceous period, making it the oldest mammal fossil found in Australia. Monotrematum sudamericanum, another fossil relative of the Platypus, has been found in Argentina, indicating that monotremes were present in the supercontinent of Gondwana when the continents of South America and Australia were joined via Antarctica (up to about 167 million years ago).


          Because of the early divergence from the therian mammals and the low numbers of extant monotreme species, it is a frequent subject of research in evolutionary biology. In 2004, researchers at the Australian National University discovered the Platypus has ten sex chromosomes, compared with two (XY) in most other mammals (for instance, a male Platypus is always XYXYXYXYXY). Although given the XY designation of mammals, the sex chromosomes of the Platypus are more similar to the ZZ/ZW sex chromosomes found in birds. It also lacks the mammalian sex-determining gene SRY, meaning that the process of sex determination in the Platypus remains unknown. A draft version of the platypus genome sequence was published in Nature on 8 May 2008, revealing both reptilian and mammalian elements, as well as two genes found previously only in birds, amphibians and fish. More than 80% of the Platypus' genes are common to the other mammals whose genomes have been sequenced.


          


          Conservation status


          Except for its loss from the state of South Australia, the Platypus occupies the same general distribution as it did prior to European settlement of Australia. However, local changes and fragmentation of distribution due to human modification of its habitat are documented. Its current and historical abundance, however, is less well-known and it has probably declined in numbers, although still being considered as common over most of its current range. The species was extensively hunted for its fur until the early years of the 20th century and, although protected throughout Australia in 1905, up until about 1950 it was still at risk of drowning in the nets of inland fisheries. The Platypus does not appear to be in immediate danger of extinction thanks to conservation measures, but it could be impacted by habitat disruption caused by dams, irrigation, pollution, netting and trapping. The IUCN lists the Platypus on its Red List as Least Concern.
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          Platypuses generally suffer from few diseases in the wild; however, there is widespread public concern in Tasmania about the potential impacts of a disease caused by the fungus Mucor amphibiorum. The disease (termed Mucormycosis) only affects Tasmanian platypuses, and has not been observed in platypuses in mainland Australia. Affected platypuses can develop ugly skin lesions or ulcers on various parts of the body, including their backs, tails and legs. Mucormycosis can kill platypuses, death arising from secondary infection and by affecting the animals' ability to maintain body temperature and forage efficiency. The Biodiversity Conservation Branch at the Department of Primary Industries and Water are collaborating with NRM north and University of Tasmania researchers to determine the impacts of the disease on Tasmanian Platypus, as well as the mechanism of transmission and current spread of the disease. Until recently, the introduced Red Fox (Vulpes vulpes) was confined to mainland Australia, but growing evidence now indicates that it is present in low numbers in Tasmania.


          Much of the world was introduced to the Platypus in 1939 when National Geographic Magazine published an article on the Platypus and the efforts to study and raise it in captivity. This is a difficult task, and only a few young have been successfully raised since  notably at Healesville Sanctuary in Victoria. The leading figure in these efforts was David Fleay, who established a platypussary  a simulated stream in a tank  at the Healesville Sanctuary and had a successful breeding in 1943. In 1972, he found a dead baby of about 50 days old, which had presumably been born in captivity, at his wildlife park at Burleigh Heads on the Gold Coast, Queensland. Healesville repeated its success in 1998 and again in 2000 with a similar stream tank. Taronga Zoo in Sydney bred twins in 2003, and had another birth in 2006.
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          A playing card is a piece of specially prepared heavy paper or thin card, figured with distinguishing motifs and used as one of a set for playing card games. Playing cards are typically palm-sized for convenient handling and since the mid 20th century have sometimes been manufactured from plastic. A complete set of cards is called a pack or deck. A deck of cards may be used for playing a great variety of card games, some of which may also incorporate gambling. Because playing cards are both standardized and commonly available, they are often adapted for other uses, such as magic tricks, cartomancy, encryption, boardgames, or building a house of cards. The first ever printed cards were developed and crafted in Dresden, Germany.


          The front (or "face") of each card carries markings that distinguish it from the other cards in the deck and determine its use under the rules of the game being played. The back of each card is identical for all cards in any particular deck, and usually of a single colour or formalized design. The back of playing cards is sometimes used for advertising. For most games, the cards are assembled into a deck, and their order is randomized by shuffling.


          


          History


          


          Early history


          Playing cards emerged in 12th century China. Ancient Chinese "money cards" have four "suits": coins (or cash), strings of coins (which may have been misinterpreted as sticks from crude drawings), myriads of strings, and tens of myriads. These were represented by ideograms, with numerals of 29 in the first three suits and numerals 19 in the "tens of myriads". Wilkinson suggests that the first cards may have been actual paper currency which were both the tools of gaming and the stakes being played for. The designs on modern Mahjong tiles likely evolved from those earliest playing cards. However, it may be that the first deck of cards ever printed was a Chinese domino deck, in whose cards we can see all the 21 combinations of a pair of dice. In Kuei-t'ien-lu, a Chinese text redacted in the 11th century, we find that dominoes cards were printed during the Tang dynasty, contemporary to the first books. The Chinese word pi (牌) is used to describe both paper cards and gaming tiles.


          An Indian origin for playing cards has been suggested by the resemblance of symbols on some early European decks (traditional Sicilian cards, for example) to the ring, sword, cup, and baton classically depicted in the four hands of Indian statues.


          The time and manner of the introduction of cards into Europe are matters of dispute. The 38th canon of the council of Worcester (1240) is often quoted as evidence of cards having been known in England in the middle of the 13th century, but the games de rege et regina (on the king and the queen) there mentioned are now thought to more likely have been chess.


          If cards were generally known in Europe as early as 1278 , it is very remarkable that Petrarch, in his work De remediis utriusque fortunae (On the remedies of good/bad fortunes) that treats gaming, never once mentions them. Boccaccio, Chaucer and other writers of that time specifically refer to various games, but there is not a single passage in their works that can be fairly construed to refer to cards. Passages have been quoted from various works, of or relative to this period, but modern research leads to the supposition that the word rendered cards has often been mistranslated or interpolated.


          It is likely that the precursor of modern cards arrived in Europe from the Mamelukes of Egypt in the late 1300s, by which time they had already assumed a form very close to that in use today. In particular, the Mameluke deck contained 52 cards comprising four "suits": polo sticks, coins, swords, and cups. Each suit contained ten "spot" cards (cards identified by the number of suit symbols or "pips" they show) and three "court" cards named malik (King), nā'ib malik (Viceroy or Deputy King), and thānī nā'ib (Second or Under-Deputy). The Mameluke court cards showed abstract designs not depicting persons (at least not in any surviving specimens) though they did bear the names of military officers.


          A complete pack of Mameluke playing cards was discovered by L.A. Mayer in the Topkapi Sarayi Museum, Istanbul, in 1939 ; this particular complete pack was not made before 1400, but the complete deck allowed matching to a private fragment dated to the twelfth or thirteenth century. In effect its not a complete deck, but there are cards of three different packs of the same style () There is some evidence to suggest that this deck may have evolved from an earlier 48-card deck that had only two court cards per suit, and some further evidence to suggest that earlier Chinese cards brought to Europe may have travelled to Persia, which then influenced the Mameluke and other Egyptian cards of the time before their reappearance.


          It is not known whether these cards influenced the design of the Indian cards used for the game of Ganjifa, or whether the Indian cards may have influenced these. Regardless, the Indian cards have many distinctive features: they are round, generally hand painted with intricate designs, and comprise more than four suits (often as many as thirty two, like a deck in the Deutsches Spielkarten-Museum, painted in the Mewar, a city in Rajasthan, between the 18th and 19th century. Decks used to play have from eight up to twenty different suits).


          


          Spread across Europe and early design changes
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          In the late 14th century, the use of playing cards spread rapidly throughout Europe. Documents mentioning cards date from 1371 in Spain, 1377 in Switzerland, and 1380 in many locations including Florence, Paris, and Barcelona . A 1369 Paris ordinance [on gaming?] does not mention cards, but its 1377 update does. In the account books of Johanna, duchess of Brabant and Wenceslaus of Luxemburg, an entry dated May 14, 1379, reads: "Given to Monsieur and Madame four peters, two forms, value eight and a half moutons, wherewith to buy a pack of cards". In his book of accounts for 1392 or 1393, Charles or Charbot Poupart, treasurer of the household of Charles VI of France, records payment for the painting of three sets of cards.


          The earliest cards were made by hand, like those designed for Charles VI; this was expensive. Printed woodcut decks appeared in the 15th century. The technique of printing woodcuts to decorate fabric was transferred to printing on paper around 1400 in Christian Europe, very shortly after the first recorded manufacture of paper there, while in Islamic Spain it was much older. The earliest dated European woodcut is 1418. No examples of printed cards from before 1423 survive. But from about 1418 to 1450 , professional card makers in Ulm, Nuremberg, and Augsburg created printed decks. Playing cards even competed with devotional images as the most common uses for woodcut in this period.


          Most early woodcuts of all types were coloured after printing, either by hand or, from about 1450 onwards, stencils. These 15th century playing cards were probably painted.


          The Master of the Playing Cards worked in Germany from the 1430s with the newly invented printmaking technique of engraving. Several other important engravers also made cards, including Master ES and Martin Schongauer. Engraving was much more expensive than woodcut, and engraved cards must have been relatively unusual.
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          In the 15th century in Europe, the suits in playing cards varied; typically a deck had four suits, although five suits were common and other structures are also known. In Germany, hearts, bells, leaves, and acorns became the standard suits and are still used in Eastern and Southeastern German decks today for Skat, Sheepshead, and other games. Italian and Spanish cards of the 15th century used swords, batons, cups, and coins. The Tarot, which included extra trump cards, was invented in Italy in the 15th century.


          The four suits (spades, hearts, diamonds, clubs) now used in most of the world originated in France in approximately 1480 . The trfle (club) was probably copied from the acorn and the pique (spade) from the leaf of the German suits. (The names "pique" and "spade", however, may have derived from the sword of the Italian suits ). In England, the French suits were eventually used, although the earliest decks had the Italian suits[Chatto, link not provided].
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          Also in the 15th century, Europeans changed the court cards to represent European royalty and attendants, originally "king", "chevalier", and "knave" (or "servant"). In a German pack from the 1440s, Queens replace Kings in two of the suits as the highest card. Fifty-six-card decks containing a King, Queen, Knight, and Valet were common.


          Court cards designed in the 16th century in the manufacturing centre of Rouen became the standard design in England, while a Parisian design became standard in France. Both the Parisian and Rouennais court cards were named after historical and mythological heroes and heroines. The Parisian names have become more common in modern use, even with cards of Rouennais design.


          
            
              Paris court card names
            

            
              	Modern

              	Traditional
            


            
              	King of Spades

              	David
            


            
              	King of Hearts

              	Charles (possibly Charlemagne, or Charles VII, where Rachel would then be the pseudonym of his mistress, Agns Sorel)
            


            
              	King of Diamonds

              	Julius Caesar
            


            
              	King of Clubs

              	Alexander the Great
            


            
              	Queen of Spades

              	Pallas
            


            
              	Queen of Hearts

              	Judith
            


            
              	Queen of Diamonds

              	Rachel (either biblical, historical (see Charles above), or mythical as a corruption of the Celtic Ragnel, relating to Lancelot below)
            


            
              	Queen of Clubs

              	Argine (possibly an anagram of regina, which is Latin for queen, or perhaps Argea, wife of Polybus and mother of Argus)
            


            
              	Knave of Spades

              	Ogier the Dane/Holger Danske (a knight of Charlemagne)
            


            
              	Knave of Hearts

              	La Hire (comrade-in-arms to Joan of Arc, and member of Charles VII's court)
            


            
              	Knave of Diamonds

              	Hector
            


            
              	Knave of Clubs

              	Judas Maccabeus, or Lancelot
            

          


          


          Later design changes


          In early games the kings were always the highest card in their suit. However, as early as the late 14th century special significance began to be placed on the nominally lowest card, now called the Ace, so that it sometimes became the highest card and the Two, or Deuce, the lowest. This concept may have been hastened in the late 18th century by the French Revolution, where games began being played "ace high" as a symbol of lower classes rising in power above the royalty. The term "Ace" itself comes from a dicing term in Anglo-Norman language, which is itself derived from the Latin as (the smallest unit of coinage). Another dicing term, trey (3), sometimes shows up in playing card games.


          Corner and edge indices enabled people to hold their cards close together in a fan with one hand (instead of the two hands previously used). For cards with Latin suits the first pack known is a deck printed by Infirerra and dated 1693 (International Playing Cards Society Journal 30-1 page 34), but were commonly used only at the end of 18th century. Indices in the Anglo-American deck were used from 1875, when the New York Consolidated Card Company patented the Squeezers, the first cards with indices that had a large diffusion. However, the first deck with this innovation was the Saladee's Patent, printed by Samuel Hart in 1864). Before this time, the lowest court card in an English deck was officially termed the Knave, but its abbreviation ("Kn") was too similar to the King ("K"). However, from the 1600s on the Knave had often been termed the Jack, a term borrowed from the game All Fours where the Knave of trumps is termed the Jack. All Fours was considered a low-class game, so the use of the term Jack at one time was considered vulgar. The use of indices changed the formal name of the lowest court card to Jack.


          This was followed by the innovation of reversible court cards. This invention is attributed to a French card maker of Agen, main city in the Lot-et-Garonne department, that in 1745 had this idea. But the French government, which controlled the design of playing cards, prohibited the printing of cards with this innovation. In central Europe (trappola cards), Italy (tarocchino bolognese) and in Spain the innovation was adopted during the second half of 18th century. In Great Britain the deck with reversible court cards was patented in 1799 by Edmund Ludlow and Ann Wilcox. The Anglo-American pack with this design was printed around 1802 by Thomas Wheeler (International Playing Cards Society Journal XXVII-5 p. 186 and International Playing Cards Society Journal 31-1 p. 22). Reversible court cards meant that players would not be tempted to turn upside-down court cards right side up. Before this, other players could often get a hint of what other players' hands contained by watching them reverse their cards. This innovation required abandoning some of the design elements of the earlier full-length courts.


          During the French Revolution, the traditional design of Kings, Queens, and Jacks became Liberties, Equalities, and Fraternities. The radical French government of 1793 and 1794 saw themselves as toppling the old regime and a good revolutionary would not play with Kings or Queens, but with the ideals of the revolution at hand. This would ultimately be reversed in 1805 with the rise of Napoleon.
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          In the 19th century, a type of card known as a transformation playing card became popular in Europe and America. In these cards, an artist incorporated the pips of the non-face cards into an artistic design.


          The joker is an American innovation. Created for the Alsatian game of Euchre, it spread to Europe from America along with the spread of Poker. The joker was ideated around 1865 by Samuel Hart. The initial denomination of the card was Best or Imperial Bower (Bauer or Boer in German language is the name of the jack of trump in the game of Euchre). From the Alsatian name of the game, Juker, derived the actual appellative of the card. Although the joker card often bears the image of a fool (possibly derived from the stereotypical village idiot), which is one of the images of the Tarot deck, it is not believed that there is any relation. In contemporary decks, one of the two jokers is often more colorful or more intricately detailed than the other, though this feature is not used in most card games. The two jokers are often differentiated as "Big" and "Little," or more commonly, "Red" and "Black." In many card games the jokers are not used. Unlike face cards, the design of jokers varies widely. Many manufacturers use them to carry trademark designs.


          In the twentieth century, a means for coating paper cards with plastic was invented, and has taken over the market, producing a durable product. An example of what the old cardboard product was like is documented in Buster Keaton's silent comedy The Navigator, in which the forlorn comic tries to shuffle and play cards during a rainstorm. Cards made entirely of plastic were also developed, and are known for their increased durability over plastic-coated cards.


          


          Symbolism


          
            [image: Playing cards have been used as vehicles for political statements. Here, a playing card of the French Revolution symbolising freedom of cult and brotherhood.]

            
              Playing cards have been used as vehicles for political statements. Here, a playing card of the French Revolution symbolising freedom of cult and brotherhood.
            

          


          Popular legend holds that the composition of a deck of cards has religious, metaphysical, or astronomical significance: typical numerological elements of the explanation are that the four suits represent the four seasons, the 13 cards per suit are the 13 phases of the lunar cycle, black and red are for day and night, the 52 cards of the deck (joker excluded) symbolizes the number of weeks in a year, and finally, if the value of each card is added up  and 1 is added, which is generally explained away as being for a single joker  the result is 365, the number of days in a year. If the other joker is also added, that makes 366 days, the amount of days in a leap year. The context for these stories is sometimes given to suggest that the interpretation is a joke, generally being the purported explanation given by someone caught with a deck of cards in order to suggest that their intended purpose was not gambling ( Urban Legends Reference Pages article). The first known publication of this type was "The Mystic Test Book, or the Magic of the Cards" by Olney H. Richmond in 1893, Chicago. A further supplement was published as "Sacred Symbols of the Ancients" by Edith L. Randall and Florence Evylinn Campbell in 1947. Many students attended seminars in California. Other authors include Milton A. Pottenger, Willis F. Whitehead, Arne Lein, Robert Lee Camp, Iain McLaren-Owens, Thomas Morrell, Geri Sullivan & Saffi Crawford, and Sharon Jeffers.


          


          Today


          


          Anglo-American-French


          The primary deck of fifty-two playing cards in use today, called French deck in most languages but Anglo-American playing cards in English, includes thirteen ranks of each of the four French suits, diamonds (), spades (), hearts () and clubs (), with reversible Rouennais court cards. Each suit includes an ace, depicting a single symbol of its suit; a king, queen, and jack, each depicted with a symbol of its suit; and ranks two through ten, with each card depicting that many symbols (pips) of its suit. Two (sometimes one or four) Jokers, often distinguishable with one being more colorful than the other, are included in commercial decks but many games require one or both to be removed before play. Modern playing cards carry index labels on opposite corners (rarely, all four corners) to facilitate identifying the cards when they overlap and so that they appear identical for players on opposite sides.


          
            [image: Card games (solitaire, especially) are frequently standard features on computers (seen here a GNOME version of solitaire).]
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          The fanciful design and manufacturer's logo commonly displayed on the Ace of Spades began under the reign of James I of England, who passed a law requiring an insignia on that card as proof of payment of a tax on local manufacture of cards. Until August 4, 1960, decks of playing cards printed and sold in the United Kingdom were liable for taxable duty and the Ace of Spades carried an indication of the name of the printer and the fact that taxation had been paid on the cards. The packs were also sealed with a government duty wrapper.


          Though specific design elements of the court cards are rarely used in game play, a few are notable. The Jack of Spades, Jack of Hearts, and King of Diamonds are drawn in profile, while the rest of the courts are shown in full face, these cards are commonly called "one-eyed". When deciding which cards are to be made wild in some games, the phrase "acey, deucey, one-eyed jack" (or "deuces, aces, one-eyed faces") is sometimes used, which means that aces, twos, and the one-eyed jacks are all wild. The King of Hearts is shown with a sword behind his head, making him appear to be stabbing himself, and the axe held by the King of Diamonds is behind his head with the blade facing toward him. This leads to the nickname "suicide kings". The Jack of Diamonds is sometimes known as "laughing boy". The King of Diamonds is armed with an axe while the other three kings are armed with swords. The King of Diamonds is sometimes referred to as "the man with the axe" because of this. This is the basis of the trump " one-eyed jacks and the man with the axe". The Ace of Spades, unique in its large, ornate spade, is sometimes said to be the death card, and in some games is used as a trump card. The Queen of Spades appears to hold a scepter and is sometimes known as "the bedpost queen."


          There are theories about who the court cards represent. For example, the Queen of Hearts is believed by some to be a representation of Elizabeth of York  the Queen consort of King Henry VII of England. The United States Playing Card Company suggests that in the past, the King of Hearts was Charlemagne, the King of Diamonds was Julius Caesar, the King of Clubs was Alexander the Great, and the King of Spades was the Biblical King David (see King (playing card)). However the Kings, Queens and Jacks of standard Anglo-American cards today do not represent anyone in particular. They stem from designs produced in Rouen before 1516, and by 154067 these Rouen designs show well executed pictures in the court cards with the typical court costumes of the time. In these early cards the Jack of Spades, Jack of Hearts, and King of Diamonds are shown from the rear, with their heads turned back over the shoulder so that they are seen in profile. However, the Rouen cards were so badly copied in England that the current designs are gross distortions of the originals.


          Other oddities such as the lack of a moustache on the King of Hearts also have little significance. The King of Hearts did originally have a moustache but it was lost by poor copying of the original design. Similarly the objects carried by the court cards have no significance. They merely differentiate one court card from another and have also become distorted over time.


          The most common sizes for playing cards are poker size (2in  3in; 63 mm  88 mm, or B8 size according to ISO 216) and bridge size (2in  3in, approx. 56 mm  88 mm), the latter being more suitable for games such as bridge in which a large number of cards must be held concealed in a player's hand. Interestingly, in most casino poker games, the bridge-sized card is used. Other sizes are also available, such as a smaller size (usually 1in  2⅝in, approx. 44 mm  66 mm) for solitaire and larger ones for card tricks. The weight of an average B8-sized playing card is 0.063 ounces (1.8 grams), a deck 3.3 ounces (94 grams).


          Some decks include additional design elements. Casino blackjack decks may include markings intended for a machine to check the ranks of cards, or shifts in rank location to allow a manual check via inlaid mirror. Many casino decks and solitaire decks have four indices instead of the usual two. Many decks have large indices, largely for use in stud poker games, where being able to read cards from a distance is a benefit and hand sizes are small. Some decks use four colors for the suits in order to make it easier to tell them apart: the most common set of colors is black (spades ), red (hearts ), blue (diamonds ) and green (clubs ).


          When giving the full written name of a specific card, the rank is given first followed by the suit, e.g., "Ace of Spades". Shorthand notation may list the rank first "A" (as is typical when discussing poker) or list the suit first (as is typical in listing several cards in bridge) "AKQ". Tens may be either abbreviated to T or written as 10.


          
            
              Example set of 52 playing cards; 13 of each suit clubs, diamonds, hearts, and spades
            

            
              	

              	Ace

              	2

              	3

              	4

              	5

              	6

              	7

              	8

              	9

              	10

              	Jack

              	Queen

              	King
            


            
              	Clubs:

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]
            


            
              	Diamonds:

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]
            


            
              	Hearts:

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]
            


            
              	Spades:

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]

              	[image: ]
            

          


          


          German


          German suits may have different appearances. Many eastern and southern Germans prefer decks with hearts, bells, leaves, and acorns (for hearts, diamonds, spades, and clubs), as mentioned above. In the game Skat, Eastern Germany players used the German deck, while players in western Germany mainly used the French deck. After the reunification a compromise deck was created for official Skat tournaments, with French symbols but German colors.


          


          Central European


          
            [image: Set of 32 playing cards, the variations have also the numbering VI.]

            
              Set of 32 playing cards, the variations have also the numbering VI.
            

          


          The cards of Hungary, Austria, Slovenia, the Czech Republic, Croatia, Slovakia, western Romania and southern Tyrol use the same colors (hearts, bells, leaves and acorns) as the cards of Southern and Eastern Germany. They usually have a deck of 32 or 36 cards. The numbering includes VII, VIII, IX, X, Under, Over, King and Ace. Some variations with 36 cards have also the number VI. The VI in bells also has the function like a joker in some games and it's named Welli or Weli.


          These cards are illustrated with a special picture series that was born in the times before the 1848-49 revolutions in Hungary, when revolutionary movements were awakening all over in Europe. The Aces show the four seasons: the ace of hearts is spring, the ace of bells is summer, the ace of leaves is autumn and the ace of acorns is winter. The characters of the Under and Over cards were taken from the drama William Tell, written by Schiller in 1804, which was shown at Kolozsvr in 1827. It was long believed that the card was invented in Vienna at the Card Painting Workshop of Ferdinand Piatnik, however in 1974 the very first deck was found in an English Private Collection, and it has shown the name of the inventor and creator of deck as Schneider Jzsef, a Master Card Painter at Pest, and the date of its creation as 1837. He has chosen the characters of a Swiss drama as his characters for his over and under cards; had he chosen Hungarian heroes or freedom fighters, his deck of cards never would have made it into distribution, due to the heavy censorship of the government at the time. Interestingly, although the characters on the cards are Swiss, these cards are unknown in Switzerland.


          Games that are played with this deck in Hungary include ulti, snapszer (or 66), zsr, fire, preferansz, maka, lrum, piros pacsi and piros papucs. This set of cards is also used very often in the game of preferans. In Croatia and Slovenia these cards are also commonly used for a game called belot (also popular in Bulgaria and Armenia). Explanations of these games can be found at The Card Games Website.


          The most common game played in western Romania (Transilvania and Banat) is Cruce, a variation of Snapszer, most commonly played in 2 pairs, with team members facing each other, hence the name (Cruce = Romanian for Cross).


          


          Switzerland


          In Switzerland, the national game is Jass. It is played with decks of 36 cards. West of the Brnig-Napf-Reuss line, a French-style 36-card deck is used, with numbers from 6 to 10, jacks, queens, kings and aces. The same kind of deck is used in Graubnden and in parts of Thurgau.


          In Central Switzerland, Zrich, Schaffhausen and Eastern Switzerland, the prevalent deck consists of 36 playing cards with the following suits: roses, bells, acorns and shields (in German: Rosen, Schellen, Eichel und Schilten). The ranks of the alternate deck, from low to high, are: 6, 7, 8, 9, banner (10), "under", "over", king and ace.


          


          Italian


          
            [image: Example of a knight of money, cavallo di denari (horse of coins). From the Carte Piacentine.]

            
              Example of a knight of money, cavallo di denari (horse of coins). From the Carte Piacentine.
            

          


          Italian playing cards most commonly consist of a deck of 40 cards (4 suits going 1 to 7 plus 3 face cards), and are used for playing Italian regional games such as Scopa or Briscola. 52 (or more rarely 36) card sets are also found in the north. Since these cards first appeared in the late 14th century when each region in Italy was a separately ruled province, there is no official Italian pattern. There are sixteen official regional patterns in use in different parts of the country (about one per region). These sixteen patterns are split amongst four regions:


          
            	Northern Italian Suits - Triestine, Trevigiane, Trentine, Primiera Bolognese, Bergamasche, Bresciane


            	Spanish-like Suits - Napoletane, Sarde, Romagnole, Siciliane, Piacentine.


            	French Suits - Genovesi, Lombarde or Milanesi, Toscane, Piemontesi.


            	German Suits - Salisburghesi used in Alto Adige/Sdtirol

          


          
            [image: A set of Carte Bergamasche]

            
              A set of Carte Bergamasche
            

          


          The suits are coins (sometimes suns or sunbursts) (Denari in Italian), swords (Spade), cups (Coppe) and clubs (sometimes batons Bastoni), and each suit contains an ace (or one), numbers two through seven, and three face cards. The face cards are:


          
            	Re (king), the highest valued - a man standing, wearing a crown


            	Cavallo (lit. horse) [italo-Spanish suits] - a man sitting on a horse / or Donna (lit. woman from Latin domina = mistress) [french suits] - a standing woman with a crown


            	Fante (lit. infantry soldier) - a younger figure standing, without a crown

          


          The Spanish-like-suit knave (fante - the lowest face card) is depicted as a woman, and is sometimes referred to as donna like the next higher face card of the French-suit deck; this, when coupled with the French usage, which puts a queen, also called donna (woman) in Italian and not regina (queen), as the mid-valued face card, can very occasionally lead to a swap of the value of the French-suit donna (or more rarely of the international-card Queen) and the knave (or jack).


          Unlike Anglo-American cards, some Italian cards do not have any numbers (or letters) identifying their value. The cards' value is determined by identifying the face card or counting the number of suit characters.


          Example: "Triestine" playing cards manufactured by Modiano


          


          Spanish


          
            [image: The four aces present in the baraja, from the deck made by Heraclio Fournier. Left to right, top to bottom: oros, copas, espadas, and bastos.]
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          The traditional Spanish deck (referred to as baraja espaola in Spanish) uses Latin suit symbols. Being a Latin-suited deck (like the Italian deck), it is organized into four palos (suits) that closely match those of the Italian-suited Tarot deck: oros ("golds" or coins), copas (beakers or cups), espadas (swords) and bastos (batons or clubs). Certain decks include two "comodines" ( jokers) as well.


          The cards (cartas in Spanish) are all numbered, but unlike in the standard Anglo-French deck, the card numbered 10 is the first of the court cards (instead of a card depicting ten coins/cups/swords/batons); so each suit has only twelve cards. The three court or face cards in each suit are as follows: la sota ("the knave" or jack, numbered 10 and equivalent to the Anglo-French card J), el caballo ("the horse", horseman, knight or cavalier, numbered 11 and used instead of the Anglo-French card Q; note the Tarot decks have both a queen and a knight of each suit, while the Anglo-French deck uses the former, and the Spanish deck uses the latter), and finally el rey ("the king", numbered 12 and equivalent to the Anglo-French card K). However, most Spanish games involve forty-card decks, with the 8s and 9s removed, similar to the standard Italian deck.


          The box that goes around the figure has a mark to distinguish the suit without showing all of your cards: The cups have one interruption, the swords two, the clubs three, and the gold none. This mark is called "la pinta" and gave rise to the expression: "le conoc por la pinta" (I knew him by his markings).


          The Baraja have been widely considered to be part of the occult in many Latin-American countries, yet they continue to be used widely for card games and gambling, especially in Spain, which does not use the Anglo-French deck. Among other places, the Baraja have appeared in One Hundred Years of Solitude and other Hispanic and Latin American literature. The Spanish deck is used not only in Spain, but also in other countries where Spain maintained an influence (e.g., Mexico, Argentina and most of Hispanic America, the Philippines and Puerto Rico) 1. Among the games played with this deck are: el mus (a very popular and highly regarded vying game of Basque origin), la brisca, el tute (with many variations), el guiote, la escoba del quince (a trick-taking game), el julepe, el cinquillo, las siete y media, la mona, el truc (or truco), el cuajo (a matching game from the Philippines), el jamn, el tonto, el hijoputa, el mentiroso, el cuco and las parejas.


          


          East Asia


          The standard 52-card deck is commonly known as a "poker" deck in Japan and South Korea. These cards are most often used for baccarat and blackjack in casinos, or deciding the order of play or challenge in games of billiards. Poker itself and other western games are relatively unknown. Home and online card games in east Asia such as Koi-Koi and Go-Stop use a hanafuda or kabufuda deck in Japan, and the equivalent hwatu deck in Korea.


          


          Accessible playing cards


          Playing cards have been adapted for use by the visually impaired by the inclusion of large-print and/or braille characters as part of the card. Both standard card decks and decks for specific games such as UNO are commonly adapted. Large-print cards are also commonly used by the elderly. In addition to increasing the size of the suit symbol and the denomination text, large-print cards commonly reduce the visual complexity of the images for simpler identification. They may also omit the patterns of pips in favour of one large pip to identify suit. Oversize cards are sometimes used but are uncommon. These can assist with ease of handling and to allow for larger text.


          No universal standards for braille playing cards exist. There are many national and producer variations. In most cases each card is marked with two braille characters in the same location as the normal corner markings. The two characters can appear in either vertical (one character below another) or horizontal (two characters side by side). In either case one character identifies the card suit and the other the card denomination. 1 for ace, 2 through 9 for the numbered cards, X or the letter O for ten, J for jack, Q for queen, K for king. The suits are variously marked using D for diamond, S for spade, C or X for club and H or K for heart.


          


          Playing card symbols in Unicode


          The Unicode standard defines 8 characters for card suits in the Miscellaneous Symbols block, from U+2660 to U+2667:

          



          
            
              	U+2660 dec: 9824

              	U+2661 dec: 9825

              	U+2662 dec: 9826

              	U+2663 dec: 9827
            


            
              	

              	♡

              	♢

              	
            


            
              	BLACK SPADE SUIT

              	WHITE HEART SUIT

              	WHITE DIAMOND SUIT

              	BLACK CLUB SUIT
            


            
              	&spades;

              &#9824;

              &#x2660;

              	&#9825;

              &#x2661;

              	&#9826;

              &#x2662;

              	&clubs;

              &#9827;

              &#x2663;
            


            
              	U+2664 dec: 9828

              	U+2665 dec: 9829

              	U+2666 dec: 9830

              	U+2667 dec: 9831
            


            
              	♤

              	

              	

              	♧
            


            
              	WHITE SPADE SUIT

              	BLACK HEART SUIT

              	BLACK DIAMOND SUIT

              	WHITE CLUB SUIT
            


            
              	&#9828;

              &#x2664;

              	&hearts;

              &#9829;

              &#x2665;

              	&diams;

              &#9830;

              &#x2666;

              	&#9831;

              &#x2667;
            

          


          There is also a proposal by Michael Everson, dated 2004- 05-18 to encode the 52 cards of the Anglo-American-French deck together with a character for "Playing Card Back" and another for a joker.


          


          Production techniques


          The typical production process, leading to the realization of a new deck, starts with the choice between the most suitable materials: cardboard and plastic.


          Cards are printed on unique sheets that undergo a varnishing procedure in order to enhance the brightness and glow of the colors printed on the cards, as well as to increase their durability.


          In todays market, some high-quality products are available. There are some specific treatments on cards surface - such as calendering and linen finishing - that guarantee performance for either professional or domestic use.


          The cards are printed on sheets, which are cut and arranged in bands (vertical stripes) before undergoing a cutting operation that cuts out the individual cards. After assembling the new decks, they pass through the corner-rounding process that will confer the final outline: the typical rectangular playing-card shape.


          Finally, each deck is wrapped in cellophane, inserted in its case and is ready for the final distribution.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Playing_card"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Pleiades


        
          

          
            
              	Pleiades
            


            
              	[image: ]

              A colour-composite image of the Pleiades from the Digitized Sky Survey.

              Credit: NASA/ESA/ AURA/ Caltech.
            


            
              	Observation data ( J2000 epoch)
            


            
              	Constellation

              	Taurus
            


            
              	Right ascension

              	3h47m24s
            


            
              	Declination

              	+247
            


            
              	Distance

              	440 ly (135 pc)
            


            
              	Other designations

              	M45, Seven Sisters
            


            
              	See also: Open cluster, List of open clusters
            

          


          
            [image: A shorter exposure shows less nebulosity.]

            
              A shorter exposure shows less nebulosity.
            

          


          The Pleiades (pronounced /ˈpliːədiːz/ or /ˈplaɪədiːz/), also known as M45, the Seven Sisters, Seven Stars, SED, Matariki (New Zealand), or Subaru (Japan), is an open cluster in the constellation of Taurus. It is among the nearest star clusters, and is probably the best known, and is certainly the most obvious to the naked eye. It is sometimes referred to as the Maia Nebula, perhaps erroneously considering that the reflection nebulosity surrounding Maia is intrinsic (see below).


          The cluster is dominated by hot blue stars which have formed within the last 100 million years. Dust that forms a faint reflection nebulosity around the brightest stars was thought at first to be left over from the formation of the cluster, but is now known to be an unrelated dust cloud that the stars are currently passing through. Astronomers estimate that the cluster will survive for about another 250 million years, after which it will have dispersed due to gravitational interactions with its galactic neighbourhood.


          


          Observational history


          
            [image: Comet Machholz passes near the Pleiades in early 2005]

            
              Comet Machholz passes near the Pleiades in early 2005
            

          


          The Pleiades are a prominent sight in winter in the Northern Hemisphere and in summer in the Southern Hemisphere, and have been known since antiquity to cultures all around the world, including the Māori and Australian Aborigines, the Chinese, the Maya (who called them Tzab-ek), the Aztec and the Sioux of North America. Some Greek astronomers considered them to be a distinct constellation, and they are mentioned by Hesiod, and in Homer's Iliad and Odyssey. They are also mentioned three times in the Bible ( Job 9:9, 38:31; Amos 5:8). The Pleiades ( Krittika) are particularly revered in Hindu mythology as the six mothers of the war god Skanda, who developed six faces, one for each of them. Some scholars of Islam suggested that the Pleiades (At-thuraiya) are the Star in Najm which is mentioned in the Quran.


          
            [image: A Spitzer image of the Pleiades in infrared light, showing the associated dust. Credit: NASA/JPL-Caltech]

            
              A Spitzer image of the Pleiades in infrared light, showing the associated dust. Credit: NASA/ JPL- Caltech
            

          


          They have long been known to be a physically related group of stars rather than any chance alignment. The Reverend John Michell calculated in 1767 that the probability of a chance alignment of so many bright stars was only 1 in 500,000, and so correctly surmised that the Pleiades and many other clusters of stars must be physically related. When studies were first made of the stars' proper motions, it was found that they are all moving in the same direction across the sky, at the same rate, further demonstrating that they were related.


          Charles Messier measured the position of the cluster and included it as M45 in his catalogue of comet-like objects, published in 1771. Along with the Orion Nebula and the Praesepe cluster, Messier's inclusion of the Pleiades has been noted as curious, as most of Messier's objects were much fainter and more easily confused with cometssomething which seems scarcely possible for the Pleiades. One possibility is that Messier simply wanted to have a larger catalogue than his scientific rival Lacaille, whose 1755 catalogue contained 42 objects, and so he added some bright, well-known objects to boost his list.


          


          Distance


          The distance to the Pleiades is an important first step in the so-called cosmic distance ladder, a sequence of distance scales for the whole universe. The size of this first step calibrates the whole ladder, and the scale of this first step has been estimated by many methods. As the cluster is so close to the Earth, its distance is relatively easy to measure. Accurate knowledge of the distance allows astronomers to plot a Hertzsprung-Russell diagram for the cluster which, when compared to those plotted for clusters whose distance is not known, allows their distances to be estimated. Other methods can then extend the distance scale from open clusters to galaxies and clusters of galaxies, and a cosmic distance ladder can be constructed. Ultimately astronomers' understanding of the age and future evolution of the universe is influenced by their knowledge of the distance to the Pleiades.


          Results prior to the launch of the Hipparcos satellite generally found that the Pleiades were about 135 parsecs away from Earth. Hipparcos caused consternation among astronomers by finding a distance of only 118 parsecs by measuring the parallax of stars in the clustera technique which should yield the most direct and accurate results. Later work has consistently found that the Hipparcos distance measurement for the Pleiades was in error, but it is not yet known why the error occurred. The distance to the Pleiades is currently thought to be the higher value of about 135 parsecs (roughly 440 light years).


          


          Composition


          
            [image: X-ray images of the Pleiades reveal the stars with the hottest atmospheres. Green squares indicate the seven optically brightest stars.]

            
              X-ray images of the Pleiades reveal the stars with the hottest atmospheres. Green squares indicate the seven optically brightest stars.
            

          


          The cluster core radius is about 8 light-years and tidal radius is about 43 light years. The cluster contains over 1000 statistically confirmed members, although this figure excludes unresolved binary stars. It is dominated by young, hot blue stars, up to 14 of which can be seen with the naked eye depending on local observing conditions. The arrangement of the brightest stars is somewhat similar to Ursa Major and Ursa Minor. The total mass contained in the cluster is estimated to be about 800 solar masses.


          The cluster contains many brown dwarfs, which are objects with less than about 8% of the Sun's mass, not heavy enough for nuclear fusion reactions to start in their cores and become proper stars. They may constitute up to 25% of the total population of the cluster, although they contribute less than 2% of the total mass. Astronomers have made great efforts to find and analyse brown dwarfs in the Pleiades and other young clusters, because they are still relatively bright and observable, while brown dwarfs in older clusters have faded and are much more difficult to study.


          Also present in the cluster are several white dwarfs. Given the young age of the cluster normal stars are not expected to have had time to evolve into white dwarfs, a process which normally takes several billion years. It is believed that, rather than being individual low- to intermediate-mass stars, the progenitors of the white dwarfs must have been high-mass stars in binary systems. Transfer of mass from the higher-mass star to its companion during its rapid evolution would result in a much quicker route to the formation of a white dwarf, although the details of this supposed transfer from a deeper gravity well to a lesser are unexplained.


          


          Age and future evolution


          Ages for star clusters can be estimated by comparing the Hertzsprung-Russell diagram for the cluster with theoretical models of stellar evolution, and using this technique, ages for the Pleiades of between 75 and 150 million years have been estimated. The spread in estimated ages is a result of uncertainties in stellar evolution models. In particular, models including a phenomenon known as convective overshoot, in which a convective zone within a star penetrates an otherwise non-convective zone, result in higher apparent ages.


          Another way of estimating the age of the cluster is by looking at the lowest-mass objects. In normal main sequence stars, lithium is rapidly destroyed in nuclear fusion reactions, but brown dwarfs can retain their lithium. Due to lithium's very low ignition temperature of 2.5 million kelvins, the highest-mass brown dwarfs will burn it eventually, and so determining the highest mass of brown dwarfs still containing lithium in the cluster can give an idea of its age. Applying this technique to the Pleiades gives an age of about 115 million years.


          The cluster's relative motion will eventually lead it to be located, as seen from Earth many millennia in the future, passing below the feet of what is currently the constellation of Orion. Also, like most open clusters, the Pleiades will not stay gravitationally bound forever, as some component stars will be ejected after close encounters and others will be stripped by tidal gravitational fields. Calculations suggest that the cluster will take about 250 million years to disperse, with gravitational interactions with giant molecular clouds and the spiral arms of the galaxy also hastening its demise.


          


          Reflection nebulosity


          
            [image: Hubble Space Telescope image of reflection nebulosity near Merope]

            
              Hubble Space Telescope image of reflection nebulosity near Merope
            

          


          Under ideal observing conditions, some hint of nebulosity may be seen around the cluster, and this shows up in long-exposure photographs. It is a reflection nebula, caused by dust reflecting the blue light of the hot, young stars.


          It was formerly thought that the dust was left over from the formation of the cluster, but at the age of about 100 million years generally accepted for the cluster, almost all the dust originally present would have been dispersed by radiation pressure. Instead, it seems that the cluster is simply passing through a particularly dusty region of the interstellar medium.


          Studies show that the dust responsible for the nebulosity is not uniformly distributed, but is concentrated mainly in two layers along the line of sight to the cluster. These layers may have been formed by deceleration due to radiation pressure as the dust has moved towards the stars.



          


          Names and technical information


          
            [image: A map of the Pleiades]

            
              A map of the Pleiades
            

          


          The nine brightest stars of the Pleiades are named for the Seven Sisters of Greek mythology: Sterope, Merope, Electra, Maia, Taygete, Celaeno and Alcyone, along with their parents Atlas and Pleione. As daughters of Atlas, the Hyades were sisters of the Pleiades. The English name of the cluster itself is of Greek origin, though of uncertain etymology. Suggested derivations include: from  plein, to sail, making the Pleiades the "sailing ones"; from pleos, full or many; or from peleiades, flock of doves. The following table gives details of the brightest stars in the cluster:


          
            
              
                Pleiades Bright Stars
              

              
                	Name

                	Pronunciation ( IPA & respelling)

                	Designation

                	Apparent magnitude

                	Stellar classification
              


              
                	Alcyone

                	/lˈsaɪəni/, al-sye'-ə-nee

                	Eta (25) Tauri

                	2.86

                	B7IIIe
              


              
                	Atlas

                	/ˈtləs/, at'-ləs

                	27 Tauri

                	3.62

                	B8III
              


              
                	Electra

                	/iːˈlɛktrə/, ee-lek'-trə

                	17 Tauri

                	3.70

                	B6IIIe
              


              
                	Maia

                	/ˈmeɪə, ˈmaɪə/; may'-ə, mye'-ə

                	20 Tauri

                	3.86

                	B7III
              


              
                	Merope

                	/ˈmɛrəpi/, mair'-ə-pee

                	23 Tauri

                	4.17

                	B6IVev
              


              
                	Taygeta

                	/teɪˈɪʤətə/, tay-ij'-ə-tə

                	19 Tauri

                	4.29

                	B6V
              


              
                	Pleione

                	/ˈplaɪəni/, plye'-ə-nee

                	28 (BU) Tauri

                	5.09 (var.)

                	B8IVep
              


              
                	Celaeno

                	/sɪˈliːnoʊ/, sə-lee'-no

                	16 Tauri

                	5.44

                	B7IV
              


              
                	Asterope

                	/əˈstɛrəpi/, ə-stair'-ə-pee

                	21 and 22 Tauri

                	5.64;6.41

                	B8Ve/B9V
              


              
                	

                	

                	18 Tauri

                	5.65

                	B8V
              

            

          


          


          In folklore and literature


          
            
              	

              	έ  ἀ ά

              ὶ ΐ, έ ὲ

              ύ ά ᾽ ἔ᾽ ὤ,

              ἔ ὲ ό ύ.

              

              The Moon is set,

              And the Pleiades.

              Night's half gone,

              Time's passing.

              I sleep alone now.

              	
            


            
              	

              	
                
                   Sappho
                

              
            

          


          
            
              	

              	Can you bind the beautiful Pleiades?

              Can you loose the cords of Orion?

              	
            


            
              	

              	
                
                   Job 38:31
                

              
            

          


          
            
              	

              	Many a night I saw the Pleiads, rising thro' the mellow shade,

              Glitter like a swarm of fireflies tangled in a silver braid.

              	
            


            
              	

              	
                
                   Alfred Tennyson, Locksley Hall
                

              
            

          


          
            
              	

              	Can I get two maybe even three of these,

              Comin' from a space to teach you of the Pleiades.

              	
            


            
              	

              	
                
                   Red Hot Chili Peppers, " Can't Stop"
                

              
            

          


          
            
              	

              	Though all I knew of a rote universe were those Pleiades loosed in December,

              I promised you I'd set them to verse so I'd always remember.

              	
            


            
              	

              	
                
                   Joanna Newsom, "Emily"
                

              
            

          


          
            
              	

              	Last night I saw the Pleiades again,

              Faint as a drift of steam

              From some tall chimney-stack;

              	
            


            
              	

              	
                
                   Arthur Adams, "The Pleiades"
                

              
            

          


          The Pleiades' high visibility in the night sky has guaranteed it a special place in many cultures, both ancient and modern. In Greek mythology, they represented the Seven Sisters, while to the Vikings, they were Freyja's hens, and their name in many old European languages compares them to a hen with chicks.


          To the Bronze Age people of Europe, such as the Celts (and probably considerably earlier), the Pleiades were associated with mourning and with funerals, since at that time in history, on the cross-quarter day between the autumn equinox and the winter solstice (see Samhain, also Halloween or All Souls Day), which was a festival devoted to the remembrance of the dead, the cluster rose in the eastern sky as the sun's light faded in the evening. It was from this acronychal rising that the Pleiades became associated with tears and mourning. As a result of precession over the centuries, the Pleiades no longer marked the festival, but the association has nevertheless persisted, and accounts for the significance of the Pleiades astrologically.


          The early Monte Alto Culture and others in Guatemala such as Ujuxte and Takalik Abaj, made its early observatories, using the Pleiades and Eta Draconis as reference, they were called the seven sisters, and thought to be their original land.


          
            [image: A bronze disk, 1600 BC, from Nebra, Germany, is one of the oldest known representations of the cosmos. The Pleiades are top right. See Nebra sky disk]

            
              A bronze disk, 1600 BC, from Nebra, Germany, is one of the oldest known representations of the cosmos. The Pleiades are top right. See Nebra sky disk
            

          


          Heliacal risings very often mark important calendar points for ancient peoples. The heliacal rising of the Pleiades (around June) also begins the new year for the Māori of New Zealand, who call the Pleiades Matariki. There is an analogous holiday in Hawaiʻi known as Makaliʻi. The ancient Aztecs of Mexico and Central America based their calendar upon the Pleiades. Their calendric year began when priests first remarked the asterism rising heliacally in the east, immediately before the sun's dawn light obliterated the view of the stars. Aztecs called the Pleiades Tianquiztli (meaning "marketplace").


          


          Indigenous Australians and Mainland Asians


          Depending on the tribe or clan, there are several stories regarding the origins of the Pleiades. Some Indigenous Australian peoples believed the Pleiades was a woman who had been nearly raped by Kidili, the man in the moon.


          Another version, often painted by Gabriella Possum Nungurayyi as this is her dreaming (or creation story), daughter of the late Clifford Possum Tjapaltjarri from the Central desert art movement of Papunya, depicts the story of seven Napaltjarri sisters being chased by a man named Jilbi Tjakamarra. He tried to practice love magic to one of the sisters but the sister did not want to be with him and with her sisters, they ran away from him. They sat down at Uluru to search for honey ants but when they saw Jilbi, they went to Kurlunyalimpa and with the spirits of Uluru, transformed into stars. Jilbi transforms himself into what is commonly known as the Morning Star in Orion's belt, thus continuing to chase the seven sisters across the sky.


          Among the Ban Raji, who live in semi-nomadic settlements scattered throughout western Nepal and northern India, the Pleiades are called the "Seven sisters-in-law and one brother-in-law" (Hatai halyou daa salla). Ban Rajis note that when the Pleiades rises up over the mountain each night, they feel happy to see their ancient kin (Fortier 2008:in press). On a more practical note, Ban Rajis can tell that evening has arrived, indicating that it is about eight oclock by local time standards when their star-kin rise above the Nepali mountains bordering the Kali River.


          


          Native Americans


          The Lakota Tribe of North America had a legend that linked the origin of the Pleiades to Devils Tower. According to the Seris (of northwestern Mexico), these stars are seven women who are giving birth. The constellation is known as Cmaamc, which is apparently an archaic plural of the noun cmaam "woman".


          It was common among the indigenous peoples of the Americas to measure keenness of vision by the number of stars the viewer could see in the Pleiades, a practice which was also used in historical Europe, especially in Greece.


          The Native American tribe, the Kiowa, had a myth similar to the Lakota that explained the creation of the Pleiades. According to the Kiowa there were seven young maidens that went out to play and were spotted by several giant bears. The bears saw the young women and began to chase them. In an effort to escape the bears the women climbed on top of a rock and prayed to the spirit of the rock to save them. Hearing their prayers the rock began to rise from the ground towards the Heavens so that the bears couldn't reach the maidens. The seven women reached the sky and were then turned into the star constellation we know today. The bears in an effort to climb the rock left deep claw marks in the sides which had become too steep to climb. The rock later became known as Devil's Tower which is located in the state of Wyoming.


          In the ancient Andes, the Pleiades were associated with abundance, because they return to the Southern Hemisphere sky each year at harvest-time. In Quechua they are called collca', or storehouse.


          Paul Goble, Native American storyteller, tells a Blackfoot legend that he says is told by other tribes as well. In the story, the Pleiades are orphans that were not cared for by the people, so they became stars. Sun Man is angered by the mistreatment of the children and punishes the people with a drought, until the dogs, the only friends of the orphans, intercede on behalf of the people.


          The American Hopi Indians built their underground Kivas for multiple utilitarian uses. The most important of which was their ceremonial meeting place. The access was a ladder through a small hole in the roof of the round hole in the ground. During certain ceremonies, the night passage of the Pleiades over the centre of the opening of the entrance hole was a direct signal to begin a certain ceremony. Most of the cultures used the angle of the Pleiades in the night sky as a time telling device.


          


          Ukrainian


          In Ukrainian traditional folklore the Pleiades are known as Стожари (Stozhary), Волосожари (Volosozhary), or Баби-Звізди (Baby-Zvizdy).


          'Stozhary' can be etymologically traced to "стожарня" (stozharnya) meaning a 'granary', 'storehouse for hay and crops', or can also be reduced to the root "сто-жар", (sto-zhar) meaning 'hundredfold glowing'. ..


          'Volosozhary' (the ones whose hair is glowing), or 'Baby-Zvizdy' (female-stars) refer to the female tribal deities. Accordingly to the legend, seven maids lived long ago. They used to dance the traditional round dances and sing the glorious songs to honour the gods. After their death the gods turned them into water nymphs, and, having taken them to the Heavens, settled them upon the seven stars, where they dance their round dances (symbolic for moving the time) to this day. (see article in Ukrainian Wikipedia)


          In Ukraine this asterism was considered a female talisman until recent times.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Pleiades"
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              	Plesiosaur

              Fossil range: Early Jurassic - Late Cretaceous
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                  Plesiosaurus.
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Sauropsida

                  


                  
                    	Superorder:

                    	 Sauropterygia

                  


                  
                    	Order:

                    	 Plesiosauria

                  


                  
                    	Suborder:

                    	Plesiosauroidea

                    Gray, 1825
                  

                

              
            


            
              	Families
            


            
              	
                 Cimoliasauridae

                 Cryptoclididae

                 Elasmosauridae

                 Plesiosauridae

                 Polycotylidae

              
            

          


          Plesiosaurs (pronounced /ˈpliːsɪəˌsɔr/) (Greek: plesios meaning 'near' or 'close to' and sauros meaning 'lizard') were carnivorous aquatic (mostly marine) reptiles. After their discovery, they were somewhat fancifully said to have resembled "a snake threaded through the shell of a turtle", although they had no shell. The common name 'plesiosaur' is applied both to the 'true' plesiosaurs (Suborder Plesiosauroidea) which includes both long-necked (elasmosaurs) and short-necked (polycotylid) forms and to the larger taxonomic rank of Plesiosauria, which includes the pliosaurs. The pliosaurs were the short-necked, large-headed plesiosaurians that were the apex predators for much of the Mesozoic. There were many species of plesiosaurs, while most of them were not as large as Elasmosaurus.


          Plesiosaurs ( sensu Plesiosauroidea) appeared at the start of the Jurassic Period and thrived until the K-T extinction, at the end of the Cretaceous Period. While they were Mesozoic reptiles that lived at the same time as dinosaurs, they were not dinosaurs.


          


          History of discovery


          
            Image:Plesiosaur anning.jpg

            
              The first plesiosaur fossil, discovered by Mary Anning, 1821.
            

          


          The first plesiosaur skeletons were found in England by Mary Anning, in the early 1800s, and were amongst the first fossil vertebrates to be described by science. Many have been found, some of them virtually complete, and new discoveries are made frequently. One of the finest specimens was found in 2002 on the coast of Somerset (England) by someone fishing from the shore. This specimen, called the Collard specimen after its finder, was on display in Taunton museum in 2007. Another, less complete skeleton was also found in 2002, in the cliffs at Filey, Yorkshire, England, by an amateur palaeontologist. The preserved skeleton is displayed at Scarborough Rotunda Museum.


          Many museums have plesiosaur specimens. Notable among them is the collection of plesiosaurs in the Natural History Museum, London, which are on display in the marine reptiles gallery. Several historically important specimens can be found there, including the partial skeleton from Nottinghamshire reported by Stukely in 1719 which is the earliest written record of any marine reptile. Others specimens include those purchased from Thomas Hawkins in the early 19th century.


          Specimens are on display in museums in the UK, including New Walk Museum, Leicester, The Yorkshire Museum, The Sedgwick Museum in Cambridge, Manchester Museum, Warwick Museum, Bristol Museum and the Dorset Museum. A specimen was put on display in Lincoln Museum in 2005. Peterborough Museum holds an excellent collection of plesiosaur material from the Oxford Clay brick pits in the area. The most complete known specimen of the long-necked plesiosaur Cryptoclidus, excavated in the 1980s can be seen there.


          
            [image: Plesiosaur cast in Bristol City Museum, Bristol, England. Found in the Lower Lias strata, Street, Somerset, England.]

            
              Plesiosaur cast in Bristol City Museum, Bristol, England. Found in the Lower Lias strata, Street, Somerset, England.
            

          


          


          Description


          Plesiosaurs had a broad body and a short tail. They retained their ancestral two pairs of limbs, which evolved into large flippers. Plesiosaurs evolved from earlier, similar forms such as pistosaurs or very early, longer-necked pliosaurs. There are a number of families of plesiosaurs, which retain the same general appearance and are distinguished by various specific details. These include the Plesiosauridae, unspecialised types which are limited to the Early Jurassic period; Cryptoclididae, (e.g. Cryptoclidus), with a medium-long neck and somewhat stocky build; Elasmosauridae, with very long, inflexible necks and tiny heads; and the Cimoliasauridae, a poorly known group of small Cretaceous forms. According to traditional classifications, all plesiosaurs have a small head and long neck but, in recent classifications, one short-necked and large-headed Cretaceous group, the Polycotylidae, are included under the Plesiosauroidea, rather than under the traditional Pliosauroidea. Size of different plesiosaurs varied significantly, with an estimated length of Trinacromerum being 3 meters and Mauisaurus growing to 20 meters.


          


          Behaviour


          
            [image: Plesiosaur paddle in the Charmouth Heritage Coast Centre.]

            
              Plesiosaur paddle in the Charmouth Heritage Coast Centre.
            

          


          Unlike their pliosaurian cousins, plesiosaurs (with the exception of the Polycotylidae) were probably slow swimmers {Massare, 1988}. It is likely that they cruised slowly below the surface of the water, using their long flexible neck to move their head into position to snap up unwary fish or cephalopods. Their four-flippered swimming adaptation may have given them exceptional maneuverability, so that they could swiftly rotate their bodies as an aid to catching prey.


          Contrary to many reconstructions of plesiosaurs, it would have been impossible for them to lift their head and long neck above the surface, in the 'swan-like' pose that is often shown {Everhart, 2005; Henderson, 2006}. Even if they had been able to bend their necks upward to that degree (which they could not), gravity would have tipped their body forward and kept most of the heavy neck in the water.


          


          Taxonomy


          The classification of plesiosaurs has varied; the following represents one version (see O'Keefe 2001)
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              Attenborosaurus
            

          


          
            [image: Cryptocleidus]

            
              Cryptocleidus
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              Muraenosaurus
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              Dolichorhynchops
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              Thililua
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              Thalassomedon
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              Libonectes
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              Styxosaurus
            

          


          
            	
              Superorder SAUROPTERYGIA

              
                	
                  Order PLESIOSAURIA

                  
                    	Suborder Pliosauroidea


                    	Suborder Plesiosauroidea(Gray, 1825) Welles, 1943 sensu O'Keefe, 2001

                      
                        	Plesiopterys O'Keefe, 2004


                        	Family Plesiosauridae Gray, 1825 sensu O'Keefe, 2001

                          
                            	Attenborosaurus Bakker, 1993


                            	Plesiosaurus De la Beche & Conybeare, 1821

                          

                        


                        	(Unranked) Euplesiosauria O'Keefe, 2001

                          
                            	? Sthenarosaurus Watson, 1911 (nomen dubium)


                            	? Eretmosaurus Seeley, 1874


                            	? Leurospondylus Brown, 1913


                            	Superfamily Cryptoclidoidea Williston, 1925 sensu O'Keefe, 2001

                              
                                	Family Cryptoclididae Williston, 1925 sensu O'Keefe, 2001

                                  
                                    	? Tatenectes OKeefe & Wahl, 2003


                                    	? Colymbosaurus Seeley, 1874


                                    	Cryptocleidus Seeley, 1892


                                    	Muraenosaurus Seeley, 1874


                                    	Pantosaurus Marsh, 1891


                                    	Vinialesaurus Gasparini, Bardet & Iturralde-Vinent, 2002

                                  

                                


                                	(Unranked) Tricleidia O'Keefe, 2001

                                  
                                    	Family Tricledidae Nova

                                      
                                        	Tricleidus Andrews, 1909

                                      

                                    


                                    	Family Cimoliasauridae Delair, 1959 sensu O'Keefe, 2001

                                      
                                        	? Aristonectes Cabrea, 1941


                                        	Kaiwhekea Cruickshank & Fordyce, 2002


                                        	Kimmerosaurus Brown, 1981


                                        	Cimoliasaurus Leidy, 1851 (nomen dubium)

                                      

                                    


                                    	Family Polycotylidae Williston, 1909 sensu O'Keefe, 2001

                                      
                                        	? Edgarosaurus Druckenmiller, 2002


                                        	? Georgiasaurus Otschev, 1978


                                        	Polycotylus Cope, 1869


                                        	Dolichorhynchops Willison, 1903


                                        	Trinacromerum Cragin, 1888


                                        	Sulcusuchus Gasparini & Spalletti, 1990


                                        	Thililua Bardet, Pereda Suberbiola & Jalil, 2003

                                      

                                    


                                    	Family Elasmosauridae Cope, 1869 sensu Bardet, Godefroit & Sciau, 1999

                                      
                                        	? Morenosaurus Welles, 1943


                                        	Occitanosaurus Bardet, Godefroit & Sciau, 1999


                                        	Microcleidus Watson, 1911

                                      

                                    


                                    	Family Elasmosauridae Cope, 1869 sensu O'Keefe, 2001

                                      
                                        	? Futabasaurus Sato, Hasegawa & Manabe, 2006


                                        	? Orophosaurus Cope, 1887 (nomen dubium)


                                        	? Woolungasaurus Persson, 1960


                                        	? Ogmodirus Williston & Moodie, 1913 (nomen dubium)


                                        	? Fresnosaurus Welles, 1943


                                        	? Piptomerus Cope, 1887 (nomen vanum)


                                        	? Goniosaurus Meyer, 1860


                                        	? Mauisaurus Hector, 1874


                                        	? Aphrosaurus Welles, 1943


                                        	? Hydrotherosaurus Welles, 1943


                                        	? Hydralmosaurus Welles, 1943


                                        	? Terminonatator Sato, 2003


                                        	? Turangisaurus Wiffen & Moisley, 1986


                                        	? Thalassomedon Welles, 1943


                                        	Elasmosaurus Cope, 1869


                                        	Brancasaurus Wegner, 1914


                                        	Callawayasaurus Carpenter, 1999


                                        	Libonectes Carpenter, 1997


                                        	Styxosaurus Welles, 1943

                                      

                                    

                                  

                                

                              

                            

                          

                        

                      

                    

                  

                

              

            

          


          


          In popular culture


          The plesiosaur is popular among children and cryptozoologists, appearing in a number of children's books and several films, including in Jules Verne's novel Journey to the Centre of the Earth. However, in Verne's story it is described as being much larger than they were in reality, and shown as having a shell like a turtle. In the bizarre 1899 short story "The Monster of Lake LaMetrie", a man's brain was put into the body of a plesiosaur.


          Plesiosaurs have appeared in films about lake monsters, including Magic in the Water (1995), and movies about the Loch Ness Monster, such as Loch Ness (1996). In both films, the creature primarily serves as a symbol of a lost, child-like sense of wonder. Plesiosaurs are also present in the Japanese Jaws-inspired movie Legend of the Dinosaurs (1983).


          Contrary to reports, the long-necked, sharp-toothed animal in the classic film King Kong (1933), which flips a raft full of rescuers on their way to save Fay Wray, and then devours the swimmers, is not a plesiosaur. Despite striking a profile in the mist very similar to the famous 'Surgeon's Photo' of the Loch Ness Monster, it then chases the routed heroes onto dry land, where it is clearly intended to be a diplodocid sauropod. However, Kong later battles a serpent-like creature in a cave which possesses four flippers, resembles a plesiosaur, but acts more like a giant snake.


          


          Alleged living plesiosaurs


          
            [image: Reconstruction of Ogopogo, a lake monster said to resemble a plesiosaur]

            
              Reconstruction of Ogopogo, a lake monster said to resemble a plesiosaur
            

          


          Lake or sea monster sightings are occasionally explained by cryptozoologists as plesiosaurs. With the lack of fossil evidence for plesiosaurs surviving past the K/T boundary, the discovery of real and even more ancient living fossils, such as the coelacanth, and of previously unknown but enormous deep-sea animals such as the giant squid and the megamouth shark, have fuelled imaginations.


          The 1977 discovery of a carcass with flippers and what appeared to be a long neck and head, by the Japanese fishing trawler Zuiyo Maru, off New Zealand, created a plesiosaur craze in Japan. However, the consensus amongst scientists today is that it was a decayed basking shark.


          The Loch Ness Monster, and other lake monsters, have been reported to resemble plesiosaurs. The lake plesiosaur theory is considered unlikely for many reasons, including: they are generally too cold for a large cold-blooded animal to survive easily, and that air-breathing animals, like plesiosaurs, would be easily spotted when they surface to breathe. In 2003, the National Museums of Scotland confirmed that vertebrae discovered on the shores of Loch Ness belong to a plesiosaur, but the fossils were deliberately planted (BBC News, July 16, 2003).


          Research announced in 2006, by Leslie No of the Sedgwick Museum in Cambridge, UK, cast further doubt on the lake plesiosaur theory. While many sightings of the Loch Ness Monster, and similar from around the globe, include reports of it lifting its head out of the water, No's study of fossilized vertebrae of Muraenosaurus concluded this articulation would not be possible. Instead, he found that the neck evolved to point downwards allowing the plesiosaur to feed on soft-shelled animals living on the sea floor.


          Beached carcasses that prove controversial or hard to identify, a phenomenon known as globsters, have fueled the speculation about living plesiosaurs. For example, The Star on April 8, 2006, reported that fishermen discovered bones resembling that of a plesiosaur near Sabah, Malaysia. A team of researchers from Universiti Malaysia Sabah investigated the specimen, but determined the bones were those of a whale.
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          See also Mike Everhart's "Marine Reptile References" and scans of "Early papers on North American plesiosaurs" on the Oceans of Kansas Paleontology website.
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          The Pliocene epoch (spelled Pleiocene in some older texts) is the period in the geologic timescale that extends from 5.332 million to 1.806 million years before present.


          The Pliocene is the second epoch of the Neogene period in the Cenozoic era. The Pliocene follows the Miocene epoch and is followed by the Pleistocene epoch.


          The Pliocene was named by Sir Charles Lyell. The name comes from the Greek words ῖ (pleion, "more") and ό (kainos, "new") and means roughly "continuation of the recent", referring to the essentially modern marine mollusc faunas.


          As with other older geologic periods, the geological strata that define the start and end are well identified but the exact dates of the start and end of the epoch are slightly uncertain. The boundaries defining the onset of the Pliocene are not set at an easily identified worldwide event but rather at regional boundaries between the warmer Miocene and the relatively cooler Pliocene. The upper boundary was intended to be set at the start of the Pleistocene glaciations but is now considered to be set too late. Many geologists find the broader divisions into Paleogene and Neogene more useful.


          Astronomer Narciso Bentez of Johns Hopkins University and his team suggest that a supernova is a plausible but unproven candidate for the marine extinctions that characterize the Pliocene-Pleistocene boundary, by causing a significant breakdown of the ozone layer.


          


          Subdivisions


          The Pliocene faunal stages from youngest to oldest according to ICS classification are:


          
            
              	Gelasian

              	(2.5881.806 mya) (millions of years ago)
            


            
              	Piacenzian

              	(3.6002.588 mya)
            


            
              	Zanclean

              	(5.3323.600 mya)
            

          


          The first two stages make up the Late Pliocene, whereas the Zanclean is the only stage of the Early Pliocene. The Piacenzian may informally also be called "Middle Pliocene".


          For most of North America, a different system ( NALMA) is often used which overlaps epoch boundaries:


          
            
              	Blancan

              	(4.751.806 mya)
            


            
              	Hemphillian

              	(94.75 mya); includes most of the Late Miocene
            

          


          Other classification systems are used for California, Australia, Japan and New Zealand.


          


          Climate


          Climates became cooler and drier, and seasonal, similar to modern climates. Ice sheets grew on Antarctica during the Pliocene. The continent was ice-bound, entirely covered with perennial glaciers, by the start of the Pliocene. The formation of an Arctic ice cap around 3 mya is signaled by an abrupt shift in oxygen isotope ratios and ice-rafted cobbles in the North Atlantic and North Pacific ocean beds (Van Andel 1994 p. 226). Mid-latitude glaciation was probably underway before the end of the epoch. The global cooling that occurred during the Pliocene may have spurred on the disappearance of forests and the spread of grasslands and savannas.


          


          Paleogeography


          Continents continued to drift toward their present positions, moving from positions possibly as far as 250 km from their present locations to positions only 70 km from their current locations. South America became linked to North America through the Isthmus of Panama during the Pliocene, bringing a nearly complete end to South America's distinctive marsupial faunas. The formation of the Isthmus had major consequences on global temperatures, since warm equatorial ocean currents were cut off and an Atlantic cooling cycle began, with cold Arctic and Antarctic waters dropping temperatures in the now-isolated Atlantic Ocean.


          Africa's collision with Europe formed the Mediterranean Sea, cutting off the remnants of the Tethys Ocean.


          Sea level changes exposed the land-bridge between Alaska and Asia.


          Pliocene marine rocks are well exposed in the Mediterranean, India, and China. Elsewhere, they are exposed largely near shores.


          


          Flora


          The change to a cooler, dry, seasonal climate had considerable impacts on Pliocene vegetation, reducing tropical species world-wide. Deciduous forests proliferated, coniferous forests and tundra covered much of the north, and grasslands spread on all continents (except Antarctica). Tropical forests were limited to a tight band around the equator, and in addition to dry savannahs, deserts appeared in Asia and Africa.


          


          Fauna


          Both marine and continental faunas were essentially modern, although continental faunas were a bit more primitive than today. The first recognizable hominins, the australopithecines, appeared in the Pliocene.


          The land mass collisions meant great migration and mixing of previously isolated species, such as in the Great American Interchange. Herbivores got bigger, as did specialized predators.


          


          Mammals


          In North America, rodents, large mastodonts and gomphotheres, and opossums continued successfully, while hoofed animals ( ungulates) declined, with camel, deer and horse all seeing populations recede. Rhinos, tapirs and chalicotheres went extinct. Carnivores including the weasel family diversified, and dogs and fast-running hunting bears did well. Ground sloths, huge glyptodonts and armadillos came north with the formation of the Isthmus of Panama.


          In Eurasia rodents did well, while primate distribution declined. Elephants, gomphotheres and stegodonts were successful in Asia, and hyraxes migrated north from Africa. Horse diversity declined, while tapirs and rhinos did fairly well. Cows and antelopes were successful, and some camel species crossed into Asia from North America. Hyaenas and early saber-toothed cats appeared, joining other predators including dogs, bears and weasels.


          
            
              Human evolution during the Pliocene
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          Africa was dominated by hoofed animals, and primates continued their evolution, with australopithecines (some of the first hominids) appearing in the late Pliocene. Rodents were successful, and elephant populations increased. Cows and antelopes continued diversification and overtaking pigs in numbers of species. Early giraffes appeared, and camels migrated via Asia from North America. Horses and modern rhinos came onto the scene. Bears, dogs and weasels (originally from North America) joined cats, hyaenas and civets as the African predators, forcing hyaenas to adapt as specialized scavengers.


          South America was invaded by North American species for the first time since the Cretaceous, with North American rodents and primates mixing with southern forms. Litopterns and the notoungulates, South American natives, did well. Small weasel-like carnivorous mustelids and coatis migrated from the north. Grazing glyptodonts, browsing giant ground sloths and smaller armadillos did well.


          The marsupials remained the dominant Australian mammals, with herbivore forms including wombats and kangaroos, and the huge diprotodonts. Carnivorous marsupials continued hunting in the Pliocene, including dasyurids, the dog-like thylacine and cat-like Thylacoleo. The first rodents arrived, while bats did well, as did ocean-going whales. The modern platypus, a monotreme, appeared.
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          Birds


          The predatory phorusrhacids were rare in this time; among the last was Titanis, a large phorusrhacid that rivaled mammals as top predator. Its distinct feature was its claws, which had re-evolved for grasping prey, such as Hipparion. Other birds probably evolved at this time, some modern, some now extinct.


          


          Reptiles


          Alligators and crocodiles died out in Europe as the climate cooled. Venomous snake genera continued to increase as more rodents and birds evolved.


          


          Oceans


          Oceans continued to be relatively warm during the Pliocene, though they continued cooling. The Arctic ice cap formed, drying the climate and increasing cool shallow currents in the North Atlantic. Deep cold currents flowed from the Antarctic.


          The formation of the Isthmus of Panama about 3.5 million years ago cut off the final remnant of what was once essentially a circum-equatorial current that had existed since the Cretaceous and the early Cenozoic. This may have contributed to further cooling of the oceans worldwide.


          The Pliocene seas were alive with sea cows, seals and sea lions.


          


          Supernovae


          In 2002, astronomers discovered that roughly 2 million years ago, around the end of the Pliocene epoch, a group of bright O and B stars called the Scorpius-Centaurus OB association passed within 150 light-years of Earth and that one or more supernovae may have occurred in this group at that time. Such a close explosion could have damaged the Earth's ozone layer and caused the extinction of some ocean life (consider that at its peak, a supernova of this size could have the same absolute magnitude as an entire galaxy of 200 billion stars). (Comins, Kaufmann pp. 359)
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          The plough (American spelling: plow; both pronounced /plaʊ/) is a tool used in farming for initial cultivation of soil in preparation for sowing seed or planting. It has been a basic instrument for most of recorded history, and represents one of the major advances in agriculture. The primary purpose of ploughing is to turn over the upper layer of the soil, bringing fresh nutrients to the surface, while burying weeds and the remains of previous crops, allowing them to break down. It also aerates the soil, and allows it to hold moisture better. In modern use, a ploughed field is typically left to dry out, and is then harrowed before planting.


          Ploughs were initially pulled by oxen, and later in many areas by horses. In industrialised countries, the first mechanical means of pulling a plough used steam-power ( ploughing engines or steam tractors), but these were gradually superseded by internal-combustion-powered tractors. In the past two decades plough use has reduced in some areas (where soil damage and erosion are problems), in favour of shallower ploughing and other less invasive tillage techniques.


          Ploughs are even used under the sea, for the laying of cables, as well as preparing the earth for side-scan sonar in a process used in oil exploration.


          


          Etymology


          In English, as in other Germanic languages, the plough was traditionally known by other names, e.g. Old English sulh, Old High German medela or huohili, and Old Norse arr.


          The current word plough also comes from Germanic, but it appears relatively late (it is absent from Gothic), and is thought to be a loanword from one of the north Italic languages. In these it had different meanings: in Raetic plaumorati (Pliny), and in Latin plaustrum "wagon, cart", plstrum, plstellum "cart", and plxenum, plximum "cart box".


          The word first appears in Germanic as Lombardic plvum. This term was borrowed into Slavic languages, such as Old Church Slavonic plugǔ, and Baltic languages, such as Lithuanian plgas. Ultimately, the word is thought to derive from an ancestral PIE *blōk, related to Armenian pelem "to dig" and Welsh bwlch "gap, notch".


          


          History of the plough


          


          Hoeing


          When agriculture was first developed, simple hand-held digging sticks or hoes would have been used in highly fertile areas, such as the banks of the Nile where the annual flood rejuvenates the soil, to create furrows wherein seeds could be sown. In order to regularly grow crops in less fertile areas, the soil must be turned to bring nutrients to the surface.


          


          Scratch plough


          The domestication of oxen in Mesopotamia and by its contemporary Indus valley civilization, perhaps as early as the 6th millennium BC, provided mankind with the pulling power necessary to develop the plough. The very earliest plough was the simple scratch-plough, or ard, which consists of a frame holding a vertical wooden stick that was dragged through the topsoil (still used in many parts of the world). It breaks up a strip of land directly along the ploughed path, which can then be planted. Because this form of plough leaves a strip of undisturbed earth between the rows, fields are often cross-ploughed at right angles, and this tends to lead to squarish fields In the archeology of northern Europe, such squarish fields are referred to as " Celtic fields".


          


          Crooked ploughs


          The Greeks apparently introduced the next major advance in plough design; the crooked plough, which angled the cutting surface forward, leading to the name. The cutting surface was often faced with bronze or (later) iron. Metal was expensive, so in times of war it was melted down or forged to make weapons  or the reverse in more peaceful times. This is presumably the origin of the term "beat your swords to ploughshares".


          


          Mouldboard plough
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          A major advance in plough design was the mouldboard plough (American spelling: moldboard plow), which aided the cutting blade. The coulter, knife or skeith cuts vertically into the ground just ahead of the share (or frog) a wedge-shaped surface to the front and bottom of the mouldboard with the landside of the frame supporting the below-ground components. The upper parts of the frame carries (from the front) the coupling for the motive power (horses), the coulter and the landside frame. Depending on the size of the implement, and the number of furrows it is designed to plough at one time, there is a wheel or wheels positioned to support the frame. In the case of a single-furrow plough there is only one wheel at the front and handles at the rear for the ploughman to steer and manoeuvre it.


          When dragged through a field the coulter cuts down into the soil and the share cuts horizontally from the previous furrow to the vertical cut. This releases a rectangular strip of sod that is then lifted by the share and carried by the mouldboard up and over, so that the strip of sod (slice of the topsoil) that is being cut lifts and rolls over as the plough moves forward, dropping back to the ground upside down into the furrow and onto the turned soil from the previous run down the field. Each gap in the ground where the soil has been lifted and moved across (usually to the right) is called a furrow. The sod that has been lifted from it rests at about a 45 degree angle in the next-door furrow and lies up the back of the sod from the previous run.


          In this way, a series of ploughing runs down a field (paddock) leaves a row of sods that lie partly in the furrows and partly on the ground lifted earlier. Visually, across the rows, there is the land (unploughed part) on the left, a furrow (half the width of the removed strip of soil) and the removed strip almost upside-down lying on about half of the previous strip of inverted soil, and so on across the field. Each layer of soil and the gutter it came from forms the classic furrow.


          The mouldboard plough greatly reduced the amount of time needed to prepare a field, and as a consequence, allowed a farmer to work a larger area of land. In addition, the resulting pattern of low (under the mouldboard) and high (beside it) ridges in the soil forms water channels, allowing the soil to drain. In areas where snow buildup is an issue, this allows the soil to be planted earlier as the snow runoff is drained away more quickly.


          Parts of a mouldboard plough: There are 5 major parts of a mouldboard plough


          
            	Mouldboard


            	Share


            	Landside


            	Frog


            	Tailpiece

          


          A runner extending from behind the share to the rear of the plough controls the direction of the plough, because it is held against the bottom land-side corner of the new furrow being formed. The holding force is the weight of the sod, as it is raised and rotated, on the curved surface of the mouldboard. Because of this runner, the mouldboard plough is harder to turn around than the scratch plough, and its introduction brought about a change in the shape of fieldsfrom mostly square fields into longer rectangular "strips" (hence the introduction of the furlong).


          An advance on the basic design was the ploughshare, a replaceable horizontal cutting surface mounted on the tip of the mouldboard. Introduced by the Celts in Britain around 4000 BC (without the replaceable feature), early mouldboards were basically wedges that sat inside the cut formed by the coulter, turning over the soil to the side. The ploughshare spread the cut horizontally below the surface, so when the mouldboard lifted it, a wider area of soil was turned over.


          


          Heavy ploughs


          In the basic mouldboard plough the depth of the cut is adjusted by lifting against the runner in the furrow, which limited the weight of the plough to what the ploughman could easily lift. This limited the construction to a small amount of wood (although metal edges were possible). These ploughs were fairly fragile, and were unsuitable for breaking up the heavier soils of northern Europe. The introduction of wheels to replace the runner allowed the weight of the plough to increase, and in turn allowed the use of a much larger mouldboard faced in metal. These heavy ploughs led to greater food production and eventually a significant population increase around 600 AD.


          Heavy Iron ploughs were invented in Han Dynasty China around 100 BC. Despite a number of innovations, the Romans never achieved the heavy wheeled mouldboard plough. The first indisputable appearance after the Roman period is from 643, in a northern Italian document. Old words in connected with the heavy plough and its use appear in Slavic, suggesting possible early use in this region. The general adoption of the mouldboard plough in Europe appears to have accompanied the adoption of the three-field system in the later eighth and early ninth centuries, leading to an improvement of the agricultural productivity per unit of land in northern Europe.


          Research by the French historian Marc Bloch in medieval French agricultural history showed the existence of names for two different ploughs, "the araire was wheel-less and had to be dragged across the fields, while the charrue was mounted on wheels".


          


          Improved designs


          The basic plough with coulter, ploughshare and mouldboard remained in use for a millennium. Major changes in design did not become common until the Age of Enlightenment, when there was rapid progress in design. The Dutch are credited with the introduction of newer shapes for the mouldboard in the 1600s, although these shapes were known earlier in China and may have been discovered by the Dutch while there.
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          Joseph Foljambe in Rotherham, England, in 1730 used these new shapes as the basis for the Rotherham plough, which also covered the mouldboard with iron. Unlike the heavy plough, the Rotherham (or Rotherham swing) plough consisted entirely of the coulter, mouldboard and handles. It was much lighter than conventional designs and became very popular in England. It may have been the first plough to be widely built in factories.


          James Small further improved the design. Using mathematical methods he experimented with various designs until he arrived at a shape cast from a single piece of iron, the Scots plough. This was again improved on by Jethro Wood, a blacksmith of Scipio, New York, who made a three-part Scots Plough that allowed a broken piece to be replaced. In 1837 John Deere introduced the first steel plough; it was much stronger than iron designs that it was able to work the soil in areas of the US that had earlier been considered unsuitable for farming. Improvements on this followed developments in metallurgy; steel coulters and shares with softer iron mouldboards to prevent breakage, the chilled plough which is an early example of surface-hardened steel, and eventually the face of the mouldboard grew strong enough to dispense with the coulter.
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          Single-sided ploughing


          The first mouldboard ploughs could only turn the soil over in one direction ( conventionally always to the right), as dictated by the shape of the mouldboard, and so the field had to be ploughed in long strips, or lands. The plough was usually worked clockwise around each land, ploughing the long sides and being dragged across the short sides without ploughing. The length of the strip was limited by the distance oxen (or later horses) could comfortably work without a rest, and their width by the distance the plough could conveniently be dragged. These distances determined the traditional size of the strips: a furlong, (or "furrow's length", 220yards (200m)) by a chain (22yards (20m))  an area of one acre (about 0.4 hectares); this is the origin of the acre. The one-sided action gradually moved soil from the sides to the centre line of the strip. If the strip was in the same place each year, the soil built up into a ridge, creating the ridge and furrow topography still seen in some ancient fields.


          


          Turnwrest plough


          The turnwrest plough allows ploughing to be done to either side. The mouldboard is removable, turning to the right for one furrow, then being moved to the other side of the plough to turn to the left (the coulter and ploughshare are fixed). In this way adjacent furrows can be ploughed in opposite directions, allowing ploughing to proceed continuously along the field and thus avoiding the ridge and furrow topography.


          


          Reversible plough
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          The reversible plough has two mouldboard ploughs mounted back-to-back, one turning to the right, the other to the left. While one is working the land, the other is carried upside-down in the air. At the end of each row, the paired ploughs are turned over, so the other can be used. This returns along the next furrow, again working the field in a consistent direction.


          


          Riding and multiple-furrow ploughs


          Early steel ploughs, like those for thousands of years prior, were walking ploughs, directed by the ploughman holding onto handles on either side of the plough. The steel ploughs were so much easier to draw through the soil that the constant adjustments of the blade to react to roots or clods was no longer necessary, as the plough could easily cut through them. Consequently it was not long after that the first riding ploughs appeared. On these, wheels kept the plough at an adjustable level above the ground, while the ploughman sat on a seat where he would have earlier walked. Direction was now controlled mostly through the draught team, with levers allowing fine adjustments. This led very quickly to riding ploughs with multiple mouldboards, dramatically increasing ploughing performance.


          A single draught horse can normally pull a single-furrow plough in clean light soil, but in heavier soils two horses are needed, one walking on the land and one in the furrow. For ploughs with two or more furrows more than two horses are needed and, usually, one or more horses have to walk on the loose ploughed sodand that makes hard going for them, and the horse treads the newly ploughed land down. It is usual to rest such horses every half hour for about ten minutes.


          Heavy volcanic loam soils, such as are found in New Zealand, require the use of four heavy draught horses to pull a double-furrow plough. Where paddocks are more square than long-rectangular it is more economical to have horses four wide in harness than two-by-two ahead, thus one horse is always on the ploughed land (the sod). The limits of strength and endurance of horses made greater than two-furrow ploughs uneconomic to use on one farm.


          Amish farmers tend to use a team of about seven horses or mules when spring ploughing and as Amish farmers often help each other plough, teams are sometimes changed at noon. Using this method about 10 acres can be ploughed per day in light soils and about 2acres (8,100m2) in heavy soils.


          


          Steam ploughing
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          The advent of the mobile steam engine allowed steam power to be applied to ploughing from about 1850. In Europe, soil conditions were too soft to support the weight of the heavy traction engines. Instead, counterbalanced, wheeled ploughs, known as balance ploughs, were drawn by cables across the fields by pairs of ploughing engines which worked along opposite field edges. The balance plough had two sets of ploughs facing each other, arranged so when one was in the ground, the other set was lifted into the air. When pulled in one direction the trailing ploughs were lowered onto the ground by the tension on the cable. When the plough reached the edge of the field, the opposite cable was pulled by the other engine, and the plough tilted (balanced), the other set of shares were put into the ground, and the plough worked back across the field.


          One set of ploughs was right-handed, and the other left-handed, allowing continuous ploughing along the field, as with the turnwrest and reversible ploughs. The man credited with the invention of the ploughing engine and the associated balance plough, in the mid nineteenth century, was John Fowler, an English agricultural engineer and inventor.


          In America the firm soil of the Plains allowed direct pulling with steam tractors, such as the big Case, Reeves or Sawyer Massey breaking engines. Gang ploughs of up to fourteen bottoms were used. Often these big ploughs were used in regiments of engines, so that in a single field there might be ten steam tractors each drawing a plough. In this way hundreds of acres could be turned over in a day. Only steam engines had the power to draw the big units. When internal combustion engines appeared, they had neither the strength nor the ruggedness compared to the big steam tractors. Only by reducing the number of shares could the work be completed.


          


          Stump-jump plough


          The Stump-jump plough was an Australian invention of the 1870s, designed to cope with the breaking up of new farming land, that contains many tree stumps and rocks that would be very expensive to remove. The plough uses a moveable weight to hold the ploughshare in position. When a tree stump or other obstruction such as a rock is encountered, the ploughshare is thrown upwards, clear of the obstacle, to avoid breaking the plough's harness or linkage; ploughing can be continued when the weight is returned to the earth after the obstacle is passed.


          A simpler system, developed later, uses a concave disc (or a pair of them) set at a large angle to the direction of progress, that uses the concave shape to hold the disc into the soil  unless something hard strikes the circumference of the disk, causing it to roll up and over the obstruction. As the arrangement is dragged forward, the sharp edge of the disc cuts the soil, and the concave surface of the rotating disc lifts and throws the soil to the side. It doesn't make as good a job as the mouldboard plough (but this is not considered a disadvantage, because it helps fight the wind erosion), but it does lift and break up the soil.


          


          Modern ploughs


          Modern ploughs are usually multiple reversible ploughs, mounted on a tractor via a three-point linkage. These commonly have between two and as many as seven mouldboards  and semi-mounted ploughs (the lifting of which is supplemented by a wheel about half-way along their length) can have as many as eighteen mouldboards. The hydraulic system of the tractor is used to lift and reverse the implement, as well as to adjust furrow width and depth. The ploughman still has to set the draughting linkage from the tractor so that the plough is carried at the proper angle in the soil. This angle and depth can be controlled automatically by modern tractors.


          


          Specialist ploughs


          


          Chisel plough


          The chisel plough is a common tool to get deep tillage with limited soil disruption. The main function of this plough is to loosen and aerate the soils while leaving crop residue at the top of the soil. This plough can be used to reduce the effects of compaction and to help break up ploughpan and hardpan. Unlike many other ploughs the chisel will not invert or turn the soil. This characteristic has made it a useful addition to no-till and limited-tillage farming practices which attempt to maximise the erosion-prevention benefits of keeping organic matter and farming residues present on the soil surface through the year. Because of these attributes, the use of a chisel plough is considered by some to be more sustainable than other types of plough, such as the mouldboard plough.


          
            [image: A modern John Deere 8110 Farm Tractor using a chisel plough.]

            
              A modern John Deere 8110 Farm Tractor using a chisel plough.
            

          


          The chisel plough is typically set to run up to a depth of eight to twelve inches (200 to 300 mm). However some models may run much deeper. Each of the individual ploughs, or shanks, are typically set from nine inches (229 mm) to twelve inches (305 mm) apart. Such a plough can encounter significant soil drag, consequently a tractor of sufficient power and good traction is required. When planning to plough with a chisel plough it is important to bear in mind that 10 to 15 horsepower (7 to 11 kW) per shank will be required.


          


          Ridging plough


          A ridging plough is used for crops, such as potatoes, which are grown buried in ridges of soil. A ridging plough has two mouldboards facing away from each other, cutting a deep furrow on each pass, with high ridges either side. The same plough may be used to split the ridges to harvest the crop.


          


          Mole plough


          The mole plough or subsoiler allows underdrainage to be installed without trenches, or it breaks up deep impermeable soil layers which impede drainage. It is a very deep plough, with a torpedo-shaped or wedge-shaped tip, and a narrow blade connecting this to the body. When dragged through the ground, it leaves a channel deep under the ground, and this acts as a drain. Modern mole ploughs may also bury a flexible perforated plastic drain pipe as they go, making a more permanent drain  or they may be used to lay pipes for water supply or other purposes.


          


          Use of the mouldboard plough


          In modern use, the mouldboard plough was used for three reasons:-


          
            	Foremost was the control of weeds. In this function, mouldboard ploughing is very successful, a farmer can control weed growth with far fewer herbicides by using this technique than is otherwise possible with any other method, aside from hand weeding, which is labour-intensive and not practical for large operations.


            	To break up the soil for planting.


            	To warm the soil for planting.

          


          Only the first reason for mouldboard ploughing really paid off. Most plants require little soil agitation to germinate, so breaking up soil is unnecessary beyond what a planting implement accomplishes on its own. Soil warming is also unnecessary beyond two or three inches (76 mm) below the surface, therefore bringing black fresh soil which heats more quickly and more deeply after the final frost of the year is unneeded.


          


          Problems with mouldboard ploughing


          Mouldboard ploughing has become increasingly recognised as a highly destructive farming practice with the possibility of rapidly depleting soil resources. In the short term, however, it can be successful, hence the reason it was practised for such a long time. A field that is mouldboarded once will generally have an extraordinary one time yield as the larvae of pests and seed from weeds are buried too deeply to survive. After the first harvest, however, continued mouldboarding will diminish yields greatly.


          The diminishing returns of mouldboard ploughing can be attributed to a number of side effects of the practice:-


          
            	Foremost is the formation of hardpan, or the calcification of the sub layer of soil. In some areas, hardpan could once be found so thick it could not be broken up with a pickaxe. The only effective means of removing hardpan is using a "ripper", or chisel plough, which is pulled through the hardpan by an extremely powerful and costly tractor. Obviously, this layer eventually becomes impenetrable to the roots of plants and restricts growth and yields. This layer also becomes impenetrable to water, leading to flooding and the drowning of crops.


            	Deep (> 15-20 cm) mouldboard ploughing rapidly depletes the organic matter content of soil and promotes erosion; these two problems go hand in hand. As soil is brought to the surface, the root structure of the previous harvest is broken up, and the natural adhesion of soil particles is also lost; though loose soil appears good for plant germination (and it is), this loose soil without cohesion is highly susceptible to erosion, multiplying the rate of erosion by several factors compared to a non-mouldboarded plot. This increased rate of erosion will not only outpace the rate of soil genesis but also the replacement rate for organics in the soil, thus depleting the soil more rapidly than normal.


            	Deep (> 15-20 cm) mouldboard ploughing leads to increased soil compaction and loss of pore space within the soil. Soil is a bit like a bucket full of balls filled with sand. Each ball represents a cohesive particle of soil, and when stacked the balls leave a great deal of air space, required for healthy root growth and proper drainage. Mouldboarding so disturbs the soil that it breaks these balls and releases their contents. When this happens, the much smaller particles that are within the larger particles are released and pore space diminishes, leading to hard compacted soil that floods easily and restricts root growth.

          


          


          Soil erosion


          One negative effect of ploughing is to dramatically increase the rate of soil erosion, both by wind and water, where soil is moved elsewhere on land or deposited in bodies of water, such as the oceans. Ploughing is thought to be a contributing factor to the Dust Bowl in the US in the 1930s. Alternatives to ploughing, such as the no till method, have the potential to limit damage while still allowing farming.


          


          Plough parts


          
            [image: A farmer ploughs his fields in Judea, 1913.]

            
              A farmer ploughs his fields in Judea, 1913.
            

          


          
            	Frame


            	Frog


            	Share (also called a plowshare or ploughshare)


            	Mouldboard (or moldboard)


            	Runner


            	Landside


            	Shin


            	Trashboard


            	Handles


            	Hitch


            	Knife, skeith or coulter

          


          On modern ploughs and some older ploughs, the mouldboard is separate from the share and runner, allowing these parts to be replaced without replacing the mouldboard. Abrasion eventually destroys all parts of a plough that contact the soil.
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Charadriiformes

                  


                  
                    	Family:

                    	Charadriidae

                  


                  
                    	Subfamily:

                    	Charadriinae

                    Leach, 1820
                  

                

              
            


            
              	Genera
            


            
              	
                Pluvialis

                Charadrius

                Thinornis

                Elseyornis

                Peltohyas

                Anarhynchus

                Phegornis

                Oreopholus

              
            

          


          Plovers are a widely distributed group of wading birds belonging to the subfamily Charadriinae. There are about 40 species in the subfamily, most of them called "plover" or "dotterel". The closely related lapwing subfamily, Vanellinae, comprises another 20-odd species.


          Plovers are found throughout the world, and are characterised by relatively short bills. They hunt by sight, rather than by feel as longer-billed waders like snipe do.


          They feed mainly on insects, worms or other invertebrates, depending on habitat, which are obtained by a run-and-pause technique, rather than the steady probing of some other wader groups.


          


          Species list in taxonomic order


          
            	Eurasian Golden Plover, Pluvialis apricaria


            	Pacific Golden Plover, Pluvialis fulva


            	American Golden Plover, Pluvialis dominica - the American and Pacific Golden Plovers were formerly considered conspecific (as "Lesser Golden Plover"; Sangster et al., 2002)


            	Grey Plover or Black-bellied Plover, Pluvialis squatarola

          


          
            	New Zealand Dotterel or Red-breasted Plover, Charadrius obscurus


            	Ringed Plover, Charadrius hiaticula


            	Semipalmated Plover, Charadrius semipalmatus


            	Long-billed Plover, Charadrius placidus


            	Little Ringed Plover, Charadrius dubius


            	Wilson's Plover, Charadrius wilsonia


            	Killdeer, Charadrius vociferus


            	Piping Plover, Charadrius melodus


            	Black-banded Plover, Charadrius thoracicus


            	Kittlitz's Plover, Charadrius pecuarius


            	St. Helena Plover, Charadrius sanctaehelenae

              
                [image: Plover eggs laid on the ground]

                
                  Plover eggs laid on the ground
                

              

            


            	Three-banded Plover, Charadrius tricollaris


            	Forbes' Plover, Charadrius forbesi


            	Kentish Plover or Snowy Plover, Charadrius alexandrinus


            	Javan Plover, Charadrius (alexandrinus) javanicus


            	White-fronted Plover, Charadrius marginatus


            	Red-capped Plover, Charadrius ruficapillus


            	Malaysian Plover, Charadrius peronii


            	Chestnut-banded Plover, Charadrius pallidus


            	Collared Plover, Charadrius collaris


            	Puna Plover, Charadrius alticola


            	Double-banded Plover, Charadrius bicinctus


            	Two-banded Plover, Charadrius falklandicus


            	Lesser Sand Plover, Charadrius mongolus


            	Greater Sand Plover, Charadrius leschenaultii


            	Caspian Plover, Charadrius asiaticus


            	Oriental Plover, Charadrius veredus


            	Eurasian Dotterel, Charadrius morinellus


            	Rufous-chested Dotterel, Charadrius modestus


            	Mountain Plover, Charadrius montanus


            	Hooded Plover, Charadrius rubricollis

          


          
            	Shore Plover, Thinornis novaeseelandiae

          


          
            	Black-fronted Dotterel, Elseyornis melanops

          


          
            	Inland Dotterel, Peltohyas australis

          


          
            	Wrybill, Anarhynchus frontalis

          


          
            	Diademed Plover, Phegornis mitchellii

          


          
            	Tawny-throated Dotterel, Oreopholus ruficollis

          


          Many of the Charadrius species are characterised by breast bands or collars. These can be (in the adult) complete bands (Ringed, Semipalmated, Little Ringed, Long-billed), double or triple bands (Killdeer, Three-banded, Forbes', Two-banded, Double-banded) or partial collars (Kentish, Piping, Malaysian, Javan, Red-capped, Puna)
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Magnoliopsida

                  


                  
                    	Order:

                    	Rosales

                  


                  
                    	Family:

                    	Rosaceae

                  


                  
                    	Subfamily:

                    	Prunoideae

                  


                  
                    	Genus:

                    	Prunus

                  


                  
                    	Subgenus:

                    	Prunus

                  

                

              
            


            
              	Species
            


            
              	
                See text.

              
            

          


          
            
              	Plums (without pit)

              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 50 kcal  190 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	11.4 g
                  


                  
                    	- Sugars 9.9 g
                  


                  
                    	- Dietary fibre 1.4 g 
                  


                  
                    	Fat

                    	0.3 g
                  


                  
                    	Protein

                    	0.7 g
                  


                  
                    	Vitamin C 9.5 mg

                    	16%
                  

                

              
            


            
              	Percentages are relative to US

              recommendations for adults.

              Source: USDA Nutrient database
            

          


          A plum or gage is a stone fruit tree in the genus Prunus, subgenus Prunus. The subgenus is distinguished from other subgenera ( peaches, cherries, bird cherries, etc) in the shoots having a terminal bud and the side buds solitary (not clustered), the flowers being grouped 1-5 together on short stems, and the fruit having a groove running down one side, and a smooth stone.


          Cultivation and uses


          
            [image: Plum and sloe output in 2005]

            
              Plum and sloe output in 2005
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              Plums
            

          


          Plum fruit is sweet and juicy and it can be eaten fresh or used in jam-making or other recipes. Plum juice can be fermented into plum wine; when distilled, this produces a brandy known in Eastern Europe as Slivovitz, Rakia, Tzuica or Palinka. Dried plums are known as prunes. Prunes are also sweet and juicy and contain several antioxidants.


          Prune marketers in the United States have, in recent years, begun marketing their product as "dried plums", because "prune" has negative connotations connected with elderly people suffering from constipation.


          Various flavours of dried plum are available at Chinese grocers and specialty stores worldwide. They tend to be much drier than the standard prune. Cream, Ginsing, Spicy, and Salty are among the common variety flavours. Licorice is generally used to intensify the flavour of these plums and is used to make salty plum drinks and toppings for Shaved Ice or baobing.


          Pickled plums are another type of preserve available in Asia and international specialty stores. The Japanese variety, called umeboshi, is often used for rice balls, called "Onigiri" or "Omusubi". The ume, from which umeboshi are made, is however more closely related to the apricot than to the plum.


          Prune kernel oil is made from the fleshy inner part of the pit of the plum.


          Plums come in a wide variety of colours and sizes. Some are much firmer-fleshed than others and some have yellow, white, green or red flesh, with equally varying skin colour.


          Plums and prunes are known for their laxative effect. This effect has been attributed to various compounds present in the fruits, such as dietary fibre, sorbitol, and isatin. Prunes and prune juice are often used to help regulate the functioning of the digestive system.


          
            [image: Blossoming plum, by Chinese artist Wang Mian (1287-1359).]

            
              Blossoming plum, by Chinese artist Wang Mian (1287-1359).
            

          


          Plum cultivars in use today include:


          
            	Damson, or Damask Plum


            	Greengage, or greengage plum (firm, green flesh and skin even when ripe)


            	Mirabelle (a dark yellow plum predominantly grown in northeast France)


            	Satsuma plum (firm red flesh with a red skin)


            	Golden or yellowgage plum (like the greengage, but yellow)

          


          When it flowers in the early spring, a plum tree will be covered in blossom, and in a good year approximately 50% of the flowers will be pollinated and become plums. Flowering starts after 80 growing degree days.


          If the weather is too dry the plums will not develop past a certain stage, but will fall from the tree while still tiny green buds, and if it is unseasonably wet or if the plums are not harvested as soon as they are ripe, the fruit may develop a fungal condition called brown rot. Brown rot is not toxic, and very small affected areas can be cut out of the fruit, but unless the rot is caught immediately the fruit will no longer be edible. Plum is used as a food plant by the larvae of some Lepidoptera including November Moth, Willow Beauty and Short-cloaked Moth.


          The Serbian plum ( Serbian: шљива / ljiva) is the third most produced in the world and the alcoholic drink slivovitz (Plum brandy) (Serbian: шљивовица / ljivovica) is the national drink of Serbia. The plum production averages 424,300 tonnes per year; FAO 19912001.


          A large number of plums are also grown in Hungary where they are called szilva and are used to make lekvar (a plum paste jam), palinka (a slivovitz-type liquor), plum dumplings, and other foods. The region which produces the best and most plums is Szabolcs-Szatmr in the northeastern part of the country near the borders with Ukraine and Romania.


          The mei blossom (Prunus mume), along with the peony, are considered traditional floral emblems of China. On June 21, 1964, the Executive Yuan of the Republic of China officially designated the mei blossom to be its national flower, with the triple grouping of stamens (one long and two short) representing the Three Principles of the People and the five petals symbolizing the five branches of the ROC government. The designation repeats a previous statement by the ROC government in 1929.


          The mei blossom is also the floral symbol of the ancient Chinese city Nanjing, which served as the former capital (and remained designated as the official capital) of the Republic of China.


          


          Etymology


          The fruit Prunus armeniaca gained its name from the beliefs of Pliny the Elder, a Roman historian and scientist of the 1st century, who maintained that the apricot was a kind of a plum, and had originally come from Armenia. Armenian sources support their claims by referring to a 6,000-year-old apricot pit found in an archaeological site near Yerevan. Other historians point that Mesopotamia as a clue to the Latin name. Apricots were cultivated in Mesopotamia, and it was known as armanu in the Akkadian language.
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                  Map of Pluto based on Charon eclipses, approximately true colour and giving the highest resolution currently possible
                

              
            


            
              	
                
                  Discovery
                

              
            


            
              	Discovered by

              	Clyde W. Tombaugh
            


            
              	Discovery date

              	February 18, 1930
            


            
              	
                
                  Designations
                

              
            


            
              	MPC designation

              	134340 Pluto
            


            
              	Minor planet

              category

              	dwarf planet,

              TNO,

              plutoid,

              and KBO
            


            
              	Adjective

              	Plutonian
            


            
              	
                
                  Orbital characteristics
                

              
            


            
              	Epoch J2000
            


            
              	Aphelion

              	7,375,927,931 km

              49.30503287 AU
            


            
              	Perihelion

              	4,436,824,613km

              29.65834067 AU
            


            
              	Semi-major axis

              	5,906,376,272km

              39.48168677 AU
            


            
              	Eccentricity

              	0.24880766
            


            
              	Orbital period

              	90,613.3055 day

              248.09 yr
            


            
              	Synodic period

              	366.73 day
            


            
              	Average orbitalspeed

              	4.666km/s
            


            
              	Inclination

              	17.14175

              11.88 to Sun's equator
            


            
              	Longitudeof ascendingnode

              	110.30347
            


            
              	Argument of perihelion

              	113.76329
            


            
              	Satellites

              	3
            


            
              	
                
                  Physical characteristics
                

              
            


            
              	Mean radius

              	1,195 km

              0.19 Earths
            


            
              	Surface area

              	1.795107 km

              0.033 Earths
            


            
              	Volume

              	7.15109 km

              0.0066 Earths
            


            
              	Mass

              	(1.305  0.007)1022 kg

              0.0021 Earths
            


            
              	Mean density

              	2.03  0.06 g/cm
            


            
              	Equatorial surfacegravity

              	0.58 m/s

              0.059 g
            


            
              	Escape velocity

              	1.2km/s
            


            
              	Sidereal rotation

              period

              	6.387230 day

              6 d 9 h 17 m 36 s
            


            
              	Equatorial rotationvelocity

              	47.18km/h
            


            
              	Axial tilt

              	119.591  0.014 (to orbit)
            


            
              	Northpole right ascension

              	133.046  0.014
            


            
              	Northpole declination

              	-6.145  0.014
            


            
              	Albedo

              	0.490.66 (varies by 35%)
            


            
              	Surface temp.

               Kelvin

              	
                
                  
                    	min

                    	mean

                    	max
                  


                  
                    	33 K

                    	44 K

                    	55 K
                  

                

              
            


            
              	Apparent magnitude

              	up to 13.65 (mean is 15.1)
            


            
              	Absolute magnitude

              	0.7
            


            
              	Angular diameter

              	0.065" to 0.115"
            


            
              	
                
                  Atmosphere
                

              
            


            
              	Surface pressure

              	0.30 Pa (summer maximum)
            


            
              	Composition

              	nitrogen, methane
            

          


          Pluto (pronounced /ˈpluːtoʊ/ , from Latin: Plūto, Greek: ύ), formally designated (134340) Pluto, is the second-largest known dwarf planet in the Solar System (after Eris) and the tenth-largest body observed directly orbiting the Sun. Originally classified as a planet, Pluto is now considered the largest member of a distinct region called the Kuiper belt.


          Like other members of the Kuiper belt, Pluto is composed primarily of rock and ice and is relatively small: approximately a fifth the mass of the Earth's moon and a third its volume. It has a highly eccentric and highly inclined orbit.


          Pluto's eccentricity takes it from 30 to 49 AU (4.47.4 billionkm) from the Sun, causing Pluto to occasionally come closer to the Sun than Neptune. Pluto and its largest moon, Charon, are often treated together as a binary system because the barycentre of their orbits does not lie within either body. The International Astronomical Union (IAU) has yet to formalise a definition for binary dwarf planets, and until it passes such a ruling, Charon is classified as a moon of Pluto. Pluto has two known smaller moons, Nix and Hydra, discovered in 2005.


          From its discovery in 1930 until 2006, Pluto was counted as the Solar System's ninth planet. In the late 20th and early 21st centuries, however, many objects similar to Pluto were discovered in the outer solar system, notably the scattered disc object Eris, which is 27% more massive than Pluto. On August 24, 2006 the IAU defined the term "planet" for the first time. This definition excluded Pluto, which the IAU reclassified as a member of the new category of dwarf planets along with Eris and Ceres. After the reclassification, Pluto was added to the list of minor planets and given the number 134340.


          


          Discovery


          
            [image: Clyde W. Tombaugh, the discoverer of Pluto.]

            
              Clyde W. Tombaugh, the discoverer of Pluto.
            

          


          In the 1840s, using Newtonian mechanics, Urbain Le Verrier predicted the position of the then-undiscovered planet Neptune after analysing perturbations in the orbit of Uranus. Subsequent observations of Neptune in the late 19th century caused astronomers to speculate that Uranus' orbit was being disturbed by another planet in addition to Neptune. In 1906, Percival Lowell, a wealthy Bostonian who had founded the Lowell Observatory in Flagstaff, Arizona in 1894, started an extensive project in search of a possible ninth planet, which he termed " Planet X". By 1909, Lowell and William H. Pickering had suggested several possible celestial coordinates for such a planet. Lowell and his observatory conducted his search until his death in 1916, but to no avail. Unbeknownst to Lowell, on March 19, 1915, his observatory would capture two faint images of Pluto, but would not recognise them for what they were.


          Due to a ten-year legal battle with Constance Lowell, Percival's widow, who attempted to wrest the observatory's million-dollar portion of his legacy for herself, the search for Planet X did not resume until 1929, when its director, Vesto Melvin Slipher, summarily handed the job of locating Planet X to Clyde Tombaugh, a 23-year-old Kansas man who had just arrived at the Lowell Observatory after Slipher had been impressed by a sample of his astronomical drawings.


          


          Tombaugh's task was systematically to image the night sky in pairs of photographs taken two weeks apart, then examine each pair and determine whether any objects had shifted position. Using a machine called a blink comparator, he rapidly shifted back and forth between views of each of the plates, to create the illusion of movement of any objects that had changed position or appearance between photographs. On February 18, 1930, after nearly a year of searching, Tombaugh discovered a possible moving object on photographic plates taken on January 23 and January 29 of that year. A lesser-quality photograph taken on January 21 helped confirm the movement. After the observatory obtained further confirmatory photographs, news of the discovery was telegraphed to the Harvard College Observatory on March 13, 1930.


          


          Naming


          


          The right to name the new object belonged to the Lowell Observatory. Tombaugh urged Slipher to suggest a name for the new object quickly before someone else did. Name suggestions poured in from all over the world. Constance Lowell proposed Zeus, then Lowell, and finally her own first name. These suggestions were disregarded.


          The name Pluto was first suggested by Venetia Burney (later Venetia Phair), an eleven-year-old schoolgirl in Oxford, England. Venetia was interested in classical mythology as well as astronomy, and considered the name, one of the alternate names of Hades, the Greek god of the Underworld, appropriate for such a presumably dark and cold world. She suggested it in a conversation with her grandfather Falconer Madan, a former librarian of Oxford University's Bodleian Library. Madan passed the name to Professor Herbert Hall Turner, who then cabled it to colleagues in America.


          The object was officially named on March 24, 1930. Each member of the Lowell Observatory was allowed to vote on a short-list of three: " Minerva" (which was already the name for an asteroid), " Cronus" (which had garnered a bad reputation after being suggested by an unpopular astronomer named Thomas Jefferson Jackson See), and Pluto. Pluto received every vote. The name was announced on May 1, 1930. Upon the announcement, Madan gave Venetia five pounds as a reward.


          The name Pluto was intended to evoke the initials of the astronomer Percival Lowell, a desire echoed in the P-L monogram that is Pluto's astronomical symbol ([image: ]).


          In Chinese, Japanese, Korean and Vietnamese, the name was translated as underworld king star (冥王星), as suggested by Houei Nojiri in 1930. Many other non-European languages use a transliteration of "Pluto" as their name for the object; however, some Indian languages may use a form of Yama, the Guardian of Hell in Hindu mythology, such as the Gujarati Yamdev.


          


          Demise of Planet X


          Once found, Pluto's faintness and lack of a resolvable disc cast doubt on the idea that it could be Lowell's Planet X. Throughout the mid-20th century, estimates of Pluto's mass were often revised downward. In 1978, the discovery of Pluto's moon Charon allowed the measurement of Pluto's mass for the first time. Its mass, roughly 0.2 percent that of the Earth, was far too small to account for the discrepancies in Uranus. Subsequent searches for an alternate Planet X, notably by Robert Harrington, failed. In 1993, Myles Standish used data from Voyager 2's 1989 flyby of Neptune, which had revised the planet's total mass downward by 0.5 percent, to recalculate its gravitational effect on Uranus. With the new figures added in, the discrepancies, and with them the need for a Planet X, vanished. Today the overwhelming consensus among astronomers is that Planet X, as Lowell defined it, does not exist. Lowell had made a prediction of Planet X's position in 1915 that was fairly close to Pluto's actual position at that time; however, Ernest W. Brown concluded almost immediately that this was a coincidence, a view still held today.


          


          Physical characteristics


          
            [image: The largest plutinos compared in size, albedo and color. (Pluto is shown with its large satellite Charon, and its two tiny satellites Nix and Hydra.)]

            
              The largest plutinos compared in size, albedo and colour. (Pluto is shown with its large satellite Charon, and its two tiny satellites Nix and Hydra.)
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              Possible structure of Pluto.

              1. Frozen nitrogen

              2. Water ice

              3. Silicate and water ice
            

          


          Pluto's distance from Earth makes in-depth investigation difficult. Many details about Pluto will remain unknown until 2015, when the New Horizons spacecraft is expected to arrive there.


          


          Appearance and composition


          Pluto's apparent magnitude averages 15.1, brightening to 13.65 at perihelion. To see it, a telescope is required; around 30cm (12in) aperture being desirable. It looks indistinct and star-like even in very large telescopes because its angular diameter is only 0.11". It is light brown with a very slight tint of yellow.


          Spectroscopic analysis of Pluto's surface reveals it to be composed of more than 98 percent nitrogen ice, with traces of methane and carbon monoxide. Distance and current limits on telescope technology make it impossible to directly photograph surface details on Pluto. Images from the Hubble Space Telescope barely show any distinguishable surface definitions or markings.


          The best images of Pluto derive from brightness maps created from close observations of eclipses by its largest moon, Charon. Using computer processing, observations are made in brightness factors as Pluto is eclipsed by Charon. For example, eclipsing a bright spot on Pluto makes a bigger total brightness change than eclipsing a dark spot. Using this technique, one can measure the total average brightness of the Pluto-Charon system and track changes in brightness over time. Maps composed by the Hubble Space Telescope reveal that Pluto's surface is remarkably heterogeneous, a fact also evidenced by its lightcurve and by periodic variations in its infrared spectra. The face of Pluto oriented toward Charon contains more methane ice, while the opposite face contains more nitrogen and carbon monoxide ice. This makes Pluto the second most contrasted body in the Solar System after Iapetus.


          The Hubble Space Telescope places Pluto's density at between 1.8 and 2.1g/cm, suggesting its internal composition consists of roughly 5070 percent rock and 3050 percent ice. Because decay of radioactive minerals would eventually heat the ices enough for them to separate from rock, scientists expect that Pluto's internal structure is differentiated, with the rocky material having settled into a dense core surrounded by a mantle of ice. It is also possible that such heating may continue today, creating a subsurface ocean of liquid water.


          


          Mass and size
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          Astronomers, assuming Pluto to be Lowell's Planet X, initially calculated its mass on the basis of its presumed effect on Neptune and Uranus. In 1955 Pluto was calculated to be roughly the mass of the Earth, with further calculations in 1971 bringing the mass down to roughly that of Mars. However, in 1976, Dale Cruikshank, Carl Pilcher and David Morrison of the University of Hawaii calculated Pluto's albedo for the first time, finding that it matched that for methane ice; this meant Pluto had to be exceptionally luminous for its size and therefore could not be more than 1 percent the mass of the Earth.


          The discovery of Pluto's satellite Charon in 1978 enabled a determination of the mass of the PlutoCharon system by application of Newton's formulation of Kepler's third law. Once Charon's gravitational effect on Pluto was measured, estimates of Pluto's mass fell to 1.311022kgless than 0.24 percent that of the Earth. Observations of Pluto in occultation with Charon were able to fix Pluto's diameter at roughly 2,390km. With the invention of adaptive optics astronomers were able to determine its shape accurately.
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          Among the objects of the Solar System, Pluto is not only smaller and much less massive than any planet, but at less than 0.2 lunar masses it is also smaller than seven of the moons: Ganymede, Titan, Callisto, Io, Earth's Moon, Europa and Triton. Pluto is more than twice the diameter and a dozen times the mass of the dwarf planet Ceres, the largest object in the asteroid belt. However, it is smaller than the dwarf planet Eris, a trans-Neptunian object discovered in 2005.


          


          Atmosphere
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          Pluto's atmosphere consists of a thin envelope of nitrogen, methane, and carbon monoxide, derived from the ices on its surface. As Pluto moves away from the Sun, its atmosphere gradually freezes and falls to the ground. As it edges closer to the Sun, the temperature of Pluto's solid surface increases, causing the ices to sublimate into gas. This creates an anti-greenhouse effect; much like sweat cools the body as it evaporates from the surface of the skin, this sublimation has a cooling effect on the surface of Pluto. Scientists have recently discovered, by use of the Submillimeter Array, that Pluto's temperature is 43 kelvins, 10 K colder than expected.


          Pluto was found to have an atmosphere from an occultation observation in 1985; the finding was confirmed and significantly strengthened by extensive observations of another occultation in 1988. When an object with no atmosphere occults a star, the star abruptly disappears; in the case of Pluto, the star dimmed out gradually. From the rate of dimming, the atmospheric pressure was determined to be 0.15 pascal, roughly 1/700,000 that of Earth.


          In 2002, another occultation of a star by Pluto was observed and analysed by teams led by Bruno Sicardy of the Paris Observatory, James L. Elliot of MIT, and Jay Pasachoff of Williams College. The atmospheric pressure was estimated to be 0.3pascal, even though Pluto was farther from the Sun than in 1988 and thus should have been colder and had a more rarefied atmosphere. One explanation for the discrepancy is that in 1987 the south pole of Pluto came out of shadow for the first time in 120 years, causing extra nitrogen to sublimate from the polar cap. It will take decades for the excess nitrogen to condense out of the atmosphere. Another stellar occultation was observed by the MIT-Williams College team of James Elliot, Jay Pasachoff, and a Southwest Research Institute team led by Leslie Young on 12 June 2006 from sites in Australia.


          In October 2006, Dale Cruikshank of NASA/Ames Research Centre (a New Horizons co-investigator) and his colleagues announced the spectroscopic discovery of ethane on Pluto's surface. This ethane is produced from the photolysis or radiolysis (i.e., the chemical conversion driven by sunlight and charged particles) of frozen methane on Pluto's surface and suspended in its atmosphere.


          


          Orbit
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          Pluto's orbit is markedly different from those of the planets. The planets all orbit the Sun close to a flat reference plane called the ecliptic and have nearly circular orbits. In contrast, Pluto's orbit is highly inclined relative to the ecliptic (over 17) and highly eccentric (elliptical). This high eccentricity leads to a small region of Pluto's orbit lying closer to the Sun than Neptune's. Pluto was last interior to Neptune's orbit between February 7, 1979 and February 11, 1999. Detailed calculations indicate that the previous such occurrence lasted only fourteen years, from July 11, 1735 to September 15, 1749, whereas between April 30, 1483 and July 23, 1503, it had also lasted 20 years.


          Although this repeating pattern may suggest a regular structure, in the long term Pluto's orbit is in fact chaotic. While computer simulations can be used to predict its position for several million years (both forward and backward in time), after intervals longer than the Lyapunov time of 1020 million years, it is impossible to determine exactly where Pluto will be because its position becomes too sensitive to unmeasurably small details of the present state of the solar system. For example, at any specific time many millions of years from now, Pluto may be at aphelion or perihelion (or anywhere in between), with no way for us to predict which. This does not mean that the orbit of Pluto itself is unstable, however, only that its position along that orbit is impossible to determine far into the future. In fact, several resonances and other dynamical effects conspire to keep Pluto's orbit stable, safe from planetary collision or scattering.


          


          Neptune-avoiding orbit
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          Despite Pluto's orbit apparently crossing that of Neptune when viewed from directly above the ecliptic, the two objects cannot collide. This is because their orbits are aligned so that Pluto and Neptune can never approach closely. Several factors contribute to this.


          At the simplest level, one can examine the two orbits and see that they do not intersect. When Pluto is closest to the Sun, and hence closest to Neptune's orbit as viewed in a top-down projection, it is also the farthest above the ecliptic. This means Pluto's orbit actually passes above that of Neptune, preventing a collision. Indeed, the part of Pluto's orbit that lies as close or closer to the Sun than that of Neptune lies about 8 AU above the ecliptic, and so a similar distance above Neptune's orbit. Pluto's ascending node, the point at which the orbit crosses the ecliptic, is currently separated from Neptune's by over 21; their descending nodes are separated by a similar angular distance (see diagram). Since Neptune's orbit is almost flat with respect to the ecliptic, Pluto is far above it by the time the two orbits cross.


          This alone is not enough to protect Pluto; perturbations (e.g., orbital precession) from the planets, particularly Neptune, would adjust Pluto's orbit, so that over millions of years a collision could be possible. Some other mechanism or mechanisms must therefore be at work. The most significant of these is a mean motion resonance with Neptune.
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          Pluto lies in the 3:2 mean motion resonance of Neptune: for every three orbits of Neptune around the Sun, Pluto makes two. The two objects then return to their initial positions and the cycle repeats, each cycle lasting about 500 years. This pattern is configured so that, in each 500-year cycle, the first time Pluto is near perihelion Neptune is over 50 behind Pluto. By Pluto's second perihelion, Neptune will have completed a further one and a half of its own orbits, and so will be a similar distance ahead of Pluto. In fact, the minimum separation of Pluto and Neptune is over 17AU; Pluto actually comes closer (11AU) to Uranus than it does to Neptune.


          The 3:2 resonance between the two bodies is highly stable, and is preserved over millions of years. This prevents their orbits from changing relative to one another  the cycle always repeats in the same way  and so the two bodies can never pass near to each other. Thus, even if Pluto's orbit were not highly inclined the two bodies could never collide.


          


          Other factors governing Pluto's orbit
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          Numerical studies have shown that over periods of millions of years, the general nature of the alignment between Pluto's and Neptune's orbits does not change. However, there are several other resonances and interactions that govern the details of their relative motion, and enhance Pluto's stability. These arise principally from two additional mechanisms (in addition to the 3:2 mean motion resonance).


          First, Pluto's argument of perihelion, the angle between the point where it crosses the ecliptic and the point where it is closest to the Sun, librates around 90. This means that when Pluto is nearest the Sun, it is at its farthest above the plane of the solar system, preventing encounters with Neptune. This is a direct consequence of the Kozai mechanism, which relates the eccentricity of an orbit to its inclination, relative to a larger perturbing body  in this case Neptune. Relative to Neptune, the amplitude of libration is 38, and so the angular separation of Pluto's perihelion to the orbit of Neptune is always greater than 52 (= 9038). The closest such angular separation occurs every 10,000 years.


          Second, the longitudes of ascending node of the two bodies  the points where they cross the ecliptic - are in near-resonance with the above libration. When the two longitudes are the same  that is, when one could draw a straight line through both nodes and the Sun  Pluto's perihelion lies exactly at 90, and it comes closest to the Sun at its peak above Neptune's orbit. In other words, when Pluto most closely intersects the plane of Neptune's orbit, it must be at its farthest beyond it. This is known as the 1:1 superresonance.


          To understand the nature of the libration, imagine a polar point of view, looking down on the ecliptic from a distant vantage point where the planets orbit counter-clockwise. After passing the ascending node, Pluto is interior to Neptune's orbit and moving faster, approaching Neptune from behind. The strong gravitational pull between the two causes angular momentum to be transferred to Pluto, at Neptune's expense. This moves Pluto into a slightly larger orbit, where it travels slightly slower, in accordance with Kepler's third law. As its orbit changes, this has the gradual effect of changing the pericentre and longitudes of Pluto (and, to a lesser degree, of Neptune). After many such repetitions, Pluto is sufficiently slowed, and Neptune sufficiently speeded up, that Neptune begins to catch Pluto at the opposite side of its orbit (near the opposing node to where we began). The process is then reversed, and Pluto loses angular momentum to Neptune, until Pluto is sufficiently speeded up that it begins to catch Neptune once again at the original node. The whole process takes about 20,000 years to complete.


          


          Moons
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          Pluto has three known natural satellites: Charon, first identified in 1978 by astronomer James Christy; and two smaller moons, Nix and Hydra, both discovered in 2005.


          The Plutonian moons are unusually close to Pluto, compared to other observed systems. Moons could potentially orbit Pluto up to 53% (or 69%, if retrograde) of the Hill sphere radius, the stable gravitational zone of Pluto's influence. For example, Psamathe orbits Neptune at 40% of the Hill radius. In the case of Pluto, only the inner 3% of the zone is known to be occupied by satellites. In the discoverers terms, the Plutonian system appears to be "highly compact and largely empty."


          


          Charon


          The Pluto-Charon system is noteworthy for being the largest of the solar system's few binary systems, defined as those whose barycentre lies above the primary's surface ( 617 Patroclus is a smaller example). This and the large size of Charon relative to Pluto has led some astronomers to call it a dwarf double planet. The system is also unusual among planetary systems in that each is tidally locked to the other: Charon always presents the same face to Pluto, and Pluto always presents the same face to Charon. If one were standing on Pluto's near side, Charon would hover in the sky without moving; if one were to travel to the far side, one would never see Charon at all. In 2007, observations by the Gemini Observatory of patches of ammonia hydrates and water crystals on the surface of Charon suggested the presence of active cryo-geysers.


          
            
              
                Pluto and Charon, compared to Earth's Moon
              

              
                	
                  Name


                  ( Pronunciation key)

                

                	Diameter (km)

                	Mass (kg)

                	Orbital radius (km)

                (barycentric)

                	Orbital period (d)
              


              
                	Pluto

                	/ˈpluːtəʊ/

                	2,306

                (65%Moon)

                	1.305 (7)1022

                (18%Moon)

                	2,040 (100)

                (0.6%Moon)

                	6.3872

                (25%Moon)
              


              
                	Charon

                	/ˈʃɛərən, ˈkɛərən/

                	1,205

                (35%Moon)

                	1.52 (7)1021

                (2%Moon)

                	17,530 (90)

                (5%Moon)
              

            

          


          


          Nix and Hydra
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          Two additional moons of Pluto were imaged by astronomers working with the Hubble Space Telescope on May 15, 2005, and received provisional designations of S/2005P1 and S/2005P2. The International Astronomical Union officially named Pluto's newest moons Nix (or PlutoII, the inner of the two moons, formerly P2) and Hydra (PlutoIII, the outer moon, formerly P1), on June 21, 2006.


          These small moons orbit Pluto at approximately two and three times the distance of Charon: Nix at 48,700 kilometres and Hydra at 64,800 kilometres from the barycenter of the system. They have nearly circular prograde orbits in the same orbital plane as Charon, and are very close to (but not in) 4:1 and 6:1 mean motion orbital resonances with Charon.


          Observations of Nix and Hydra to determine individual characteristics are ongoing. Hydra is sometimes brighter than Nix, suggesting either that it is larger or that different parts of its surface may vary in brightness. Sizes are estimated from albedos. The moons' spectral similarity to Charon suggests a 35% albedo similar to Charon's; this value results in diameter estimates of 46 kilometres for Nix and 61 kilometres for the brighter Hydra. Upper limits on their diameters can be estimated by assuming the 4% albedo of the darkest Kuiper Belt objects; these bounds are 13711km and 16710km, respectively. At the larger end of this range, the inferred masses are less than 0.3% that of Charon, or 0.03% of Pluto's.


          The discovery of the two small moons suggests that Pluto may possess a variable ring system. Small body impacts can create debris that can form into planetary rings. Data from a deep optical survey by the Advanced Camera for Surveys on the Hubble Space Telescope suggest that no ring system is present. If such a system exists, it is either tenuous like the rings of Jupiter or is tightly confined to less than 1,000km in width.


          In imaging the Plutonian system, observations from Hubble placed limits on any additional moons. With 90% confidence, no additional moons larger than 12km (or a maximum of 37km with an albedo of 0.041) exist beyond the glare of Pluto 5 arcseconds from the dwarf planet. This assumes a Charon-like albedo of 0.38; at a 50% confidence level the limit is 8 kilometres.


          


          Kuiper belt
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          Pluto's origin and identity have long puzzled astronomers. In the 1950s it was suggested that Pluto was an escaped moon of Neptune, knocked out of orbit by its largest current moon, Triton. This notion has been heavily criticised because, as explained above, Pluto never actually comes near the planet.


          Beginning in 1992, astronomers began to discover a large population of small icy objects beyond Neptune that were similar to Pluto not only in orbit but also in size and composition. This belt, known as the Kuiper belt after one of the astronomers who first speculated on the nature of a trans-Neptunian population, is believed to be the source of many short-period comets. Astronomers now believe Pluto to be the largest of the known Kuiper belt objects (KBOs). Like other KBOs, Pluto shares features with comets; for example, the solar wind is gradually blowing Pluto's surface into space, in the manner of a comet. If Pluto were placed as near to the Sun as Earth, it would develop a tail, as comets do.


          Though Pluto is the largest of the Kuiper belt objects discovered so far, Triton, which is slightly larger than Pluto, shares many atmospherical and geological composition similarities with Pluto and is believed to be a captured Kuiper belt object. Eris (see below) is also larger than Pluto but is not strictly considered a member of the Kuiper belt population. Rather, it is considered a member of a linked population called the scattered disc.


          A large number of Kuiper belt objects, like Pluto, possess a 3:2 orbital resonance with Neptune. KBOs with this orbital resonance are called " plutinos", after Pluto.


          


          Exploration of Pluto


          
            [image: New Horizons, launched on January 19, 2006]

            
              New Horizons, launched on January 19, 2006
            

          


          Pluto presents significant challenges for spacecraft because of its small mass and great distance from Earth. Voyager 1 could have visited Pluto, but controllers opted instead for a close flyby of Saturn's moon Titan, resulting in a trajectory incompatible with a Pluto flyby. Voyager 2 never had a plausible trajectory for reaching Pluto. No serious attempt to explore Pluto via spacecraft occurred until the last decade of the 20th century. In August 1992, JPL scientist Robert Staehle telephoned Pluto's discoverer, Clyde Tombaugh, requesting permission to visit his planet. "I told him he was welcome to it," Tombaugh later remembered, "though he's got to go one long, cold trip." Despite this early momentum, in 2000, NASA cancelled the Pluto Kuiper Express mission, citing increasing costs and launch vehicle delays.


          After an intense political battle, a revised mission to Pluto, dubbed New Horizons, was granted funding from the US government in 2003. New Horizons was launched successfully on January 19, 2006. The mission leader, S. Alan Stern, confirmed that some of the ashes of Clyde Tombaugh, who died in 1997, had been placed aboard the spacecraft.


          In early 2007 the craft made use of a gravity assist from Jupiter. Its closest approach to Pluto will be on July 14, 2015; scientific observations of Pluto will begin 5 months prior to closest approach and will continue for at least a month after the encounter. New Horizons captured its first (distant) images of Pluto in late September 2006, during a test of the Long Range Reconnaissance Imager (LORRI). The images, taken from a distance of approximately 4.2 billion kilometres, confirm the spacecraft's ability to track distant targets, critical for maneuvering toward Pluto and other Kuiper Belt objects.
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          New Horizons will use a remote sensing package that includes imaging instruments and a radio science investigation tool, as well as spectroscopic and other experiments, to characterise the global geology and morphology of Pluto and its moon Charon, map their surface composition and analyse Pluto's neutral atmosphere and its escape rate. New Horizons will also photograph the surfaces of Pluto and Charon.


          Discovery of moons Nix and Hydra may present unforeseen challenges for the probe. Debris from collisions between Kuiper belt objects and the smaller moons, with their relatively low escape velocities, may produce a tenuous dusty ring. Were New Horizons to fly through such a ring system, there would be an increased potential for micrometeorite damage that could disable the probe.


          


          Planetary status controversy


          Pluto's official status as a planet has been a subject of controversy since at least 1992, when the first Kuiper Belt Object, (15760) 1992 QB1, was discovered. Since then, further discoveries have intensified the debate.


          


          Commemoration as a planet


          Pluto is shown as a planet on the Pioneer plaque, an inscription on the space probes Pioneer 10 and Pioneer 11, launched in the early 1970s. The plaque, intended to give information about the origin of the probes to any alien civilization that might in the future encounter the vehicles, includes a diagram of our solar system, showing nine planets. Similarly, an analog image contained within the Voyager Golden Record included on the probes Voyager 1 and Voyager 2 (also launched in the 1970s) includes data regarding Pluto and again shows it as the ninth planet. The Disney character Pluto, introduced in 1930, was also named in honour of the planet. In 1941, Glenn T. Seaborg named the newly created element plutonium in Pluto's honour, in keeping with the tradition of naming elements after newly discovered planets (uranium after Uranus and neptunium after Neptune, although this tradition is also used for some non-planets: cerium is named after Ceres and palladium after Pallas).


          


          New discoveries ignite debate
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          The discovery of the Kuiper belt and Pluto's relation to it led many to question whether Pluto could be considered separately from others in its population. In 2002, the KBO 50000 Quaoar was discovered, with a diameter of roughly 1,280 kilometres, about half that of Pluto. In 2004, the discoverers of 90377 Sedna placed an upper limit of 1,800 kilometres on its diameter, near Pluto's diameter of 2,320 kilometres. Just as Ceres eventually lost its planet status after the discovery of the other asteroids, so, it was argued, Pluto should be reclassified as one of the Kuiper belt objects.


          On July 29, 2005, the discovery of a new Trans-Neptunian object was announced. Named Eris, it is now known to be slightly larger than Pluto. This was the largest object discovered in the solar system since Triton in 1846. Its discoverers and the press initially called it the "tenth planet", although there was no official consensus at the time on whether to call it a planet. Others in the astronomical community considered the discovery the strongest argument for reclassifying Pluto as a minor planet.


          The last remaining distinguishing features of Pluto were now its large moon, Charon, and its atmosphere. These characteristics are probably not unique to Pluto: several other Trans-Neptunian objects have satellites, and Eris's spectrum suggests that its surface has a composition similar to Pluto's. It also possesses a moon, Dysnomia, discovered in September 2005.


          Museum and planetarium directors occasionally created controversy by omitting Pluto from planetary models of the solar system. Some omissions were intentional; the Hayden Planetarium reopened after renovation in 2000 with a model of only eight planets. The controversy made headlines at the time.


          


          IAU decision to reclassify Pluto


          The debate came to a head in 2006 with an IAU resolution that created an official definition for the term "planet". According to this resolution, there are three main conditions for an object to be considered a 'planet':


          
            	The object must be in orbit around the Sun.


            	The object must be massive enough to be a sphere by its own gravitational force. More specifically, its own gravity should pull it into a shape of hydrostatic equilibrium.


            	It must have cleared the neighbourhood around its orbit.

          


          Pluto fails to meet the third condition, since its mass was only 0.07 times that of the mass of the other objects in its orbit (Earth's mass, by contrast, is 1.7 million times the remaining mass in its own orbit). The IAU further resolved that Pluto be classified in the simultaneously created dwarf planet category, and that it act as the prototype for the plutoid category of trans-Neptunian objects, in which it would be separately, but concurrently, classified.


          On September 13, 2006, the IAU included Pluto, Eris, and the Eridian moon Dysnomia in their Minor Planet Catalogue, giving them the official minor planet designations "(134340) Pluto", "(136199) Eris", and "(136199) Eris I Dysnomia". If Pluto had been given a minor planet name upon its discovery, the number would have been a little over a thousand rather than over 100,000. The first minor planet to be found after Pluto was 1164 Kobolda, a month later.


          There has been some resistance within the astronomical community toward the reclassification. Alan Stern, principal investigator with NASA's New Horizons mission to Pluto, has publicly derided the IAU resolution, stating that "the definition stinks, for technical reasons." Stern's current contention is that by the terms of the new definition Earth, Mars, Jupiter, and Neptune, all of which share their orbits with asteroids, would be excluded. His other claim is that because less than five percent of astronomers voted for it, the decision was not representative of the entire astronomical community. Marc W. Buie of the Lowell observatory has voiced his opinion on the new definition on his website and is one of the petitioners against the definition. Others have supported the IAU. Mike Brown, the astronomer who discovered Eris, said "through this whole crazy circus-like procedure, somehow the right answer was stumbled on. Its been a long time coming. Science is self-correcting eventually, even when strong emotions are involved."
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          Among the general public, reception is mixed. Some have accepted the reclassification; others seek to overturn the decision with online petitions urging the IAU to consider reinstatement. A resolution introduced by some members of the California state assembly light-heartedly denounces the IAU for "scientific heresy," among other crimes. The U.S. state of New Mexico's House of Representatives passed a resolution declaring that, in honour of Tombaugh, a longtime resident of that state, Pluto will always be considered a planet while in New Mexican skies, with March 13 being known as "Pluto Planet Day". Some reject the change for sentimental reasons, citing that they have always known Pluto as a planet and will continue to do so regardless of the IAU decision. Others view this rejection as an attempt to bend the rules in order to keep the only planet discovered by an American classified as such.


          The ongoing debate over the status of Pluto continues to be acknowledged by the Jet Propulsion Laboratory which, as recently as January 2008, continued to reference it on JPL Photojournal webpages dedicated to Pluto. Researchers on both sides of the debate will gather in August 2008 at Johns Hopkins University for a conference that includes back-to-back talks on the current IAU definition of a planet.


          [bookmark: .22Plutoed.22]


          "Plutoed"


          The verb "to pluto" ( preterite and past participle: "plutoed") is a neologism coined in the aftermath of the decision. In January 2007, the American Dialect Society chose "plutoed" as its 2006 Word of the Year, defining "to pluto" as "to demote or devalue someone or something", "as happened to the former planet Pluto when the General Assembly of the International Astronomical Union decided Pluto no longer met its definition of a planet."


          Society president Cleveland Evans stated the reason for the organization's selection of "plutoed": "Our members believe the great emotional reaction of the public to the demotion of Pluto shows the importance of Pluto as a name. We may no longer believe in the Roman god Pluto, but we still have a sense of connection with the former planet."


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Pluto"
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              	General
            


            
              	Name, Symbol, Number

              	plutonium, Pu, 94
            


            
              	Chemical series

              	actinides
            


            
              	Group, Period, Block

              	n/a, 7, f
            


            
              	Appearance

              	silvery white

              [image: Gloved hands holding a "button" of refined plutonium]
            


            
              	Standard atomic weight

              	(244) gmol1
            


            
              	Electron configuration

              	[Rn] 5f6 7s2
            


            
              	Electrons per shell

              	2, 8, 18, 32, 24, 8, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	19.816 gcm3
            


            
              	Liquid density at m.p.

              	16.63 gcm3
            


            
              	Melting point

              	912.5 K

              (639.4 C, 1182.9 F)
            


            
              	Boiling point

              	3505 K

              (3228 C, 5842 F)
            


            
              	Heat of fusion

              	2.82  kJmol1
            


            
              	Heat of vaporization

              	333.5  kJmol1
            


            
              	Specific heat capacity

              	(25C) 35.5 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	1756

                    	1953

                    	2198

                    	2511

                    	2926

                    	3499
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	monoclinic
            


            
              	Oxidation states

              	6, 5, 4, 3

              ( amphoteric oxide)
            


            
              	Electronegativity

              	1.28 (Pauling scale)
            


            
              	Ionization energies

              	1st: 584.7 kJ/mol
            


            
              	Atomic radius

              	175  pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	no data
            


            
              	Electrical resistivity

              	(0 C) 1.460 m
            


            
              	Thermal conductivity

              	(300K) 6.74 Wm1K1
            


            
              	Thermal expansion

              	(25C) 46.7 mm1K1
            


            
              	Speed of sound (thin rod)

              	(20 C) 2260 m/s
            


            
              	Young's modulus

              	96 GPa
            


            
              	Shear modulus

              	43 GPa
            


            
              	Poisson ratio

              	0.21
            


            
              	CAS registry number

              	7440-07-5
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of plutonium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	238Pu

                    	syn

                    	88 y

                    	SF

                    	-

                    	-
                  


                  
                    	

                    	5.5

                    	234U
                  


                  
                    	239Pu

                    	syn

                    	2.41104 y

                    	SF

                    	-

                    	-
                  


                  
                    	

                    	5.245

                    	235U
                  


                  
                    	240Pu

                    	syn

                    	6.5103 y

                    	SF

                    	-

                    	-
                  


                  
                    	

                    	5.256

                    	236U
                  


                  
                    	241Pu

                    	syn

                    	14 y

                    	

                    	.02078

                    	241Am
                  


                  
                    	SF

                    	-

                    	-
                  


                  
                    	242Pu

                    	syn

                    	3.73105 y

                    	SF

                    	-

                    	-
                  


                  
                    	

                    	4.984

                    	238U
                  


                  
                    	244Pu

                    	trace

                    	8.08107 y

                    	

                    	4.666

                    	240U
                  


                  
                    	SF

                    	-

                    	-
                  

                

              
            


            
              	References
            

          


          Plutonium (pronounced /pluːˈtoʊniəm/) is a rare radioactive, metallic and toxic chemical element. It has the symbol Pu and the atomic number 94. It is a fissile element used in most modern nuclear weapons. The most significant isotope of plutonium is 239Pu, with a half-life of 24,100 years. It can be made from natural uranium. The most stable isotope is 244Pu, with a half-life of about 80 million years, long enough to be found in extremely small quantities in nature, making 244Pu the nucleon-richest atom that naturally occurs in the Earth's crust, albeit in small traces.


          


          Notable characteristics


          Plutonium has been called "the most complex metal" and "a physicist's dream but an engineer's nightmare" for its peculiar physical and chemical properties. It has six allotropes normally and a seventh under pressure. The allotropes have very similar energy levels but significantly varying densities, making plutonium very sensitive to changes in temperature, pressure, or chemistry, and allowing for dramatic volume changes following phase transitions (in nuclear applications, it is usually alloyed with a small amount of gallium, which stabilizes it in the delta-phase). Plutonium is silvery in pure form, but has a yellow tarnish when oxidized. It possesses a low-symmetry structure, causing it to become progressively more brittle over time. Because it self-irradiates, it ages both from the outside-in and the inside-out. However, self-irradiation can also lead to annealing which counteracts some of the aging effects. In general, the precise aging properties of plutonium are very complex and poorly understood, greatly complicating efforts to predict future reliability of weapons components.


          The heat given off by alpha particle emission makes plutonium warm to the touch in reasonable quantities. It displays five ionic oxidation states in aqueous solution:


          
            	Pu(III), as Pu3+ (blue lavender)


            	Pu(IV), as Pu4+ (yellow brown)


            	Pu(V), as PuO2+ (thought to be pink; this ion is unstable in solution and will disproportionate into Pu4+ and PuO22+; the Pu4+ will then oxidize the remaining PuO2+ to PuO22+, being reduced in turn to Pu3+. Thus, aqueous solutions of plutonium tend over time towards a mixture of Pu3+ and PuO22+.)


            	Pu(VI), as PuO22+ (pink orange)


            	Pu(VII), as PuO52- (dark red); the heptavalent ion is rare and prepared only under extreme oxidizing conditions.

          


          The actual colour shown by Pu solutions depends on both the oxidation state and the nature of the acid anion, which influences the degree of complexing of the Pu species by the acid anion.


          


          Applications


          The isotope 239Pu is a key fissile component in nuclear weapons, due to its ease of fissioning and availability. The critical mass for an unreflected sphere of plutonium is 16 kg, but through the use of a neutron-reflecting tamper the pit of plutonium in a fission bomb is reduced to 10 kg, which is a sphere with a diameter of 10 cm. The Manhattan Project " Fat Man" type plutonium bombs, using explosive compression of Pu to significantly higher densities than normal, were able to function with plutonium cores of only 6.2 kg. Complete detonation may be achieved through the use of an additional neutron source (often from a small amount of fusion fuel). The Fat Man bomb had an explosive yield of 21 kilotons. (See also nuclear weapon design.)


          The isotope plutonium-238 (238Pu) has a half-life of 88 years and emits a large amount of thermal energy as it decays. Being an alpha emitter, it combines high energy radiation with low penetration (thereby requiring minimal shielding). These characteristics make it well suited for electrical power generation for devices which must function without direct maintenance for timescales approximating a human lifetime. It is therefore used in radioisotope thermoelectric generators such as those powering the Cassini and New Horizons (Pluto) space probes; earlier versions of the same technology powered the ALSEP and EASEP systems including seismic experiments on the Apollo Moon missions.


          238Pu has been used successfully to power artificial heart pacemakers, to reduce the risk of repeated surgery. It has been largely replaced by lithium-based primary cells, but as of 2003 there were somewhere between 50 and 100 plutonium-powered pacemakers still implanted and functioning in living patients.


          


          History


          
            [image: Glenn Seaborg at the Geiger Counter, 301 Gilman Hall, Berkeley, California, where he discovered plutonium.]

            
              Glenn Seaborg at the Geiger Counter, 301 Gilman Hall, Berkeley, California, where he discovered plutonium.
            

          


          The production of plutonium and neptunium by bombarding uranium-238 with neutrons was predicted in 1940 by two teams working independently: Edwin M. McMillan and Philip Abelson at Berkeley Radiation Laboratory at the University of California, Berkeley; and by Egon Bretscher and Norman Feather at the Cavendish Laboratory of the University of Cambridge for the Tube Alloys project. Coincidentally both teams proposed the same names to follow on from uranium, following the sequence of the outer planets.


          


          First isolation


          Plutonium was first produced and isolated on December 14, 1940 by Dr. Glenn T. Seaborg, Edwin M. McMillan, J. W. Kennedy, Z. M. Tatom, and A. C. Wahl by deuteron bombardment of uranium in the 60-inch cyclotron at Berkeley. The discovery was kept secret due to the war. It was named after Pluto, having been discovered directly after neptunium (which itself was one higher on the periodic table than uranium), by analogy to solar system planet order as Pluto was considered to be a planet at the time (though technically it should have been "plutium", Seaborg said that he did not think it sounded as good as "plutonium"). Seaborg chose the letters "Pu" as a joke, which passed without notice into the periodic table. Originally, Seaborg and others thought about naming the element "ultinium" or "extremium" because they believed at the time that they had found the last possible element on the periodic table.


          Chemists at the University of Chicago began to study the newly manufactured radioactive element. The George Herbert Jones Laboratory at the university was the site where, on 18 August 1942, a trace quantity of this new element was isolated and measured for the first time. This procedure enabled chemists to determine the new element's atomic weight. Room 405 of the building was named a National Historic Landmark in May 1967.


          


          Production


          During the Manhattan Project, the first production reactor, the X-10 Graphite Reactor, was built at the Oak Ridge, Tennessee site that became Oak Ridge National Laboratory. Later, large (200MWt) reactors were set up at the Hanford Site (near Richland, Washington), for the production of plutonium, which was used in the first atomic bomb used at the "Trinity" test in July 1945. Plutonium was also used in the " Fat Man" bomb dropped on Nagasaki, Japan in August 1945. The " Little Boy" bomb dropped on Hiroshima utilized uranium-235, not plutonium.


          Large stockpiles of "weapons-grade" plutonium were built up by both the Soviet Union and the United States during the Cold War. The U.S. reactors at Hanford and the Savannah River Site in South Carolina produced 103,000 kg; It was estimated there are another 170,000 kg of military plutonium in Russia, with 300,000 kg accumulated worldwide. Since the end of the Cold War, these stockpiles have become a focus of nuclear proliferation concerns. In 2002, the United States Department of Energy took possession of 34 metric tons of excess weapons-grade plutonium stockpiles from the United States Department of Defense, and as of early 2003 was considering converting several nuclear power plants in the US from enriched uranium fuel to MOX fuel as a means of disposing of plutonium stocks.


          
            [image: Hanford Site plutonium production reactors along the Columbia River during the Manhattan Project.]

            
              Hanford Site plutonium production reactors along the Columbia River during the Manhattan Project.
            

          


          


          Medical experimentation


          During the initial years after the discovery of plutonium, when its biological and physical properties were very poorly understood, a series of human radiation experiments were performed by the U.S. government and by private organizations acting on its behalf. During and after the end of World War II, scientists working on the Manhattan Project and other nuclear weapons research projects conducted studies of the effects of plutonium on laboratory animals and human subjects. In the case of human subjects, this involved injecting solutions containing (typically) five micrograms of plutonium into hospital patients thought to be either terminally ill, or to have a life expectancy of less than ten years either due to age or chronic disease condition. These eighteen injections were made without the informed consent of those patients and were not done with the belief that the injections would heal their conditions; rather, they were used to develop diagnostic tools for determining the uptake of plutonium in the body for use in developing safety standards for people working with plutonium during the course of developing nuclear weapons.


          The episode is now considered to be a serious breach of medical ethics and of the Hippocratic Oath, and has been sharply criticised as failing "both the test of our national values and the test of humanity." More sympathetic commentators have noted that while it was definitely a breach in trust and ethics, "the effects of the plutonium injections were not as damaging to the subjects as the early news stories painted, nor were they so inconsequential as many scientists, then and now, believe."


          


          Occurrence


          While almost all plutonium is manufactured synthetically, extremely tiny trace amounts are found naturally in uranium ores. These come about by a process of neutron capture by 238U nuclei, initially forming 239U; two subsequent beta decays then form 239Pu (with a 239Np intermediary), which has a half-life of 24,110 years. This is also the process used to manufacture 239Pu in nuclear reactors. Some traces of 244Pu remain from the birth of the solar system from the waste of supernovae, because its half-life of 80 million years is fairly long.


          A relatively high concentration of plutonium was discovered at the natural nuclear fission reactor in Oklo, Gabon in 1972. Since 1945, approximately 7700 kg has been released onto Earth through nuclear explosions.


          


          Manufacture


          


          Pu-240, Pu-241 and Pu-242


          The activation cross section for 239Pu is 270 barns, while the fission cross section is 747 barns for thermal neutrons. The higher plutonium isotopes are created when the uranium fuel is used for a long time. It is the case that for high burnup used fuel that the concentrations of the higher plutonium isotopes will be higher than the low burnup fuel which is reprocessed to obtain bomb grade plutonium.


          
            
              The formation of 240Pu, 241Pu and 242Pu from 238U
            

            
              	Element

              	Isotope

              	Thermal neutron

              cross section

              	decay mode

              	halflife
            


            
              	U

              	238

              	2.7

              	

              	4.47 x 109 years
            


            
              	U

              	239

              	-

              	

              	23 minutes
            


            
              	Np

              	239

              	-

              	

              	2.36 days
            


            
              	Pu

              	239

              	270 (capture)

              	

              	24110 years
            


            
              	Pu

              	240

              	289 (capture)

              	

              	6564 years
            


            
              	Pu

              	241

              	362 (capture)

              	

              	14.35 years
            


            
              	Pu

              	242

              	18.8

              	

              	373300 years
            

          


          


          Pu-239


          Plutonium-239 is one of the three fissile materials used for the production of nuclear weapons and in some nuclear reactors as a source of energy. The other fissile materials are uranium-235 and uranium-233. Plutonium-239 is virtually nonexistent in nature. It is made by bombarding uranium-238 with neutrons in a nuclear reactor. Uranium-238 is present in quantity in most reactor fuel; hence plutonium-239 is continuously made in these reactors. Since plutonium-239 can itself be split by neutrons to release energy, plutonium-239 provides a portion of the energy generation in a nuclear reactor.


          
            [image: A ring of weapons-grade electrorefined plutonium, with 99.96% purity. This 5.3 kg ring is enough plutonium for use in an efficient nuclear weapon.]

            
              A ring of weapons-grade electrorefined plutonium, with 99.96% purity. This 5.3 kg ring is enough plutonium for use in an efficient nuclear weapon.
            

          


          
            
              The formation of 239Pu from 238U
            

            
              	Element

              	Isotope

              	Thermal neutron

              cross section

              	decay mode

              	halflife
            


            
              	U

              	238

              	2.7

              	

              	4.47 x 109 years
            


            
              	U

              	239

              	-

              	

              	23 minutes
            


            
              	Np

              	239

              	-

              	

              	2.36 days
            


            
              	Pu

              	239

              	-

              	

              	24110 years
            

          


          


          Pu-238


          There are small amounts of Pu-238 in the plutonium of usual plutonium-producing reactors. However, isotopic separation would be quite expensive compared to another method: when a U-235 atom captures a neutron, it is converted to an excited state of U-236. Some of the excited U-236 nuclei undergo fission, but some decay to the ground state of U-236 by emitting gamma radiation. Further neutron capture creates U-237 which has a half-life of 7 days and thus quickly decays to Np-237. Since nearly all neptunium is produced in this way or consists of isotopes which decay quickly, one gets nearly pure Np-237 by chemical separation of neptunium. After this chemical separation, Np-237 is again irradiated by reactor neutrons to be converted to Np-238 which decays to Pu-238 with a half-life of 2 days.


          
            
              The formation of 238Pu from 235U
            

            
              	Element

              	Isotope

              	Thermal neutron

              cross section

              	decay mode

              	halflife
            


            
              	U

              	235

              	99

              	

              	703800000 years
            


            
              	U

              	236

              	5.3

              	

              	23420000 years
            


            
              	U

              	237

              	-

              	

              	6.75 days
            


            
              	Np

              	237

              	165 (capture)

              	

              	2144000 years
            


            
              	Np

              	238

              	-

              	

              	2.11 days
            


            
              	Pu

              	238

              	-

              	

              	87.7 years
            

          


          


          Compounds


          
            [image: Image showing colors of various oxidation states of Pu in solution on the left and colors of only one Pu oxidation state (IV) on the right in solutions containing different anions.]

            
              Image showing colors of various oxidation states of Pu in solution on the left and colors of only one Pu oxidation state (IV) on the right in solutions containing different anions.
            

          


          Plutonium reacts readily with oxygen, forming PuO and PuO2, as well as intermediate oxides. It reacts with the halogens, giving rise to compounds such as PuX3 where X can be F, Cl, Br or I; PuF4 and PuF6 are also seen. The following oxyhalides are observed: PuOCl, PuOBr and PuOI. It will react with carbon to form PuC, nitrogen to form PuN and silicon to form PuSi2.


          Plutonium like other actinides readily forms a dioxide plutonyl core (PuO2). In the environment, this plutonyl core readily complexes with carbonate as well as other oxygen moieties (OH-, NO2-, NO3-, and SO4-2) to form charged complexes which can be readily mobile with low affinities to soil.


          
            	PuO2(CO3)1-2


            	PuO2(CO3)2-4


            	PuO2(CO3)3-6

          


          PuO2 formed from neutralizing highly acidic nitric acid solutions tends to form polymeric PuO2 which is resistant to complexation. Plutonium also readily shifts valences between the +3, +4, +5 and +6 states. It is common for some fraction of plutonium in solution to exist in all of these states in equilibrium.


          


          Allotropes


          
            [image: A diagram of the allotropes of plutonium at ambient pressure]

            
              A diagram of the allotropes of plutonium at ambient pressure
            

          


          Even at ambient pressure, plutonium occurs in a variety of allotropes. These allotropes differ widely in crystal structure and density; the  and  allotropes differ in density by more than 25% at constant pressure.


          The presence of these many allotropes makes machining plutonium very difficult, as it changes state very readily. The reasons for the complicated phase diagram are not entirely understood; recent research has focused on constructing accurate computer models of the phase transitions.


          In weapons applications, plutonium is often alloyed with another metal (e.g., delta phase with a small percentage of gallium) to increase phase stability and thereby enhance workability and ease of handling. Interestingly, in fission weapons, the explosive shock waves used to compress a plutonium core will also cause a transition from the usual delta phase plutonium to the denser alpha phase, significantly helping to achieve supercriticality.


          


          Isotopes


          Twenty-one plutonium radioisotopes have been characterized. The most stable are Pu-244, with a half-life of 80.8 million years, Pu-242, with a half-life of 373,300 years, and Pu-239, with a half-life of 24,110 years. Because of its comparatively large half-life, minute amounts of Pu-244 can be found in nature, All of the remaining radioactive isotopes have half-lives that are less than 7,000 years. This element also has eight meta states, though none are very stable (all have half-lives less than one second).


          The isotopes of plutonium range in atomic weight from 228.0387 u (Pu-228) to 247.074 u (Pu-247). The primary decay modes before the most stable isotope, Pu-244, are spontaneous fission and alpha emission; the primary mode after is beta emission. The primary decay products before Pu-244 are uranium and neptunium isotopes (neglecting the wide range of daughter nuclei created by fission processes), and the primary products after are americium isotopes.


          
            [image: A pellet of plutonium-238, glowing due to blackbody radiation, used for radioisotope thermoelectric generators.]

            
              A pellet of plutonium-238, glowing due to blackbody radiation, used for radioisotope thermoelectric generators.
            

          


          Key isotopes for applications are Pu-239, which is suitable for use in nuclear weapons and nuclear reactors, and Pu-238, which is suitable for use in radioisotope thermoelectric generators; see above for more details. The isotope Pu-240 undergoes spontaneous fission very readily, and is produced when Pu-239 is exposed to neutrons. The presence of Pu-240 in a material limits its nuclear bomb potential since it emits neutrons randomly, increasing the difficulty of initiating accurately the chain reaction at the desired instant and thus reducing the bomb's reliability and power. Plutonium consisting of more than about 90% Pu-239 is called weapons-grade plutonium; plutonium obtained from commercial reactors generally contains at least 20% Pu-240 and is called reactor-grade plutonium.


          Pu-240, while of little importance by itself, plays a crucial role as a contaminant in plutonium used in nuclear weapons. It spontaneously fissions at a high rate, and a 1% impurity in Pu-239 will lead to unacceptably early initiation of a fission chain reaction in gun-type atomic weapons (e.g. the proposed Thin Man bomb), blowing the weapon apart before much of its material can fission. Pu-240 contamination is the reason plutonium weapons must use an implosion design. A theoretical 100% pure Pu-239 weapon could be constructed as a gun-type device, but achieving this level of purity is prohibitively difficult. Pu-240 contamination has proven a mixed blessing to weapons designers. While it created delays and headaches during the Manhattan Project because of the need to develop implosion technology, those very same difficulties are currently a barrier to nuclear proliferation. Implosion devices are also inherently more efficient and less prone toward accidental detonation than are gun-type weapons.


          


          Precautions


          


          Toxicity


          
            [image: Glowing hot bits of plutonium in a box, which have been set alight due to plutonium's pyrophoric nature.]

            
              Glowing hot bits of plutonium in a box, which have been set alight due to plutonium's pyrophoric nature.
            

          


          All isotopes and compounds of plutonium are toxic and radioactive. While plutonium is sometimes described in media reports as "the most toxic substance known to man", from the standpoint of actual chemical or radiological toxicity this is incorrect. When taken in by mouth, plutonium is less poisonous than if inhaled, since it is not absorbed into the body efficiently when ingested. The U.S. Department of Energy estimates the increase in lifetime cancer risk for inhaled plutonium as 3108pCi1. (this means that inhaling 1Ci, or about 2.5g of reactor-grade plutonium is estimated to increase one's lifetime risk of developing cancer as a result of the exposure to 3%). When plutonium is absorbed into the body, it is excreted very slowly, with a biological half-life of 200 years. From a purely chemical standpoint, it is about as poisonous as lead and other heavy metals. Not surprisingly, it has a metallic taste.


          Plutonium may be extremely dangerous when handled incorrectly. The alpha radiation it emits does not penetrate the skin, but can irradiate internal organs when plutonium is inhaled or ingested. Particularly at risk are the skeleton, where it is likely to be absorbed by the bone surface, and the liver, where it will likely collect and become concentrated. Approximately 0.008 microcuries absorbed in bone marrow is the maximum withstandable dose. Anything more is considered toxic. Extremely fine particles of plutonium (on the order of micrograms) can cause lung cancer if inhaled.


          Other substances including ricin, tetrodotoxin, botulinum toxin, and tetanus toxin are fatal in doses of (sometimes far) under one milligram, and others (the nerve agents, the amanita toxin) are in the range of a few milligrams. As such, plutonium is not unusual in terms of toxicity, even by inhalation. In addition, those substances are fatal in hours to days, whereas plutonium (and other cancer-causing radioactives) give an increased chance of illness decades in the future. Considerably larger amounts may cause acute radiation poisoning and death if ingested or inhaled; however, so far, no human is known to have immediately died because of inhaling or ingesting plutonium and many people have measurable amounts of plutonium in their bodies.


          


          Disposal difficulties


          In contrast to naturally occurring radioisotopes such as radium or C-14, plutonium was manufactured, concentrated, and isolated in large amounts (hundreds of metric tons) during the Cold War for weapons production. These stockpiles, whether or not in weapons form, pose a significant problem because, unlike chemical or biological agents, no chemical process can destroy them. One proposal to dispose of surplus weapons-grade plutonium is to mix it with highly radioactive isotopes (e.g., spent reactor fuel) to deter handling by potential thieves or terrorists. Another is to mix it with uranium and use it to fuel nuclear power reactors (the mixed oxide or MOX approach). This would not only fission (and thereby destroy) much of the Pu-239, but also transmute a significant fraction of the remainder into Pu-240 and heavier isotopes that would make the resulting mixture useless for nuclear weapons.


          


          Criticality potential


          Toxicity issues aside, care must be taken to avoid the accumulation of amounts of plutonium which approach critical mass, particularly because plutonium's critical mass is only a third of that of uranium-235's. Despite not being confined by external pressure as is required for a nuclear weapon, it will nevertheless heat itself and break whatever confining environment it is in. Shape is relevant; compact shapes such as spheres are to be avoided. Plutonium in solution is more likely to form a critical mass than the solid form (due to moderation by the hydrogen in water). A weapon-scale nuclear explosion cannot occur accidentally, since it requires a greatly supercritical mass in order to explode rather than simply melt or fragment. However, a marginally critical mass will cause a lethal dose of radiation and has in fact done so in the past on several occasions.


          Criticality accidents have occurred in the past, some of them with lethal consequences. Careless handling of tungsten carbide bricks around a 6.2 kg plutonium sphere resulted in a lethal dose of radiation at Los Alamos on August 21, 1945, when scientist Harry K. Daghlian, Jr. received a dose estimated to be 510 rems (5.1 Sv) and died four weeks later. Nine months later, another Los Alamos scientist, Louis Slotin, died from a similar accident involving a beryllium reflector and the same plutonium core (the so-called " demon core") that had previously claimed the life of Daghlian. These incidents were fictionalized in the 1989 film Fat Man and Little Boy. In 1958, during a process of purifying plutonium at Los Alamos, a critical mass was formed in a mixing vessel, which resulted in the death of a crane operator. Other accidents of this sort have occurred in the Soviet Union, Japan, and many other countries. (See List of nuclear accidents.) The 1986 Chernobyl accident caused a minor release of plutonium.


          


          Flammability


          Metallic plutonium is also a fire hazard, especially if the material is finely divided. It reacts chemically with oxygen and water, which may result in an accumulation of plutonium hydride, a pyrophoric substance; that is, a material that will ignite in air at room temperature. Plutonium expands considerably in size as it oxidizes and thus may break its container. The radioactivity of the burning material is an additional hazard. Magnesium-oxide sand is the most effective material for extinguishing a plutonium fire. It cools the burning material, acting as a heat sink, and also blocks off oxygen. There was a major plutonium-initiated fire at the Rocky Flats Plant near Boulder, Colorado in 1969. To avoid these problems, special precautions are necessary to store or handle plutonium in any form; generally a dry inert atmosphere is required.
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              	Coordinates:
            


            
              	Sovereign state

              	United Kingdom
            


            
              	Constituent country

              	England
            


            
              	Region

              	South West England
            


            
              	City status

              	1928
            


            
              	Unitary Authority

              	1998
            


            
              	Government
            


            
              	-Type

              	City Council
            


            
              	-Lord Mayor

              	Brian Vincent
            


            
              	-HQ

              	Civic centre building
            


            
              	-Wards

              	20
            


            
              	-UK Parliament

              	Plymouth Sutton

              South West Devon

              Plymouth Devonport
            


            
              	-European Parliament

              	South West England
            


            
              	Area
            


            
              	-Total

              	30.6sqmi(79.29km)
            


            
              	Highest elevation

              	509ft (155m)
            


            
              	Lowestelevation

              	0ft (0m)
            


            
              	Population (2005 est.)
            


            
              	-Total

              	246,100
            


            
              	- Density

              	7,989/sqmi(3,085/km)
            


            
              	Time zone

              	GMT ( UTC0)
            


            
              	-Summer( DST)

              	BST ( UTC+1)
            


            
              	Postcode district

              	PL1-9
            


            
              	Website: www.plymouth.gov.uk
            

          


          Plymouth ( ˈplɪmə ) is a city and unitary authority area in Devon, England, about 190miles (310km) south west of London. It is built between the mouths of the rivers Plym and Tamar, where they join Plymouth Sound. Since 1967 the unitary authority of Plymouth has included the suburbs of Plympton and Plymstock, which are on the other side of the River Plym.


          Plymouths history goes back to the Bronze Age, when its first settlement grew at Mount Batten. This settlement continued to grow as a trading post for the Roman Empire, until the more prosperous village of Sutton, the current Plymouth, surpassed it. In 1620 the Pilgrim Fathers left Plymouth for the New World, establishing the first colony of the United States of America. During the English Civil War the town was held by the Parliamentarians and was besieged between 1642 and 1646.


          Throughout the Industrial Revolution Plymouth grew as a major shipping port, handling imports and passengers from the Americas and the construction of ships, ranging from small fishing boats to battleships for the Royal Navy. This later led to its targeting and partial destruction during World War Two, an act known as the Plymouth Blitz. After the war the city centre was completely rebuilt.


          Today the city is home to nearly 250,000 people, making it the 15th most populous city in England. It has its own city council and is represented nationally by three MPs. Plymouths economy is still strongly influenced by shipbuilding, but has since the 1990s become a more service-based economy with the 11th largest university in the United Kingdom. Its naval base, HMNB Devonport is the largest operational naval base in Western Europe. Plymouth has ferry links to France and Spain and an airport with national services.


          


          History


          


          Early history


          Upper Palaeolithic deposits, including bones of Homo sapiens, have been found in local caves, and artefacts dating from the Bronze Age to the Middle Iron Age have been found at Mount Batten showing that it was one of the main trading ports of the country at that time. Meanwhile the port of Plympton, further up the River Plym than the current Plymouth, was also trading by sea. But the river soon silted up and the mariners and merchants settled at the current day Barbican near the river mouth. At the time this village was called Sutton, meaning south town in Saxon. The name Plymouth, a back-formation from Plympton ("Plum-tree town"), was first mentioned in a Pipe Roll of 1211.


          During the Hundred Years' War a French attack (1340) burned a manor house and took some prisoners, but failed to get into the town. In 1403 the town was burned by Breton raiders. A series of fortifications were built in the Tudor and Elizabethan era which include the four round towers featured on the city coat of arms; the remains of two of these can still be found at Mount Batten and at Sutton Pool below the Royal Citadel.


          


          Renaissance Age


          
            [image: A sketch of Plymouth circa. 1600]

            
              A sketch of Plymouth circa. 1600
            

          


          During the 16th century, Plymouth was the home port for successful maritime traders, among them Sir John Hawkins, who led England's first foray into the slave trade, as well as Sir Francis Drake, who insisted on completing his game of bowls on the Hoe before engaging the Spanish Armada in 1588. During their time locally produced wool was the major export commodity. In 1620 the Pilgrim Fathers set sail for the New World from Plymouth, establishing the first colony of the United States of America.


          During the English Civil War Plymouth sided with the Parliamentarians and was besieged for almost four years by the Royalists. Construction of the Royal Citadel began in 1665, after the Restoration; it was armed with cannon facing both out to sea and into the town, rumoured to be a reminder to residents not to oppose the Crown.


          


          Rise of naval power


          
            [image: Unloading mail by hand from the Sir Francis Drake at Millbay Docks, March 1926]

            
              Unloading mail by hand from the Sir Francis Drake at Millbay Docks, March 1926
            

          


          


          Throughout the 17th century Plymouth had gradually lost its pre-eminence as a trading port. By the mid-1600s commodities manafactured elsewhere in England cost too much to transport to Plymouth and the city had no means of processing sugar or tobacco imports, although it played a relatively small part in the Slave trade during the early 1700s. In 1690 the first Royal Dockyard opened on the banks of the Tamar and further Docks were built in 1727, 1762 and 1793. In the 18th century new houses were built near the dock, called Plymouth Dock at the time, and a new town grew up. In 1712 there were 318 men employed and by 1733 it had grown to having a population of 3,000 people.


          Prior to the latter half of the 18th century Grain, timber and then coal were the greatest imports. In 1815, Napoleon Bonaparte was brought to Plymouth for two weeks before his exile to St Helena. During this time the real source of wealth and the major employer in the region became the dockyard. The Three Towns enjoyed some prosperity during the late eighteenth and early nineteenth century and were enriched by a series of neo-classical urban developments designed by London architect John Foulston. Foulston was important for the town and was responsible for several grand public buildings, many now destroyed, including the Athenaeum, the Theatre Royal and Royal Hotel, and much of Union Street. Some of the greatest imports to Plymouth from the Americas and Europe during the latter half of the 19th cenury included maize, wheat, barley, sugar cane, guano, nitrate of soda and phosphate. Aside from the dockyard, other industries such as the gasworks, the railways and tramways and a number of small chemical works had begun to develop in the 19th century continuing into the 20th century.


          


          Twentieth Century


          The city was heavily bombed by the Luftwaffe during the Second World War in a series of 59 raids known as the Plymouth Blitz. Although the dockyards were the principal targets, much of the city centre and over 3,700 houses were completely destroyed and more than 1,000 civilians lost their lives. The redevelopment of the city was planned by Sir Patrick Abercrombie and by 1964 over 20,000 new homes had been built, but despite this in 1971 over ten percent of the houses in Plymouth were still occupied by more than one family. Devonport Dockyard was kept busy for many years refitting aircraft carriers such as the Ark Royal. By the time this work ended in the late 1970s the nuclear submarine base was operational. The army had substantially left the city by 1971, with barracks pulled down in the 1960s, however the city has become home to more Royal Marines.


          


          Governance


          


          Local government history


          In 1914 the county boroughs of Plymouth and Devonport, and the urban district of East Stonehouse merged to form a single county borough of Plymouth. Collectively they were referred to as " The Three Towns". A provisional order was made on 2 May 1914, to come into effect in November. Plymouth was granted city status on 18 October 1928. The city's first Lord Mayor was appointed in 1935 and its boundaries further expanded in 1967 to include the town of Plympton and the parish of Plymstock.


          The 1971 Local Government White Paper proposed abolishing county boroughs, which would have left Plymouth, a town of 250,000 people, being administered from a council based at the smaller Exeter, on the other side of the county. This led to Plymouth lobbying for the creation of a Tamarside county, to include Plymouth, Torpoint, Saltash, and the rural hinterland. The campaign was not successful, and Plymouth ceased to be a county borough on 1 April 1974 with responsibility for education, social services, highways and libraries transferred to Devon County Council. All powers returned when the city become a unitary authority on 1 April 1998 under recommendations of the Banham Commission.


          


          City Council


          


          
            [image: The controversial civic centre building behind the Royal Theatre car park]

            
              The controversial civic centre building behind the Royal Theatre car park
            

          


          The City of Plymouth is divided into 20 wards, 17 of which elect three councillors and the other three electing two councillors, making up a total council of 57. Councillors are also known as Members of the Council and usually stand for election as members of national political parties. Full local elections are held every four years with elections for one third of Council seats being held each intervening year; the total electorate for Plymouth was 184,956 in December 2003. The local election of May 2006 resulted in a political composition of 26 Labour and 31 Conservative councillors.


          Council sessions have a Chairman and Vice-Chairman, who are entitled Lord Mayor and Deputy Lord Mayor respectively. The Lord Mayor also has a ceremonial role and historical regalia. The Leader of the Council has day to day power which is exercised as Chairman of the Cabinet and there is a leader of each political group. The Lord Mayor is elected annually in May; as at May 2008 Brian Vincent holds the position for the Labour Party. The dignity of Lord Mayor was granted in 1935, previously the office was simply Mayor  there have been over 540 holders of the office since its establishment in 1439.


          The Lord Mayor's official residence is 3 Elliot Terrace, located on the Hoe. Once a home of Waldorf and Nancy Astor, it was given by Lady Astor to the City of Plymouth as an official residence for future Lord Mayors and is also used today for civic hospitality, as lodgings for visiting dignitaries and High Court judges. The Civic Centre municipal office building in Armada Way became a listed building in June 2007 because of its quality and period features, but has become the centre of a controversy as the council disagrees. In September 2007 the city council announced its application to demolish the building.


          In Parliament, Plymouth is represented by the three constituencies of Plymouth Devonport, Plymouth Sutton and Southwest Devon. As of the 2005 General Election the two former constituencies are held by Labour MPs Alison Seabeck and Linda Gilroy respectively with the latter held by Conservative MP Gary Streeter. The city is part of South West England and Gibraltar in the European parliament.


          Plymouth City Council is formally twinned with:


          
            	[image: Flag of the United States] Plymouth, Massachusetts, United States (twinned 2001)

          


          The city also maintains a link with:


          
            	[image: Flag of Ghana] Sekondi-Takoradi, Western Region, Ghana

          


          and has educational and economic links with:


          
            	[image: Flag of the People's Republic of China] Jiaxing, Zhejiang province, China (since 2006)

          


          


          Geography
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              View of Plymouth Sound with Drake's Island in the centre
            

          


          Plymouth lies between the River Plym to the east and the River Tamar to the west; both rivers flow into the natural harbour of Plymouth Sound. The River Tamar forms the county boundary between Devon and Cornwall and its estuary forms the Hamoaze on which is sited Devonport Dockyard. Plymouth Sound is protected from the sea by the Plymouth Breakwater, in use since 1814. In the Sound is Drake's Island which is seen from Plymouth Hoe, a flat public area on top of limestone cliffs. The Unitary Authority of Plymouth is 30.8square miles (79.78km), but the city of Plymouth, as cited from Plymouth City Council, is 30.61square miles (79.29km). The topography rises from sea level to a height, at Roborough, of about 509feet (155m) above Ordnance Datum (AOD). The River Plym which flows off Dartmoor to the north east forms a smaller estuary to the east of the city; the mouth of this estuary is called Cattewater. On its south bank lies the outcrop of Mount Batten, the earliest-known settlement in the area; and on its north bank was the manor of Sutton which grew to form the present day city.


          The geology of Plymouth has a mixture of Limestone, Devonians slate, Granite and Middle Devonian Limestone. The bulk of the city is built upon Upper Devonian slates and shales, which have been greatly folded and faulted and the rocks become progressively younger from South to North. The headlands at the entrance to Plymouth Sound are formed of Lower Devonian slates, which can withstand the power of the sea. A band of Middle Devonian limestone, formed from the coral reefs that grew in warm shallow waters, runs west to east from Cremyll to Plymstock including the Hoe. Local limestone may be seen in numerous buildings, walls and pavements throughout Plymouth. There is evidence within the city of the volcanic activity of the Devonian period at such places as Ford, Hartley and Plymstock. To the north and north east of the city the granite mass of Dartmoor has had a profound impact on climate and economic activity. Granite has historically been exported around the world via Plymouth. Rocks around the edge of the Dartmoor granite mass were not only changed by the heat of the intrusion but were also heavily mineralised by fluids driven by the heat. This has given rise to ores containing tin, copper, tungsten, lead and other minerals in the Tamar Valley. The middle Devonian limestone belt in the south edge of Plymouth and in Plymstock has been quarried for many years. There is clear evidence of former activity at West Hoe, Cattedown and Radford. Currently quarrying takes place at two sites in Plymstock where the limestone has been worked over the last hundred years.


          In 1945 Sir Patrick Abercrombie's 1943 Plan for Plymouth was published to rebuild the city. It called for the destruction of the few remaining pre-War buildings in the city centre and their replacement with wide, modern boulevards aligned east-west linked by a grand north-south avenue ( Armada Way) linking the railway station with Plymouth Hoe. The Plan had to deal not only with the effects of the War, but also the pre-war defects of the city: much of the housing and many narrow streets were overcrowded. The main concern was for housing, and many prefabs were built by 1946, followed by over a thousand permanent council houses built each year from 19511957. By 1964 over 20,000 new homes had been built, more than 13,500 of them permanent council homes and 853 built by the Admiralty. To compensate for the large scale of housing Plymouth has a number of public parks, the largest of which is Central Park. Other sizeable green spaces include Victoria Park, Freedom Fields Park, Alexandra Park, and significantly, the Hoe.
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          Climate


          Along with the rest of South West England, Plymouth has a temperate climate which is generally wetter and milder than the rest of England. The annual mean temperature is approximately 11 C (52 F) and shows a seasonal and a diurnal variation, but due to the modifying effect of the sea the range is less than in most other parts of the UK. February is the coldest month with mean minimum temperatures between 3C (37F) and 4C (39F). July and August are the warmest months with mean daily maxima over 19C (66F).


          South West England has a favoured location with respect to the Azores high pressure when it extends its influence north-eastwards towards the UK, particularly in summer. Coastal areas have average annual sunshine totals over 1,600 hours.


          Rainfall tends to be associated with Atlantic depressions or with convection. The Atlantic depressions are more vigorous in autumn and winter and most of the rain which falls in those seasons in the south-west is from this source. Average annual rainfall is around 980millimetres (39in). The number of days with snow falling is typically fewer than ten per winter. November to March have the highest mean wind speeds, with June to August having the lightest winds. The predominant wind direction is from the south-west.


          


          Demography


          
            [image: ]
          


          In 2005, Plymouth's population was estimated at 246,100 by Plymouth City Council, 5,380 more people than that of the last census from 2001, which indicated that Plymouth had a population of 240,720. The average household size was 2.3 persons. To the right is a graph showing the population change of the city since 1801. The population rose rapidly during the second half of the 19th century. The decline of over 1.6% from 1931 to 1951, including the period of World War II, is notable. Plymouth's GVA (a measure of its economy) was 3.501 billion GBP in 2004 making up aprroximately one quarter of Devon's economy. Its GVA per capita was 14,327 and compared to the national average ,of 17,115, it was 2,788 lower.


          At the time of the 2001 UK census, the ethnic composition of Plymouth's population was 98.4% White, with the largest minority ethnic group being Chinese at 0.3%. In terms of religion, 73.6% of the population are Christian with all other religions represented by less than 0.5% each. The number of people without a religion is above the national average at 18.3%, with 7.1% not stating their religion.


          


          Economy
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              Tinside Pool
            

          


          Because of its coastal location, the economy of Plymouth has traditionally been maritime, in particular the defence sector. The long-term decline of these and other heavy industries had a negative effect on the city's employment figures and caused diversification towards a service-based economy based on healthcare, food and drink, call centres and tourism. Electronics, advanced engineering and boat building (notably Princess Yachts) still maintain a prime role, however. Its naval base, HMNB Devonport, is the largest operational naval base in Western Europe., and Plymouth has the largest cluster of marine and maritime businesses in the south west with 270 firms operating within the sector. Between 1997 and 2007 unemployment decreased from 10.8% to 6.2%, but unemployment in the city still remains significantly above the national average. Thirty thousand university students together with teaching and support staff now make higher education a powerful influence.
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              Cornwall Street, one of the main shopping streets
            

          


          Plymouth has a large, entirely post-war, shopping area in the city centre. Most of the shops had been destroyed in the Blitz and those that remained were cleared to enable a huge zoned reconstruction according to the 1943 plan. As the new buildings were completed, shops returned from their temporary wartime premises and throughout the 1950s and 60s the city boasted one of the largest and modern shopping centres in the west of England. There was substantial pedestrianisation, more car parks, and a pannier market at the west end of the zone inside a now-listed grade II building that was completed in 1959. In terms of retail floorspace Plymouth is ranked in the top five in the South West, and 29th nationally. Plymouth was one of the first ten British cities to trial the new Business Improvement District initiative.


          The city's tourism potential is mainly based on its historical connections, especially those related to Francis Drake, the final sailing of the Mayflower from the Barbican, and the view from the Hoe. Although Plymouth has no pleasure beaches, Tinside Pool, a large lido that was restored in 2003, is at the foot of the Hoe. The city does not have a great deal of tourist accommodation compared to districts like Torbay: in 2006 it had just over 6,000 bed spaces, compared to Torbay's 44,000.


          


          Plymouth 2020
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          Plymouth Council is currently undertaking a project of urban redevelopment, the largest since the city was rebuilt after the Second World War. The 'Vision for Plymouth' launched by the architect David Mackay, backed by Plymouth City Council is set to see areas of the city centre demolished, redesigned and rebuilt by the year 2020.
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              Interior of the new Drake Circus Shopping Centre in 2006.
            

          


          Significant regeneration has occurred since 2002 with the old Drake Circus shopping centre and Charles Cross car park being demolished in 2004 and being replaced by the latest Drake Circus Shopping Centre, which opened in October 2006. The council has encouraged cafs to create outdoor eating areas; and the clearing of a large public area in Armada Way has enabled farmers' markets and other street markets as well as exhibitions, entertainments and festivals.


          As of 2007, the former Ballard Leisure Centre is being replaced with residential and office space along with a project involving the future demolition of the Bretonside bus station to build a new civic complex. In Drake Circus the Roland Levinsky Building, part of Plymouth University opened in 2007. Other suggestions include the demolition of the Plymouth Pavilions entertainment arena to create a canal 'boulevard' linking Millbay to the city centre. Millbay is being regenerated with mixed residential, retail and office space alongside the ferry port.


          


          Transport
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          Plymouth has no motorway links but the national network is accessible via the A38 dual-carriageway Devon Expressway to the M5 motorway which starts about 40miles (64km) east near Exeter. The A38 Parkway runs from east to west across the geographical centre of the city. The Tamar Bridge to the west of the city provides vehicle access to Cornwall from the A38 Parkway to Saltash.


          Plymouth Citybus provides bus services to suburban areas of the city and First Group provides other services within the city (including park and ride) and in the surrounding area. Stagecoach Devon provides services to Exeter and Paignton, and Western Greyhound provides services to Liskeard and Newquay. From the Bretonside Bus station located near to Drake Circus, National Express and other operators run long distance coach services to London and many parts of the UK.


          A regular international ferry service provided by Brittany Ferries operates from Millbay taking cars and foot passengers directly to France and Spain. There is a passenger ferry between Stonehouse and the Cornish hamlet of Cremyll and a water-bus from the Mayflower Steps to Mount Batten. The city also has an alternative to using the Tamar Bridge via the Torpoint Ferry across the River Tamar.


          The city's only airport is Plymouth City Airport; a small airfield located in the suburb of Derriford 4miles (6.4km) north of the city centre, just off the A386 road to Tavistock. The airport is home to the local airline Air Southwest who operate flights across the British Isles.


          The city's central and largest railway station, Plymouth railway station, is an important First Great Western station on the London to Penzance Line and also sees trains on the CrossCountry and South West Trains networks. Smaller stations are served by local trains on the Tamar Valley Line and Cornish Main Line. First Great Western have come under fire recently, due to widespread rail service cuts across the south west, which affect Plymouth greatly. Three MPs from the three main political parties in the region have joined together to put across the message that the train services are vital to its economy.


          


          Education
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          Plymouth is home to the 11th largest university in the United Kingdom (excluding the Open University), the University of Plymouth. It is the largest university in south west England with over 30,000 students, almost 3,000 staff and an annual income of around 110 million. It was founded as a college of technology and then becoming a polytechnic it also absorbed the School of Maritime Studies. It has courses in maritime business, marine engineering, marine biology and Earth, ocean and environmental sciences, surf science, shipping and logistics.


          The city is also home to three large colleges. The University College Plymouth St Mark & St John (Marjon), which specialises in teacher training, offers training across the country and abroad. The City College Plymouth provides courses from the most basic to Foundation degrees for approximately 26,000 students. The Plymouth College of Art and Design (known as PCAD) offers a selection of courses including Media. It was started 153 years ago and is now one of only four independent colleges of art and design in the UK. Plymouth also has 75 primary phase schools, 14 state secondary schools and eight special schools. It has three selective state grammar schools and two independent schools, the Kings School at Hartley and Plymouth College at Mutley.


          Plymouth is home to Plymouth Marine Laboratory, an independent collaborative centre, who study the area for scientific research. They study the marine ecosystems in and near Plymouth to provide future solutions for marine extinctions across the United Kingdom.


          


          Religion
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          Plymouth's Victorian Catholic cathedral, located in Stonehouse opened in 1858. The city's senior Anglican church which hosts the civic services is dedicated to St Andrew, and is located in Royal Parade. Adjacent in the city centre post-war ecclesiastical zone are modern Baptist and Unitarian churches. There is a Quaker Meeting House on Mutley Plain. The Greek Orthodox community have converted an old church in West Hoe for their observances. Pentecostals, Christadelphians and Jehovah's Witnesses have their own churches. In 1831 the first Brethren assembly in England, a movement of conservative non-denominational Evangelical Christians, was established at Plymouth. This is why Brethren are often called Plymouth Brethren, although the movement did not start here.


          Other religions have places of worship in the city too. The small Jewish community has an eighteenth century Orthodox synagogue, which is the oldest Ashkenazi Synagogue in the English speaking world; the small Muslim community have a mosque at the Islamic Centre in North Road East; the Bah' have a meeting place at Dale Road in Mutley; the Buddhists have meeting places in Mutley and in St Jude's and there is also a small Scientology regional office in Ebrington Street, although Scientology is not recognised as a religion in the UK.


          


          Sports
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          Plymouth is the largest city in England never to have had a football team in the first tier of English football. It is home to Plymouth Argyle Football Club, who play in the Football League Championship (second tier of English football) at the Home Park stadium in Central Park. It is Plymouth's only professional football team, however the city used to have another team called Plymouth United F.C. dating back to 1886. The club takes its nickname from the group of English non-conformists that left Plymouth for the New World in 1620: the club crest features the Mayflower, which carried the pilgrims to Massachusetts and the club's mascot is named Pilgrim Pete.


          The city is also home to clubs in nearly all sports, notably Plymouth Albion R.F.C. and the Plymouth Raiders basketball club. Plymouth Albion Rugby Football Club is a rugby union club that was founded in 1875 and are currently in the second tier of English rugby union. Plymouth Raiders play in the top tier of British Bastketball, the British Basketball League. They play at the Plymouth Pavilions, along with many other sports clubs and were founded in 1983. Plymouth is also home to two American Football clubs: The Plymouth Admirals and the Plymouth Blitz as well as speedway team Plymouth Devils who partake in the British Conference League.


          


          Culture
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          Plymouth has theatres, cinemas and art galleries as well as television stations. Outdoor events and festivals are held including the British Fireworks Championship and The Music of the Night, an outdoor production held every two years in The Royal Citadel when amateurs sing to service unit musicians. The Plymouth Morris Men perform throughout the year at many events and venues. In August 2006 the world record for the most amount of simultaneous fireworks was surpassed, by Roy Lowry of the University of Plymouth, over Plymouth Sound.


          The city's main theatre, Theatre Royal is a provincial producing theatre and incorporates a studio theatre (The Drum). Its production and education centre, TR2, is in an award-winning building at Cattedown. The University has two well-equipped theatres within the Roland Levinsky Building. Amateurs perform at the Athenaeum Theatre, Devonport Playhouse, and the Globe Theatre (within Stonehouse barracks). The Plymouth Pavilions stages music concerts from rock and pop to ballet, as well as hosting basketball, wrestling and line dancing. There is a multiplex cinema at the Barbican Leisure Centre and a small cinema at Derry's Cross. In Looe Street, Plymouth Arts Centre has a two screen cinema specialising in art house and foreign films.


          At the heart of Plymouth's nightlife is Union Street. It used to be renowned for its prostitures supplied to sailors from the Royal Navy docking in Plymouth. It was lined with music halls and cinemas, but is now run down. Today, it is still home to a number of bars, clubs and casinos open late into the morning. Fights, public indecency and noise pollution are frequent on Friday and Saturday nights, a consequence of binge drinking, which have resulted in increased demands on the local police force. Other clubs and bars are at the Barbican Leisure Park, on Mutley Plain, and on Lockyer Street.


          Plymouth is regional television centre of BBC South West. ITV's television studio at Langage is to close in 2008. The regional stations include BBC Radio Devon, BBC Radio Cornwall, South Hams Radio, Plymouth Sound and Pirate FM. The main regional newspaper is the Western Morning News, whose local publishing and print centre at Derriford were designed by architect Nicholas Grimshaw. The local city paper, from the same publisher, Northcliffe Media group, at the same print centre, is the Plymouth 'Herald'.


          


          Public services
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          Before the 19th century two leats were built in order to provide drinking water for the town. They carried water from Dartmoor all the way down to Plymouth. Drake's Leat also known as Plymouth Leat, was a watercourse constructed to tap the River Meavy. It was one of the first municipal water supplies in the country. The Devonport Leat was constructed in the 1790s to carry fresh drinking water to the expanding dockyards at Devonport. It is fed by three Dartmoor rivers: The West Dart, The Cowsic and The Blackabrook. It was originally designed to carry water all the way to Devonport Dockyard but has since been shortened and now carries water to Burrator Reservoir which feeds most of the water supply of Plymouth. Dartmoor granite was used to construct the water channel, as well as a small aqueduct and a tunnel.


          Since 1973 Plymouth has been supplied water by South West Water. Prior to the 1973 take over it was supplied by Plymouth County Borough Corporation. About 5miles (8.0km) north of the city is Burrator Reservoir, which was constructed in 1898 and later expanded in 1929. It still supplies much of the water for Plymouth. Plymouth City Council is responsible for waste management throughout the city and South West Water is responsible for sewerage. Plymouth's electricity is supplied from the National Grid and distributed to Plymouth via Western Power Distribution. At present there are no power stations (apart from wind turbines) in Devon and Cornwall, however the Langage Power Station, a gas powered station on the outskirts of Plympton, is due to start producing electricity for Plymouth at the end of 2009.


          Plymouth is served by Plymouth Hospitals NHS Trust and the city's NHS hospital is Derriford Hospital 4miles (6.4km) north of the city centre and there is also the Royal Eye Infirmary near the city centre. South Western Ambulance Service NHS Trust operates in Plymouth and the rest of the south west; its headquarters are in Exeter. Her Majesty's Court Service provide a Magistrates' Court, Crown and County Courts in the city. The nearest High Court is in Exeter as are the police and prosecuting headquarters. There is no prison or youth detention unit in Plymouth. The Plymouth Borough Police, formed in 1836, eventually became part of Devon and Cornwall Constabulary. There are police stations at Charles Cross and Crownhill (the Divisional HQ) and smaller stations at Plympton and Plymstock. The city has one the Devon and Cornwall Area Crown Prosecution Service Divisional offices. Plymouth has several large fire stations located in Crownhill, Camel's Head, Greenbank, and Plympton, which is part of Devon and Somerset Fire and Rescue Service. There is also a fire service training centre located in Plympton.


          


          Notable people
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          People from Plymouth are known as Plymothians or less formally as Janners. Antarctic explorers Robert Falcon Scott and Frank Bickerton both lived in the city. The artist Beryl Cook lived in Plymouth for much of her life and her paintings depict some of the colourful characters she encountered in the city. Another artist, Robert Lenkiewicz, lived in the city from the 1960s until his death in 2002. The actress Dawn French was educated here at an independent school for girls.


          People born in Plymouth include Olympic swimmer Sharon Davies, gold medal-winning diver Thomas Daley, dancer Wayne Sleep, newsreader and journalist Angela Rippon. Other notable residents include footballer Trevor Francis, the tennis player and quiz hostess Sue Barker, and TV presenter Fern Britton.


          


          Landmarks


          Plymouth's main geographical landmarks is the Plymouth Sound, which has shaped the city and given it its naval importance. The earliest man-made landmark is the Royal Citadel, built in 1666, to defend the town from naval attacks and to train the armed forces. Further west is Smeaton's Tower, built in 1759, it was a lighthouse out at sea, but was dismantled and rebuilt on Plymouth Hoe in 1877. Today it attracts tourists for its views over Plymouth Sound and the rest of the city, because it is climbable. Opposite the River Plym is the Saltram House estate, which has a Georgian mansion. The Plymouth Hoe has three memorials: A statue of Sir Francis Drake, past mayor of Plymouth; A tall memorial to the lives lost at sea with their names written on plaques; and a memorial to the Royal Air Force. The old village of Plymouth, sutton, is now called the Barbican and still has many of the buildings in tact with cobbled roads, which attract visitors. It is also where the Pilgrim Fathers left for the New World in 1620 at the Mayflower Steps.
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          Pneumonia is an inflammatory illness of the lung. Frequently, it is described as lung parenchyma/ alveolar inflammation and abnormal alveolar filling with fluid. (The alveoli are microscopic air-filled sacs in the lungs responsible for absorbing oxygen from the atmosphere.) Pneumonia can result from a variety of causes, including infection with bacteria, viruses, fungi, or parasites, and chemical or physical injury to the lungs. Its cause may also be officially described as idiopathicthat is, unknownwhen infectious causes have been excluded.


          Typical symptoms associated with pneumonia include cough, chest pain, fever, and difficulty in breathing. Diagnostic tools include x-rays and examination of the sputum. Treatment depends on the cause of pneumonia; bacterial pneumonia is treated with antibiotics.


          Pneumonia is a common illness which occurs in all age groups, and is a leading cause of death among the elderly and people who are chronically and terminally ill. Vaccines to prevent certain types of pneumonia are available. The prognosis depends on the type of pneumonia, the appropriate treatment, any complications, and the person's underlying health.


          


          Signs and symptoms
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          People with infectious pneumonia often have a cough producing greenish or yellow sputum, or phlegm and a high fever that may be accompanied by shaking chills. Shortness of breath is also common, as is pleuritic chest pain, a sharp or stabbing pain, either experienced during deep breaths or coughs or worsened by it. People with pneumonia may cough up blood, experience headaches, or develop sweaty and clammy skin. Other possible symptoms are loss of appetite, fatigue, blueness of the skin, nausea, vomiting, mood swings, and joint pains or muscle aches. Less common forms of pneumonia can cause other symptoms; for instance, pneumonia caused by Legionella may cause abdominal pain and diarrhea, while pneumonia caused by tuberculosis or Pneumocystis may cause only weight loss and night sweats. In elderly people manifestations of pneumonia may not be typical. They may develop a new or worsening confusion or may experience unsteadiness, leading to falls. Infants with pneumonia may have many of the symptoms above, but in many cases they are simply sleepy or have a decreased appetite.


          Symptoms of pneumonia need immediate medical evaluation. Physical examination by a health care provider may reveal fever or sometimes low body temperature, an increased respiratory rate, low blood pressure, a high heart rate, or a low oxygen saturation, which is the amount of oxygen in the blood as indicated by either pulse oximetry or blood gas analysis. People who are struggling to breathe, who are confused, or who have cyanosis (blue-tinged skin) require immediate attention.


          Physical examination of the lungs may be normal, but often shows decreased expansion of the chest on the affected side, bronchial breathing on auscultation with a stethoscope (harsher sounds from the larger airways transmitted through the inflamed and consolidated lung), and rales heard over the affected area. Percussion may be dulled over the affected lung, but increased rather than decreased vocal resonance (which distinguishes it from a pleural effusion). While these signs are relevant, they are insufficient to diagnose or rule out a pneumonia; moreover, in studies it has been shown that two doctors can arrive at different findings on the same patient.


          


          Diagnosis


          If pneumonia is suspected on the basis of a patient's symptoms and findings from physical examination, further investigations are needed to confirm the diagnosis. Information from a chest X-ray and blood tests are helpful, and sputum cultures in some cases. The chest X-ray is typically used for diagnosis in hospitals and some clinics with X-ray facilities. However, in a community setting ( general practice), pneumonia is usually diagnosed based on symptoms and physical examination alone. Diagnosing pneumonia can be difficult in some people, especially those who have other illnesses. Occasionally a chest CT scan or other tests may be needed to distinguish pneumonia from other illnesses.


          


          Investigations
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          An important test for pneumonia in unclear situations is a chest x-ray. Chest x-rays can reveal areas of opacity (seen as white) which represent consolidation. Pneumonia is not always seen on x-rays, either because the disease is only in its initial stages, or because it involves a part of the lung not easily seen by x-ray. In some cases, chest CT ( computed tomography) can reveal pneumonia that is not seen on chest x-ray. X-rays can be misleading, because other problems, like lung scarring and congestive heart failure, can mimic pneumonia on x-ray. Chest x-rays are also used to evaluate for complications of pneumonia ( see below.)


          If antibiotics fail to improve the patient's health, or if the health care provider has concerns about the diagnosis, a culture of the person's sputum may be requested. Sputum cultures generally take at least two to three days, so they are mainly used to confirm that the infection is sensitive to an antibiotic that has already been started. A blood sample may similarly be cultured to look for bacteria in the blood. Any bacteria identified are then tested to see which antibiotics will be most effective.


          A complete blood count may show a high white blood cell count, indicating the presence of an infection or inflammation. In some people with immune system problems, the white blood cell count may appear deceptively normal. Blood tests may be used to evaluate kidney function (important when prescribing certain antibiotics) or to look for low blood sodium. Low blood sodium in pneumonia is thought to be due to extra anti-diuretic hormone produced when the lungs are diseased ( SIADH). Specific blood serology tests for other bacteria (Mycoplasma, Legionella and Chlamydophila) and a urine test for Legionella antigen are available. Respiratory secretions can also be tested for the presence of viruses such as influenza, respiratory syncytial virus, and adenovirus. Liver function tests should be carried out to test for damage caused by sepsis.


          


          Combining findings


          One study created a prediction rule that found the five following signs best predicted infiltrates on the chest radiograph of 1134 patients presenting to an emergency room:


          
            	Temperature > 100 degrees F (37.8 degrees C)


            	Pulse > 100 beats/min


            	Crackles


            	Decreased breath sounds


            	Absence of asthma

          


          The probability of an infiltrate in two separate validations was based on the number of findings:


          
            	5 findings - 84% to 91% probability


            	4 findings - 58% to 85%


            	3 findings - 35% to 51%


            	2 findings - 14% to 24%


            	1 findings - 5% to 9%


            	0 findings - 2% to 3%

          


          A subsequent study comparing four prediction rules to physician judgment found that two rules, the one above and also were more accurate than physician judgment because of the increased specificity of the prediction rules.


          


          Differential diagnosis


          Several diseases and/or conditions can present with similar clinical features to pneumonia and as such care must be taken in the proper diagnosis of the disease. Chronic obstructive pulmonary disease (COPD) or asthma can present with a polyphonic wheeze, similar to that of pneumonia. Pulmonary edema can be mistaken for pneumonia due to its ability to show a third heart sound and present with an abnormal ECG. Other diseases to be taken into consideration include bronchiectasis, lung cancer and pulmonary emboli.


          


          Pathophysiology
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          Pneumonia can be caused by microorganisms, irritants and unknown causes. When pneumonias are grouped this way, infectious causes are the most common type.


          The symptoms of infectious pneumonia are caused by the invasion of the lungs by microorganisms and by the immune system's response to the infection. Although more than one hundred strains of microorganism can cause pneumonia, only a few are responsible for most cases. The most common causes of pneumonia are viruses and bacteria. Less common causes of infectious pneumonia are fungi and parasites.


          


          Viruses


          Viruses invade cells in order to reproduce. Typically, a virus reaches the lungs when airborne droplets are inhaled through the mouth and nose. Once in the lungs, the virus invades the cells lining the airways and alveoli. This invasion often leads to cell death, either when the virus directly kills the cells, or through a type of cell controlled self-destruction called apoptosis. When the immune system responds to the viral infection, even more lung damage occurs. White blood cells, mainly lymphocytes, activate certain chemical cytokines which allow fluid to leak into the alveoli. This combination of cell destruction and fluid-filled alveoli interrupts the normal transportation of oxygen into the bloodstream.


          As well as damaging the lungs, many viruses affect other organs and thus disrupt many body functions. Viruses can also make the body more susceptible to bacterial infections; for which reason bacterial pneumonia often complicates viral pneumonia.


          Viral pneumonia is commonly caused by viruses such as influenza virus, respiratory syncytial virus (RSV), adenovirus, and metapneumovirus. Herpes simplex virus is a rare cause of pneumonia except in newborns. People with immune system problems are also at risk of pneumonia caused by cytomegalovirus (CMV).


          


          Bacteria


          Bacteria typically enter the lung when airborne droplets are inhaled, but can also reach the lung through the bloodstream when there is an infection in another part of the body. Many bacteria live in parts of the upper respiratory tract, such as the nose, mouth and sinuses, and can easily be inhaled into the alveoli. Once inside, bacteria may invade the spaces between cells and between alveoli through connecting pores. This invasion triggers the immune system to send neutrophils, a type of defensive white blood cell, to the lungs. The neutrophils engulf and kill the offending organisms, and also release cytokines, causing a general activation of the immune system. This leads to the fever, chills, and fatigue common in bacterial and fungal pneumonia. The neutrophils, bacteria, and fluid from surrounding blood vessels fill the alveoli and interrupt normal oxygen transportation.
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          Bacteria often travel from an infected lung into the bloodstream, causing serious or even fatal illness such as septic shock, with low blood pressure and damage to multiple parts of the body including the brain, kidneys, and heart. Bacteria can also travel to the area between the lungs and the chest wall (the pleural cavity) causing a complication called an empyema.


          The most common causes of bacterial pneumonia are Streptococcus pneumoniae, Gram-positive bacteria and "atypical" bacteria. The terms "Gram-positive" and "Gram-negative" refer to the bacteria's colour (purple or red, respectively) when stained using a process called the Gram stain. The term "atypical" is used because atypical bacteria commonly affect healthier people, cause generally less severe pneumonia, and respond to different antibiotics than other bacteria.


          The types of Gram-positive bacteria that cause pneumonia can be found in the nose or mouth of many healthy people. Streptococcus pneumoniae, often called "pneumococcus", is the most common bacterial cause of pneumonia in all age groups except newborn infants. Another important Gram-positive cause of pneumonia is Staphylococcus aureus, with Streptococcus agalactiae being an important cause of pneumonia in newborn babies. Gram-negative bacteria cause pneumonia less frequently than gram-positive bacteria. Some of the gram-negative bacteria that cause pneumonia include Haemophilus influenzae, Klebsiella pneumoniae, Escherichia coli, Pseudomonas aeruginosa and Moraxella catarrhalis. These bacteria often live in the stomach or intestines and may enter the lungs if vomit is inhaled. "Atypical" bacteria which cause pneumonia include Chlamydophila pneumoniae, Mycoplasma pneumoniae, and Legionella pneumophila.


          


          Fungi


          Fungal pneumonia is uncommon, but it may occur in individuals with immune system problems due to AIDS, immunosuppresive drugs, or other medical problems. The pathophysiology of pneumonia caused by fungi is similar to that of bacterial pneumonia. Fungal pneumonia is most often caused by Histoplasma capsulatum, blastomyces, Cryptococcus neoformans, Pneumocystis jiroveci, and Coccidioides immitis. Histoplasmosis is most common in the Mississippi River basin, and coccidioidomycosis in the southwestern United States.


          


          Parasites


          A variety of parasites can affect the lungs. These parasites typically enter the body through the skin or by being swallowed. Once inside, they travel to the lungs, usually through the blood. There, as in other cases of pneumonia, a combination of cellular destruction and immune response causes disruption of oxygen transportation. One type of white blood cell, the eosinophil, responds vigorously to parasite infection. Eosinophils in the lungs can lead to eosinophilic pneumonia, thus complicating the underlying parasitic pneumonia. The most common parasites causing pneumonia are Toxoplasma gondii, Strongyloides stercoralis, and Ascariasis.


          


          Idiopathic


          Idiopathic interstitial pneumonias (IIP) are a class as diffuse lung diseases. In some types of IIP, e.g. some types of usual interstitial pneumonia, the cause, indeed, is unknown or idiopathic. In some types of IIP the cause of the pneumonia is known, e.g. desquamative interstitial pneumonia is caused by smoking, and the name is a misnomer.


          


          Classification


          Pneumonias can be classified in several ways. Pathologists originally classified them according to the anatomic changes that were found in the lungs during autopsies. As more became known about the microorganisms causing pneumonia, a microbiologic classification arose, and with the advent of x-rays, a radiological classification. Another important system of classification is the combined clinical classification, which combines factors such as age, risk factors for certain microorganisms, the presence of underlying lung disease and underlying systemic disease, and whether the person has recently been hospitalized.


          


          Early classification schemes


          Initial descriptions of pneumonia focused on the anatomic or pathologic appearance of the lung, either by direct inspection at autopsy or by its appearance under a microscope. A lobar pneumonia is an infection that only involves a single lobe, or section, of a lung. Lobar pneumonia is often due to Streptococcus pneumoniae. Multilobar pneumonia involves more than one lobe, and it often causes a more severe illness. Interstitial pneumonia involves the areas in between the alveoli, and it may be called "interstitial pneumonitis." It is more likely to be caused by viruses or by atypical bacteria.


          The discovery of x-rays made it possible to determine the anatomic type of pneumonia without direct examination of the lungs at autopsy and led to the development of a radiological classification. Early investigators distinguished between typical lobar pneumonia and atypical (e.g. Chlamydophila) or viral pneumonia using the location, distribution, and appearance of the opacities they saw on chest x-rays. Certain x-ray findings can be used to help predict the course of illness, although it is not possible to clearly determine the microbiologic cause of a pneumonia with x-rays alone.


          With the advent of modern microbiology, classification based upon the causative microorganism became possible. Determining which microorganism is causing an individual's pneumonia is an important step in deciding treatment type and length. Sputum cultures, blood cultures, tests on respiratory secretions, and specific blood tests are used to determine the microbiologic classification. Because such laboratory testing typically takes several days, microbiologic classification is usually not possible at the time of initial diagnosis.


          


          Combined clinical classification


          Traditionally, clinicians have classified pneumonia by clinical characteristics, dividing them into "acute" (less than three weeks duration) and "chronic" pneumonias. This is useful because chronic pneumonias tend to be either non-infectious, or mycobacterial, fungal, or mixed bacterial infections caused by airway obstruction. Acute pneumonias are further divided into the classic bacterial bronchopneumonias (such as Streptococcus pneumoniae), the atypical pneumonias (such as the interstitial pneumonitis of Mycoplasma pneumoniae or Chlamydia pneumoniae), and the aspiration pneumonia syndromes.


          The combined clinical classification, now the most commonly used classification scheme, attempts to identify a person's risk factors when he or she first comes to medical attention. The advantage of this classification scheme over previous systems is that it can help guide the selection of appropriate initial treatments even before the microbiologic cause of the pneumonia is known. There are two broad categories of pneumonia in this scheme: community-acquired pneumonia and hospital-acquired pneumonia. A recently introduced type of healthcare-associated pneumonia (in patients living outside the hospital who have recently been in close contact with the health care system) lies between these two categories.


          


          Community-acquired pneumonia


          Community-acquired pneumonia (CAP) is infectious pneumonia in a person who has not recently been hospitalized. CAP is the most common type of pneumonia. The most common causes of CAP vary depending on a person's age, but they include Streptococcus pneumoniae, viruses, the atypical bacteria, and Haemophilus influenzae. Overall, Streptococcus pneumoniae is the most common cause of community-acquired pneumonia worldwide. Gram-negative bacteria cause CAP in certain at-risk populations. CAP is the fourth most common cause of death in the United Kingdom and the sixth in the United States. An outdated term, walking pneumonia, has been used to describe a type of community-acquired pneumonia of less severity (hence the fact that the patient can continue to "walk" rather than require hospitalization). Walking pneumonia is usually caused by a virus or by atypical bacteria.


          


          Hospital-acquired pneumonia


          Hospital-acquired pneumonia, also called nosocomial pneumonia, is pneumonia acquired during or after hospitalization for another illness or procedure with onset at least 72 hrs after admission. The causes, microbiology, treatment and prognosis are different from those of community-acquired pneumonia. Up to 5% of patients admitted to a hospital for other causes subsequently develop pneumonia. Hospitalized patients may have many risk factors for pneumonia, including mechanical ventilation, prolonged malnutrition, underlying heart and lung diseases, decreased amounts of stomach acid, and immune disturbances. Additionally, the microorganisms a person is exposed to in a hospital are often different from those at home . Hospital-acquired microorganisms may include resistant bacteria such as MRSA, Pseudomonas, Enterobacter, and Serratia. Because individuals with hospital-acquired pneumonia usually have underlying illnesses and are exposed to more dangerous bacteria, it tends to be more deadly than community-acquired pneumonia. Ventilator-associated pneumonia (VAP) is a subset of hospital-acquired pneumonia. VAP is pneumonia which occurs after at least 48 hours of intubation and mechanical ventilation.


          


          Other types of pneumonia


          
            	Severe acute respiratory syndrome (SARS)

          


          
            	SARS is a highly contagious and deadly type of pneumonia which first occurred in 2002 after initial outbreaks in China. SARS is caused by the SARS coronavirus, a previously unknown pathogen.

          


          
            	Bronchiolitis obliterans organizing pneumonia (BOOP)

          


          
            	BOOP is caused by inflammation of the small airways of the lungs. It is also known as cryptogenic organizing pneumonitis (COP).

          


          
            	Eosinophilic pneumonia

          


          
            	Eosinophilic pneumonia is invasion of the lung by eosinophils, a particular kind of white blood cell. Eosinophilic pneumonia often occurs in response to infection with a parasite or after exposure to certain types of environmental factors.

          


          
            	Chemical pneumonia

          


          
            	Chemical pneumonia (usually called chemical pneumonitis) is caused by chemical toxins such as pesticides, which may enter the body by inhalation or by skin contact. When the toxic substance is an oil, the pneumonia may be called lipoid pneumonia.

          


          
            	Aspiration pneumonia

          


          
            	Aspiration pneumonia (or aspiration pneumonitis) is caused by aspirating foreign objects which are usually oral or gastric contents, either while eating, or after reflux or vomiting which results in bronchopneumonia. The resulting lung inflammation is not an infection but can contribute to one, since the material aspirated may contain anaerobic bacteria or other unusual causes of pneumonia. Aspiration is a leading cause of death among hospital and nursing home patients, since they often cannot adequately protect their airways and may have otherwise impaired defenses.

          


          
            	Dust pneumonia

          


          
            	Dust pneumonia describes disorders caused by excessive exposure to dust storms, particularly during the Dust Bowl in the United States. With dust pneumonia, dust settles all the way into the alveoli of the lungs, stopping the cilia from moving and preventing the lungs from ever clearing themselves.

          


          


          Treatment


          Most cases of pneumonia can be treated without hospitalization. Typically, oral antibiotics, rest, fluids, and home care are sufficient for complete resolution. However, people with pneumonia who are having trouble breathing, people with other medical problems, and the elderly may need more advanced treatment. If the symptoms get worse, the pneumonia does not improve with home treatment, or complications occur, the person will often have to be hospitalized.


          Antibiotics are used to treat bacterial pneumonia. In contrast, antibiotics are not useful for viral pneumonia, although they sometimes are used to treat or prevent bacterial infections that can occur in lungs damaged by a viral pneumonia. The antibiotic choice depends on the nature of the pneumonia, the most common microorganisms causing pneumonia in the local geographic area, and the immune status and underlying health of the individual. Treatment for pneumonia should ideally be based on the causative microorganism and its known antibiotic sensitivity. However, a specific cause for pneumonia is identified in only 50% of people, even after extensive evaluation. Because treatment should generally not be delayed in any person with a serious pneumonia, empiric treatment is usually started well before laboratory reports are available. In the United Kingdom, amoxicillin and clarithromycin or erythromycin are the antibiotics selected for most patients with community-acquired pneumonia; patients allergic to penicillins are given erythromycin instead of amoxicillin. In North America, where the "atypical" forms of community-acquired pneumonia are becoming more common, azithromycin, clarithromycin, and the fluoroquinolones have displaced amoxicillin as first-line treatment. The duration of treatment has traditionally been seven to ten days, but there is increasing evidence that shorter courses (as short as three days) are sufficient.


          Antibiotics for hospital-acquired pneumonia include vancomycin, third- and fourth-generation cephalosporins, carbapenems, fluoroquinolones, and aminoglycosides. These antibiotics are usually given intravenously. Multiple antibiotics may be administered in combination in an attempt to treat all of the possible causative microorganisms. Antibiotic choices vary from hospital to hospital because of regional differences in the most likely microorganisms, and because of differences in the microorganisms' abilities to resist various antibiotic treatments.


          People who have difficulty breathing due to pneumonia may require extra oxygen. Extremely sick individuals may require intensive care treatment, often including intubation and artificial ventilation.


          Viral pneumonia caused by influenza A may be treated with rimantadine or amantadine, while viral pneumonia caused by influenza A or B may be treated with oseltamivir or zanamivir. These treatments are beneficial only if they are started within 48 hours of the onset of symptoms. Many strains of H5N1 influenza A, also known as avian influenza or "bird flu," have shown resistance to rimantadine and amantadine. There are no known effective treatments for viral pneumonias caused by the SARS coronavirus, adenovirus, hantavirus, or parainfluenza virus.


          


          Complications


          Sometimes pneumonia can lead to additional complications. Complications are more frequently associated with bacterial pneumonia than with viral pneumonia. The most important complications include:


          


          Respiratory and circulatory failure


          Because pneumonia affects the lungs, often people with pneumonia have difficulty breathing, and it may not be possible for them to breathe well enough to stay alive without support. Non-invasive breathing assistance may be helpful, such as with a bi-level positive airway pressure machine. In other cases, placement of an endotracheal tube (breathing tube) may be necessary, and a ventilator may be used to help the person breathe.


          Pneumonia can also cause respiratory failure by triggering acute respiratory distress syndrome (ARDS), which results from a combination of infection and inflammatory response. The lungs quickly fill with fluid and become very stiff. This stiffness, combined with severe difficulties extracting oxygen due to the alveolar fluid, create a need for mechanical ventilation.
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          Sepsis and septic shock are potential complications of pneumonia. Sepsis occurs when microorganisms enter the bloodstream and the immune system responds by secreting cytokines. Sepsis most often occurs with bacterial pneumonia; Streptococcus pneumoniae is the most common cause. Individuals with sepsis or septic shock need hospitalization in an intensive care unit. They often require intravenous fluids and medications to help keep their blood pressure from dropping too low. Sepsis can cause liver, kidney, and heart damage, among other problems, and it often causes death.


          


          Pleural effusion, empyema, and abscess


          Occasionally, microorganisms infecting the lung will cause fluid (a pleural effusion) to build up in the space that surrounds the lung (the pleural cavity). If the microorganisms themselves are present in the pleural cavity, the fluid collection is called an empyema. When pleural fluid is present in a person with pneumonia, the fluid can often be collected with a needle ( thoracentesis) and examined. Depending on the results of this examination, complete drainage of the fluid may be necessary, often requiring a chest tube. In severe cases of empyema, surgery may be needed. If the fluid is not drained, the infection may persist, because antibiotics do not penetrate well into the pleural cavity.


          Rarely, bacteria in the lung will form a pocket of infected fluid called an abscess. Lung abscesses can usually be seen with a chest x-ray or chest CT scan. Abscesses typically occur in aspiration pneumonia and often contain several types of bacteria. Antibiotics are usually adequate to treat a lung abscess, but sometimes the abscess must be drained by a surgeon or radiologist.


          


          Prognosis and mortality


          With treatment, most types of bacterial pneumonia can be cleared within two to four weeks. Viral pneumonia may last longer, and mycoplasmal pneumonia may take four to six weeks to resolve completely. In cases where the pneumonia progresses to blood poisoning ( bacteremia), just over 20% of sufferers will die.


          The death rate (or mortality) also depends on the underlying cause of the pneumonia. Pneumonia caused by Mycoplasma, for instance, is associated with little mortality. However, about half of the people who develop methicillin-resistant Staphylococcus aureus ( MRSA) pneumonia while on a ventilator will die. In regions of the world without advanced health care systems, pneumonia is even deadlier. Limited access to clinics and hospitals, limited access to x-rays, limited antibiotic choices, and inability to treat underlying conditions inevitably leads to higher rates of death from pneumonia.


          


          Clinical prediction rules


          Clinical prediction rules have been developed to more objectively prognosticate outcomes in pneumonia. These rules can be helpful in deciding whether or not to hospitalize the person.


          
            	Pneumonia severity index (or PORT Score) - online calculator


            	CURB-65 score, which takes into account the severity of symptoms, any underlying diseases, and age - online calculator

          


          


          Prevention


          There are several ways to prevent infectious pneumonia. Appropriately treating underlying illnesses (such as AIDS) can decrease a person's risk of pneumonia. Smoking cessation is important not only because it helps to limit lung damage, but also because cigarette smoke interferes with many of the body's natural defenses against pneumonia.


          Research shows that there are several ways to prevent pneumonia in newborn infants. Testing pregnant women for Group B Streptococcus and Chlamydia trachomatis, and then giving antibiotic treatment if needed, reduces pneumonia in infants. Suctioning the mouth and throat of infants with meconium-stained amniotic fluid decreases the rate of aspiration pneumonia.


          Vaccination is important for preventing pneumonia in both children and adults. Vaccinations against Haemophilus influenzae and Streptococcus pneumoniae in the first year of life have greatly reduced their role in pneumonia in children. Vaccinating children against Streptococcus pneumoniae has also led to a decreased incidence of these infections in adults because many adults acquire infections from children. A vaccine against Streptococcus pneumoniae is also available for adults. In the U.S., it is currently recommended for all healthy individuals older than 65 and any adults with emphysema, congestive heart failure, diabetes mellitus, cirrhosis of the liver, alcoholism, cerebrospinal fluid leaks, or those who do not have a spleen. A repeat vaccination may also be required after five or ten years.


          Influenza vaccines should be given yearly to the same individuals who receive vaccination against Streptococcus pneumoniae. In addition, health care workers, nursing home residents, and pregnant women should receive the vaccine. When an influenza outbreak is occurring, medications such as amantadine, rimantadine, zanamivir, and oseltamivir can help prevent influenza.


          


          Epidemiology


          Pneumonia is a common illness in all parts of the world. It is a major cause of death among all age groups. In children, the majority of deaths occur in the newborn period, with over two million deaths a year worldwide. The World Health Organization estimates that one in three newborn infant deaths are due to pneumonia and WHO also estimates that up to 1 million of these (vaccine preventable) deaths are caused by the bacteria Streptococcus pneumoniae, and 90% of these deaths take place in developing countries. Mortality from pneumonia generally decreases with age until late adulthood. Elderly individuals, however, are at particular risk for pneumonia and associated mortality.


          In the United Kingdom, the annual incidence of pneumonia is approximately 6 cases for every 1000 people for the 1839 age group. For those over 75 years of age, this rises to 75 cases for every 1000 people. Roughly 2040% of individuals who contract pneumonia require hospital admission of which between 510% are admitted to a critical care unit. Similarly, the mortality rate in the UK is around 510%.


          More cases of pneumonia occur during the winter months than during other times of the year. Pneumonia occurs more commonly in males than females, and more often in Blacks than Caucasians. Individuals with underlying illnesses such as Alzheimer's disease, cystic fibrosis, emphysema, tobacco smoking, alcoholism, or immune system problems are at increased risk for pneumonia. These individuals are also more likely to have repeated episodes of pneumonia. People who are hospitalized for any reason are also at high risk for pneumonia.


          


          History
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          The symptoms of pneumonia were described by Hippocrates (c. 460 BC370 BC):


          
            Peripneumonia, and pleuritic affections, are to be thus observed: If the fever be acute, and if there be pains on either side, or in both, and if expiration be if cough be present, and the sputa expectorated be of a blond or livid colour, or likewise thin, frothy, and florid, or having any other character different from the common... When pneumonia is at its height, the case is beyond remedy if he is not purged, and it is bad if he has dyspnoea, and urine that is thin and acrid, and if sweats come out about the neck and head, for such sweats are bad, as proceeding from the suffocation, rales, and the violence of the disease which is obtaining the upper hand.

          


          However, Hippocrates referred to pneumonia as a disease "named by the ancients." He also reported the results of surgical drainage of empyemas. Maimonides (11381204 AD) observed "The basic symptoms which occur in pneumonia and which are never lacking are as follows: acute fever, sticking [pleuritic] pain in the side, short rapid breaths, serrated pulse and cough." This clinical description is quite similar to those found in modern textbooks, and it reflected the extent of medical knowledge through the Middle Ages into the 19th century.


          Bacteria were first seen in the airways of individuals who died from pneumonia by Edwin Klebs in 1875. Initial work identifying the two common bacterial causes Streptococcus pneumoniae and Klebsiella pneumoniae was performed by Carl Friedlnder and Albert Frnkel in 1882 and 1884, respectively. Friedlnder's initial work introduced the Gram stain, a fundamental laboratory test still used to identify and categorize bacteria. Christian Gram's paper describing the procedure in 1884 helped differentiate the two different bacteria and showed that pneumonia could be caused by more than one microorganism.


          Sir William Osler, known as "the father of modern medicine," appreciated the morbidity and mortality of pneumonia, describing it as the "captain of the men of death" in 1918. However, several key developments in the 1900s improved the outcome for those with pneumonia. With the advent of penicillin and other antibiotics, modern surgical techniques, and intensive care in the twentieth century, mortality from pneumonia dropped precipitously in the developed world. Vaccination of infants against Haemophilus influenzae type b began in 1988 and led to a dramatic decline in cases shortly thereafter. Vaccination against Streptococcus pneumoniae in adults began in 1977 and in children began in 2000, resulting in a similar decline.
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          A podcast is a collection of digital media files which is distributed over the Internet, often using syndication feeds, for playback on portable media players and personal computers. The term podcast, like "broadcast", can refer either to the series of content itself or to the method by which it is syndicated; the latter is also termed podcasting. The host or author of a podcast is often called a podcaster.


          The term is a portmanteau of the words " iPod" and "broadcast", the Apple iPod being the brand of portable media player for which the first podcasting scripts were developed (see history of podcasting). These scripts allowed podcasts to be automatically transferred to a mobile device after they are downloaded.


          Though podcasters' web sites may also offer direct download or streaming of their content, a podcast is distinguished from other digital media formats by its ability to be syndicated, subscribed to, and downloaded automatically when new content is added, using an aggregator or feed reader capable of reading feed formats such as RSS or Atom.


          


          Receiving and using podcasts


          Making full use of podcasts' syndication features requires appropriate software, often referred to as a podcatching client. The feeds are usually distributed using RSS or Atom protocols to the podcatching client. The dominant podcatching client is Apple's iTunes player. However, there are alternatives, including Microsoft's Zune Marketplace, Juice (multiplatform), Doppler (Windows), Podget (Linux) and Podracer (Linux). Some established audio players, such as AmaroK, Winamp and Mediamonkey also offer (sometimes limited) podcatching functionality.


          Many podcasts also allow users to direct download, by giving a link to the audio file in an RSS feed or web page.


          Podcast listeners can listen in one of three ways: through a specialized hardware device called an MP3 player, on a computer using media player software, or with VoIP technology by calling to a virtual phone number. By dialing a phone number, you can hear a menu of available podcasts and features. Find more about it in the external links section.


          


          Other uses


          Podcasting's initial appeal was to allow individuals to distribute their own radio-style shows, but the system quickly became used in a wide variety of other ways, including distribution of school lessons, official and unofficial audio tours of museums, conference meeting alerts and updates, and by police departments to distribute public safety messages.


          Podcasting is becoming increasingly popular in education. Podcasts enable students and teachers to share information with anyone at any time. An absent student can download the podcast of the recorded lesson. It can be a tool for teachers or administrators to communicate curriculum, assignments and other information with parents and the community. Teachers can record book discussions, vocabulary or foreign language lessons, international pen pal letters, music performance, interviews, and debates. Podcasting can be a publishing tool for student oral presentations. Video podcasts can be used in all these ways as well.


          


          Trademarks


          On February 5, 2005, Shae Spencer Management LLC of Fairport, New York filed a trademark application to register PODCAST for an 'online prerecorded radio program over the internet'. On September 9, 2005, the United States Patent and Trademark Office rejected the application. The rejection notice cited Wikipedia's podcast entry as describing the history of the term.


          As of September 19, 2005, known trademarks that capitalize on podcast include: Podcast Realty, GuidePod, PodGizmo, Pod-Casting, MyPod, Podvertiser, ePodcast, PodCabin, Podcaster, PodShop, PodKitchen, Podgram, GodPod and Podcast.


          As of February 2007, there have been 24 attempts to register trademarks containing the word "PODCAST" in United States, but only "PODCAST READY" from Podcast Ready, Inc. was approved.


          On September 26, 2006, it was reported that Apple Computer started to crack down on businesses using the acronym 'pod' - standing for "Portable on Demand" in product and company names. Apple sent a cease-and-desist order that week to Podcast Ready, which markets an application known as myPodder. Lawyers for Apple contended allegedly that the term "pod" has been used by the public to refer to Apple's music player so extensively that it falls under Apple's trademark cover. It was speculated that such activity was part of a bigger campaign for Apple to expand the scope of its existing iPod trademark, which included trademarking "IPODCAST," "IPOD Socks," and "POD." On November 16, 2006, Apple Trademark Department returned a letter claiming Apple does not object to third party usage of "podcast" to refer to podcasting services and that Apple does not license the term.
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          Poetry (from the Greek "ί", poiesis, a "making" or "creating") is a form of literary art in which language is used for its aesthetic and evocative qualities in addition to, or in lieu of, its ostensible meaning. Poetry may be written independently, as discrete poems, or may occur in conjunction with other arts, as in poetic drama, hymns or lyrics.


          Poetry, and discussions of it, have a long history. Early attempts to define poetry, such as Aristotle's Poetics, focused on the uses of speech in rhetoric, drama, song and comedy. Later attempts concentrated on features such as repetition and rhyme, and emphasised the aesthetics which distinguish poetry from prose. From the mid-20th century, poetry has sometimes been more loosely defined as a fundamental creative act using language.


          Poetry often uses particular forms and conventions to expand the literal meaning of the words, or to evoke emotional or sensual responses. Devices such as assonance, alliteration, onomatopoeia and rhythm are sometimes used to achieve musical or incantatory effects. Poetry's use of ambiguity, symbolism, irony and other stylistic elements of poetic diction often leaves a poem open to multiple interpretations. Similarly, metaphor and simile create a resonance between otherwise disparate imagesa layering of meanings, forming connections previously not perceived. Kindred forms of resonance may exist, between individual verses, in their patterns of rhyme or rhythm.


          Some forms of poetry are specific to particular cultures and genres, responding to the characteristics of the language in which the poet writes. While readers accustomed to identifying poetry with Dante, Goethe, Mickiewicz and Rumi may think of it as being written in rhyming lines and regular meter, there are traditions, such as those of Du Fu and Beowulf, that use other approaches to achieve rhythm and euphony. In today's globalized world, poets often borrow styles, techniques and forms from diverse cultures and languages.


          


          History
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          Poetry as an art form may predate literacy. Many ancient works, from the Vedas (17001200 BC) to the Odyssey ( 800 675 BC), appear to have been composed in poetic form to aid memorization and oral transmission, in prehistoric and ancient societies. Poetry appears among the earliest records of most literate cultures, with poetic fragments found on early monoliths, runestones and stelae.


          The oldest surviving poem is the Epic of Gilgamesh, from the 3rd millennium BC in Sumer (in Mesopotamia, now Iraq), which was written in cuneiform script on clay tablets and, later, papyrus. Other ancient epic poetry includes the Greek epics, Iliad and Odyssey, and the Indian epics, Ramayana and Mahabharata.


          The efforts of ancient thinkers to determine what makes poetry distinctive as a form, and what distinguishes good poetry from bad, resulted in " poetics"  the study of the aesthetics of poetry. Some ancient societies, such as the Chinese through the Shi Jing, one of the Five Classics of Confucianism, developed canons of poetic works that had ritual as well as aesthetic importance. More recently, thinkers have struggled to find a definition that could encompass formal differences as great as those between Chaucer's Canterbury Tales and Matsuo Bashō's Oku no Hosomichi, as well as differences in context spanning Tanakh religious poetry, love poetry, and rap.
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          Context can be critical to poetics and to the development of poetic genres and forms. Poetry that records historic events in epics, such as Gilgamesh or Ferdowsi's Shahnameh, will necessarily be lengthy and narrative, while poetry used for liturgical purposes ( hymns, psalms, suras and hadiths) is likely to have an inspirational tone, whereas elegy and tragedy are meant to evoke deep emotional responses. Other contexts include Gregorian chants, formal or diplomatic speech, political rhetoric and invective, light-hearted nursery and nonsense rhymes, and even medical texts.


          The Polish historian of aesthetics, Władysław Tatarkiewicz, in a paper on "The Concept of Poetry," traces the evolution of what is in fact two concepts of poetry. Tatarkiewicz points out that the term is applied to two distinct things that, as the poet Paul Valry observes, "at a certain point find union. Poetry [...] is an art based on language. But poetry also has a more general meaning [...] that is difficult to define because it is less determinate: poetry expresses a certain state of mind." ."


          


          Western traditions
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          Classical thinkers employed classification as a way to define and assess the quality of poetry. Notably, the existing fragments of Aristotle's Poetics describe three genres of poetry  the epic, the comic, and the tragic  and develop rules to distinguish the highest-quality poetry in each genre, based on the underlying purposes of the genre. Later aestheticians identified three major genres: epic poetry, lyric poetry and dramatic poetry, treating comedy and tragedy as subgenres of dramatic poetry.


          Aristotle's work was influential throughout the Middle East during the Islamic Golden Age, as well as in Europe during the Renaissance. Later poets and aestheticians often distinguished poetry from, and defined it in opposition to, prose, which was generally understood as writing with a proclivity to logical explication and a linear narrative structure.
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          This does not imply that poetry is illogical or lacks narration, but rather that poetry is an attempt to render the beautiful or sublime without the burden of engaging the logical or narrative thought process. English Romantic poet John Keats termed this escape from logic, " Negative Capability." This "romantic" approach views form as a key element of successful poetry because form is abstract and distinct from the underlying notional logic. This approach remained influential into the twentieth century.


          During this period, there was also substantially more interaction among the various poetic traditions, in part due to the spread of European colonialism and the attendant rise in global trade. In addition to a boom in translation, during the Romantic period numerous ancient works were rediscovered.


          


          Twentieth-century disputes
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          Some 20th century literary theorists, relying less on the opposition of prose and poetry, focused on the poet as simply one who creates using language, and poetry as what the poet creates. The underlying concept of the poet as creator is not uncommon, and some modernist poets essentially do not distinguish between the creation of a poem with words, and creative acts in other media such as carpentry. Yet other modernists challenge the very attempt to define poetry as misguided, as when Archibald MacLeish concludes his paradoxical poem, " Ars Poetica," with the lines: "A poem should not mean / but be."


          Disputes over the definition of poetry, and over poetry's distinction from other genres of literature, have been inextricably intertwined with the debate over the role of poetic form. The rejection of traditional forms and structures for poetry that began in the first half of the twentieth century coincided with a questioning of the purpose and meaning of traditional definitions of poetry and of distinctions between poetry and prose, particularly given examples of poetic prose and prosaic "poetry". Numerous modernist poets have written in non-traditional forms or in what traditionally would have been considered prose, although their writing was generally infused with poetic diction and often with rhythm and tone established by non-metrical means. While there was a substantial formalist reaction within the modernist schools to the breakdown of structure, this reaction focused as much on the development of new formal structures and syntheses as on the revival of older forms and structures.


          More recently, postmodernism has fully embraced MacLeish's concept and come to regard the boundaries between prose and poetry, and also among genres of poetry, as having meaning only as cultural artifacts. Postmodernism goes beyond modernism's emphasis on the creative role of the poet, to emphasize the role of the reader of a text, and to highlight the complex cultural web within which a poem is read. Today, throughout the world, poetry often incorporates poetic form and diction from other cultures and from the past, further confounding attempts at definition and classification that were once sensible within a tradition such as the Western canon.


          


          Basic elements


          


          Prosody


          Prosody is the study of the meter, rhythm, and intonation of a poem. Rhythm and meter, although closely related, should be distinguished. Meter is the definitive pattern established for a verse (such as iambic pentameter), while rhythm is the actual sound that results from a line of poetry. Thus, the meter of a line may be described as being "iambic", but a full description of the rhythm would require noting where the language causes one to pause or accelerate and how the meter interacts with other elements of the language. Prosody also may be used more specifically to refer to the scanning of poetic lines to show meter.


          


          Rhythm


          The methods for creating poetic rhythm vary across languages and between poetic traditions. Languages are often described as having timing set primarily by accents, syllables, or moras, depending on how rhythm is established, though a language can be influenced by multiple approaches. Japanese is a mora-timed language. Syllable-timed languages include Latin, Catalan, French and Spanish. English, Russian and, generally, German are stress-timed languages. Varying intonation also affects how rhythm is perceived. Languages also can rely on either pitch, such as in Vedic or ancient Greek, or tone. Tonal languages include Chinese, Vietnamese, Lithuanian, and most subsaharan languages.


          Metrical rhythm generally involves precise arrangements of stresses or syllables into repeated patterns called feet within a line. In Modern English verse the pattern of stresses primarily differentiate feet, so rhythm based on meter in Modern English is most often founded on the pattern of stressed and unstressed syllables (alone or elided). In the classical languages, on the other hand, while the metrical units are similar, vowel length rather than stresses define the meter. Old English poetry used a metrical pattern involving varied numbers of syllables but a fixed number of strong stresses in each line.
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          The chief device of ancient Hebrew Biblical poetry, including many of the psalms, was parallelism, a rhetorical structure in which successive lines reflected each other in grammatical structure, sound structure, notional content, or all three. Parallelism lent itself to antiphonal or call-and-response performance, which could also be reinforced by intonation. Thus, Biblical poetry relies much less on metrical feet to create rhythm, but instead creates rhythm based on much larger sound units of lines, phrases and sentences. Some classical poetry forms, such as Venpa of the Tamil language, had rigid grammars (to the point that they could be expressed as a context-free grammar) which ensured a rhythm. In Chinese poetry, tones as well as stresses create rhythm. Classical Chinese poetics identifies four tones: the level tone, rising tone, falling tone, and entering tone. Note that other classifications may have as many as eight tones for Chinese and six for Vietnamese.


          The formal patterns of meter used developed in Modern English verse to create rhythm no longer dominate contemporary English poetry. In the case of free verse, rhythm is often organized based on looser units of cadence than a regular meter. Robinson Jeffers, Marianne Moore, and William Carlos Williams are three notable poets who reject the idea that regular accentual meter is critical to English poetry. Jeffers experimented with sprung rhythm as an alternative to accentual rhythm.


          


          Meter
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          In the Western poetic tradition, meters are customarily grouped according to a characteristic metrical foot and the number of feet per line. Thus, " iambic pentameter" is a meter comprising five feet per line, in which the predominant kind of foot is the " iamb." This metric system originated in ancient Greek poetry, and was used by poets such as Pindar and Sappho, and by the great tragedians of Athens. Similarly, " dactylic hexameter," comprises six feet per line, of which the dominant kind of foot is the " dactyl." Dactylic hexameter was the traditional meter of Greek epic poetry, the earliest extant examples of which are the works of Homer and Hesiod.


          Meter is often scanned based on the arrangement of " poetic feet" into lines. In English, each foot usually includes one syllable with a stress and one or two without a stress. In other languages, it may be a combination of the number of syllables and the length of the vowel that determines how the foot is parsed, where one syllable with a long vowel may be treated as the equivalent of two syllables with short vowels. For example, in ancient Greek poetry, meter is based solely on syllable duration rather than stress. In some languages, such as English, stressed syllables are typically pronounced with greater volume, greater length, and higher pitch, and are the basis for poetic meter. In ancient Greek, these attributes were independent of each other; long vowels and syllables including a vowel plus more than one consonant actually had longer duration, approximately double that of a short vowel, while pitch and stress (dictated by the accent) were not associated with duration and played no role in the meter. Thus, a dactylic hexameter line could be envisioned as a musical phrase with six measures, each of which contained either a half note followed by two quarter notes (i.e. a long syllable followed by two short syllables), or two half notes (i.e. two long syllables); thus, the substitution of two short syllables for one long syllable resulted in a measure of the same length. Such substitution in a stress language, such as English, would not result in the same rhythmic regularity. In Anglo-Saxon meter, the unit on which lines are built is a half-line containing two stresses rather than a foot. Scanning meter can often show the basic or fundamental pattern underlying a verse, but does not show the varying degrees of stress, as well as the differing pitches and lengths of syllables.


          As an example of how a line of meter is defined, in English-language iambic pentameter, each line has five metrical feet, and each foot is an iamb, or an unstressed syllable followed by a stressed syllable. When a particular line is scanned, there may be variations upon the basic pattern of the meter; for example, the first foot of English iambic pentameters is quite often inverted, meaning that the stress falls on the first syllable. The generally accepted names for some of the most commonly used kinds of feet include:
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            	spondee  two stressed syllables together


            	iamb  unstressed syllable followed by a stressed syllable


            	trochee  one stressed syllable followed by an unstressed syllable


            	dactyl  one stressed syllable followed by two unstressed syllables


            	anapest  two unstressed syllables followed by one stressed syllable


            	pyrrhic - two unstressed syllables together (rare, usually used to end dactylic hexameter)

          


          The number of metrical feet in a line are described in Greek terminology as follows:


          
            	dimeter  two feet


            	trimeter  three feet


            	tetrameter  four feet


            	pentameter  five feet


            	hexameter  six feet


            	heptameter  seven feet


            	octameter  eight feet

          


          There are a wide range of names for other types of feet, right up to a choriamb of four syllable metric foot with a stressed syllable followed by two unstressed syllables and closing with a stressed syllable. The choriamb is derived from some ancient Greek and Latin poetry. Languages which utilize vowel length or intonation rather than or in addition to syllabic accents in determining meter, such as Ottoman Turkish or Vedic, often have concepts similar to the iamb and dactyl to describe common combinations of long and short sounds.


          Each of these types of feet has a certain "feel," whether alone or in combination with other feet. The iamb, for example, is the most natural form of rhythm in the English language, and generally produces a subtle but stable verse. The dactyl, on the other hand, almost gallops along. And, as readers of The Night Before Christmas or Dr. Seuss realize, the anapest is perfect for a light-hearted, comic feel.


          There is debate over how useful a multiplicity of different "feet" is in describing meter. For example, Robert Pinsky has argued that while dactyls are important in classical verse, English dactylic verse uses dactyls very irregularly and can be better described based on patterns of iambs and anapests, feet which he considers natural to the language. Actual rhythm is significantly more complex than the basic scanned meter described above, and many scholars have sought to develop systems that would scan such complexity. Vladimir Nabokov noted that overlaid on top of the regular pattern of stressed and unstressed syllables in a line of verse was a separate pattern of accents resulting from the natural pitch of the spoken words, and suggested that the term "scud" be used to distinguish an unaccented stress from an accented stress.


          


          Metrical patterns


          Different traditions and genres of poetry tend to use different meters, ranging from the Shakespearian iambic pentameter and the Homerian dactylic hexameter to the Anapestic tetrameter used in many nursery rhymes. However, a number of variations to the established meter are common, both to provide emphasis or attention to a given foot or line and to avoid boring repetition. For example, the stress in a foot may be inverted, a caesura (or pause) may be added (sometimes in place of a foot or stress), or the final foot in a line may be given a feminine ending to soften it or be replaced by a spondee to emphasize it and create a hard stop. Some patterns (such as iambic pentameter) tend to be fairly regular, while other patterns, such as dactylic hexameter, tend to be highly irregular. Regularity can vary between language. In addition, different patterns often develop distinctively in different languages, so that, for example, iambic tetrameter in Russian will generally reflect a regularity in the use of accents to reinforce the meter, which does not occur or occurs to a much lesser extent in English.
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          Some common metrical patterns, with notable examples of poets and poems who use them, include:


          
            	Iambic pentameter (John Milton, Paradise Lost)


            	Dactylic hexameter (Homer, Iliad; Ovid, The Metamorphoses)


            	Iambic tetrameter ( Andrew Marvell, " To His Coy Mistress"; Aleksandr Pushkin, Eugene Onegin)


            	Trochaic octameter (Edgar Allan Poe, " The Raven")


            	Anapestic tetrameter ( Lewis Carroll, " The Hunting of the Snark"; Lord Byron, Don Juan)


            	Alexandrine, also known as iambic hexameter ( Jean Racine, Phdre)

          


          


          Rhyme, alliteration, assonance
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          Rhyme, alliteration, assonance and consonance are ways of creating repetitive patterns of sound. They may be used as an independent structural element in a poem, to reinforce rhythmic patterns, or as an ornamental element.


          Rhyme consists of identical ("hard-rhyme") or similar ("soft-rhyme") sounds placed at the ends of lines or at predictable locations within lines (" internal rhyme"). Languages vary in the richness of their rhyming structures; Italian, for example, has a rich rhyming structure permitting maintenance of a limited set of rhymes throughout a lengthy poem. The richness results from word endings that follow regular forms. English, with its irregular word endings adopted from other languages, is less rich in rhyme. The degree of richness of a language's rhyming structures plays a substantial role in determining what poetic forms are commonly used in that language.


          Alliteration and assonance played a key role in structuring early Germanic, Norse and Old English forms of poetry. The alliterative patterns of early Germanic poetry interweave meter and alliteration as a key part of their structure, so that the metrical pattern determines when the listener expects instances of alliteration to occur. This can be compared to an ornamental use of alliteration in most Modern European poetry, where alliterative patterns are not formal or carried through full stanzas. Alliteration is particularly useful in languages with less rich rhyming structures. Assonance, where the use of similar vowel sounds within a word rather than similar sounds at the beginning or end of a word, was widely used in skaldic poetry, but goes back to the Homeric epic. Because verbs carry much of the pitch in the English language, assonance can loosely evoke the tonal elements of Chinese poetry and so is useful in translating Chinese poetry. Consonance occurs where a consonant sound is repeated throughout a sentence without putting the sound only at the front of a word. Consonance provokes a more subtle effect than alliteration and so is less useful as a structural element.


          


          Rhyming schemes


          In many languages, including modern European languages and Arabic, poets use rhyme in set patterns as a structural element for specific poet forms, such as ballads, sonnets and rhyming couplets. However, the use of structural rhyme is not universal even within the European tradition. Much modern poetry avoids traditional rhyme schemes. Classical Greek and Latin poetry did not use rhyme. Rhyme entered European poetry in the High Middle Ages, in part under the influence of the Arabic language in Al Andalus (modern Spain). Arabic language poets used rhyme extensively from the first development of literary Arabic in the sixth century, as in their long, rhyming qasidas. Some rhyming schemes have become associated with a specific language, culture or period, while other rhyming schemes have achieved use across languages, cultures or time periods. Some forms of poetry carry a consistent and well-defined rhyming scheme, such as the chant royal or the rubaiyat, while other poetic forms have variable rhyme schemes.
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          Most rhyme schemes are described using letters that correspond to sets of rhymes, so if the first, second and fourth lines of a quatrain rhyme with each other and the third line does not rhyme, the quatrain is said to have an "a-a-b-a" rhyme scheme. This rhyme scheme is the one used, for example, in the rubaiyat form. Similarly, an "a-b-b-a" quatrain (what is known as " enclosed rhyme") is used in such forms as the Petrarchan sonnet. Some types of more complicated rhyming schemes have developed names of their own, separate from the "a-b-c" convention, such as the ottava rima and terza rima. The types and use of differing rhyming schemes is discussed further in the main article.


          
            	Ottava rima


            	The ottava rima is a poem with a stanza of eight lines with an alternating a-b rhyming scheme for the first six lines followed by a closing couplet first used by Boccaccio. This rhyming scheme was developed for heroic epics but has also been used for mock-heroic poetry.

          


          
            	Dante and terza rima

          


          Dante's Divine Comedy is written in terza rima, where each stanza has three lines, with the first and third rhyming, and the second line rhyming with the first and third lines of the next stanza (thus, a-b-a / b-c-b / c-d-c, et cetera.) in a chain rhyme. The terza rima provides a flowing, progressive sense to the poem, and used skillfully it can evoke a sense of motion, both forward and backward. Terza rima is appropriately used in lengthy poems in languages with rich rhyming schemes (such as Italian, with its many common word endings).


          


          Poetic form


          Poetic form is more flexible in modernist and post-modernist poetry, and continues to be less structured than in previous literary eras. Many modern poets eschew recognisable structures or forms, and write in 'free verse'. But poetry remains distinguished from prose by its form and some regard for basic formal structures of poetry will be found in even the best free verse, however much it may appear to have been ignored. Similarly, in the best poetry written in the classical style there will be departures from strict form for emphasis or effect. Among the major structural elements often used in poetry are the line, the stanza or verse paragraph, and larger combinations of stanzas or lines such as cantos. The broader visual presentation of words and calligraphy can also be utilized. These basic units of poetic form are often combined into larger structures, called poetic forms or poetic modes (see following section), such as in the sonnet or haiku.


          


          Lines and stanzas


          Poetry is often separated into lines on a page. These lines may be based on the number of metrical feet, or may emphasize a rhyming pattern at the ends of lines. Lines may serve other functions, particularly where the poem is not written in a formal metrical pattern. Lines can separate, compare or contrast thoughts expressed in different units, or can highlight a change in tone. See the article on line breaks for information about the division between lines.


          Lines of poems are often organized into stanzas, which are denominated by the number of lines included. Thus a collection of two lines is a couplet (or distich), three lines a triplet (or tercet), four lines a quatrain, five lines a quintain (or cinquain), six lines a sestet, and eight lines an octet. These lines may or may not relate to each other by rhyme or rhythm. For example, a couplet may be two lines with identical meters which rhyme or two lines held together by a common meter alone. Stanzas often have related couplets or triplets within them.
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          Other poems may be organized into verse paragraphs, in which regular rhymes with established rhythms are not used, but the poetic tone is instead established by a collection of rhythms, alliterations, and rhymes established in paragraph form. Many medieval poems were written in verse paragraphs, even where regular rhymes and rhythms were used.


          In many forms of poetry, stanzas are interlocking, so that the rhyming scheme or other structural elements of one stanza determine those of succeeding stanzas. Examples of such interlocking stanzas include, for example, the ghazal and the villanelle, where a refrain (or, in the case of the villanelle, refrains) is established in the first stanza which then repeats in subsequent stanzas. Related to the use of interlocking stanzas is their use to separate thematic parts of a poem. For example, the strophe, antistrophe and epode of the ode form are often separated into one or more stanzas. In such cases, or where structures are meant to be highly formal, a stanza will usually form a complete thought, consisting of full sentences and cohesive thoughts.


          In some cases, particularly lengthier formal poetry such as some forms of epic poetry, stanzas themselves are constructed according to strict rules and then combined. In skaldic poetry, the drttkvtt stanza had eight lines, each having three "lifts" produced with alliteration or assonance. In addition to two or three alliterations, the odd numbered lines had partial rhyme of consonants with dissimilar vowels, not necessarily at the beginning of the word; the even lines contained internal rhyme in set syllables (not necessarily at the end of the word). Each half-line had exactly six syllables, and each line ended in a trochee. The arrangement of drttkvtts followed far less rigid rules than the construction of the individual drttkvtts.


          


          Visual presentation
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          Even before the advent of printing, the visual appearance of poetry often added meaning or depth. Acrostic poems conveyed meanings in the initial letters of lines or in letters at other specific places in a poem. In Arabic, Hebrew and Chinese poetry, the visual presentation of finely calligraphed poems has played an important part in the overall effect of many poems.


          With the advent of printing, poets gained greater control over the mass-produced visual presentations of their work. Visual elements have become an important part of the poet's toolbox, and many poets have sought to use visual presentation for a wide range of purposes. Some Modernist poetry takes this to an extreme, with the placement of individual lines or groups of lines on the page forming an integral part of the poem's composition, whether to complement the poem's rhythm through visual caesuras of various lengths, or to create juxtapositions so as to accentuate meaning, ambiguity or irony, or simply to create an aesthetically pleasing form. In its most extreme form, this can lead to concrete poetry or asemic writing.


          


          Poetic diction
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          Poetic diction treats of the manner in which language is used, and refers not only to the sound but also to the underlying meaning and its interaction with sound and form. Many languages and poetic forms have very specific poetic dictions, to the point where distinct grammars and dialects are used specifically for poetry. Registers in poetry can range from strict employment of ordinary speech patterns, as favoured in much late 20th century prosody, through to highly ornate and aureate uses of language by such as the medieval and renaissance makars.


          Poetic diction can include rhetorical devices such as simile and metaphor, as well as tones of voice, such as irony. Aristotle wrote in the Poetics that "the greatest thing by far is to be a master of metaphor." Since the rise of Modernism, some poets have opted for a poetic diction that deemphasizes rhetorical devices, attempting instead the direct presentation of things and experiences and the exploration of tone. On the other hand, Surrealists have pushed rhetorical devices to their limits, making frequent use of catachresis.


          Allegorical stories are central to the poetic diction of many cultures, and were prominent in the west during classical times, the late Middle Ages and the Renaissance. Rather than being fully allegorical, however, a poem may contain symbols or allusions that deepen the meaning or effect of its words without constructing a full allegory.


          Another strong element of poetic diction can be the use of vivid imagery for effect. The juxtaposition of unexpected or impossible images is, for example, a particularly strong element in surrealist poetry and haiku. Vivid images are often, as well, endowed with symbolism.


          Many poetic dictions use repetitive phrases for effect, either a short phrase (such as Homer's "rosy-fingered dawn" or "the wine-dark sea") or a longer refrain. Such repetition can add a somber tone to a poem, as in many odes, or can be laced with irony as the context of the words changes. For example, in Antony's famous eulogy of Caesar in Shakespeare's Julius Caesar, Antony's repetition of the words, "For Brutus is an honorable man," moves from a sincere tone to one that exudes irony.


          


          Poetic forms


          Specific poetic forms have been developed by many cultures. In more developed, closed or "received" poetic forms, the rhyming scheme, meter and other elements of a poem are based on sets of rules, ranging from the relatively loose rules that govern the construction of an elegy to the highly formalized structure of the ghazal or villanelle. Described below are some common forms of poetry widely used across a number of languages. Additional forms of poetry may be found in the discussions of poetry of particular cultures or periods and in the glossary.


          


          Sonnets
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          Among the most common form of poetry through the ages is the sonnet, which, by the thirteenth century, was a poem of fourteen lines following a set rhyme scheme and logical structure. The conventions associated with the sonnet have changed during its history, and so there are several different sonnet forms. Traditionally, English poets use iambic pentameter when writing sonnets, with the Spenserian and Shakespearean sonnets being especially notable. In the Romance languages, the hendecasyllable and Alexandrines are the most widely used meters, although the Petrarchan sonnet has been used in Italy since the 14th century. Sonnets are particularly associated with love poetry, and often use a poetic diction heavily based on vivid imagery, but the twists and turns associated with the move from octave to sestet and to final couplet make them a useful and dynamic form for many subjects. Shakespeare's sonnets are among the most famous in English poetry, with 20 being included in the Oxford Book of English Verse.


          


          Jintishi
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          The jintishi (近體詩) is a Chinese poetic form based on a series of set tonal patterns using the four tones of the classical Chinese language in each couplet: the level, rising, falling and entering tones. The basic form of the jintishi has eight lines in four couplets, with parallelism between the lines in the second and third couplets. The couplets with parallel lines contain contrasting content but an identical grammatical relationship between words. Jintishi often have a rich poetic diction, full of allusion, and can have a wide range of subject, including history and politics. One of the masters of the form was Du Fu, who wrote during the Tang Dynasty (8th century). There are several variations on the basic form of the jintishi.


          


          Sestina


          The sestina has six stanzas, each comprising six unrhymed lines, in which the words at the end of the first stanzas lines reappear in a rolling pattern in the other stanzas. The poem then ends with a three-line stanza in which the words again appear, two on each line.


          


          Villanelle
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          The Villanelle is a nineteen-line poem made up of five triplets with a closing quatrain; the poem is characterized by having two refrains, initially used in the first and third lines of the first stanza, and then alternately used at the close of each subsequent stanza until the final quatrain, which is concluded by the two refrains. The remaining lines of the poem have an a-b alternating rhyme. The villanelle has been used regularly in the English language since the late nineteenth century by such poets as Dylan Thomas, W. H. Auden, and Elizabeth Bishop. It is a form that has gained increased use at a time when the use of received forms of poetry has generally been declining.


          


          Pantoum


          The pantoum is a rare form of poetry similar to a villanelle. It is composed of a series of quatrains; the second and fourth lines of each stanza are repeated as the first and third lines of the next.


          


          Tanka
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          Tanka is a form of unrhymed Japanese poetry, with five sections totalling 31 onji (phonological units identical to morae), structured in a 5-7-5 7-7 pattern. There is generally a shift in tone and subject matter between the upper 5-7-5 phrase and the lower 7-7 phrase. Tanka were written as early as the Nara period by such poets as Kakinomoto no Hitomaro, at a time when Japan was emerging from a period where much of its poetry followed Chinese form. Tanka was originally the shorter form of Japanese formal poetry, and was used more heavily to explore personal rather than public themes. It thus had a more informal poetic diction. By the 13th century, Tanka had become the dominant form of Japanese poetry, and it is still widely written today. The 31-mora rule is generally ignored by poets writing literary tanka in languages other than Japanese.


          


          Haiku


          Haiku is a popular form of unrhymed Japanese poetry, which evolved in the 17th century from the hokku, or opening verse of a renku. Generally written in a single vertical line, the haiku contains three sections totalling 17 onji (see above, at Tanka), structured in a 5-7-5 pattern. Traditionally, haiku contain (1) a kireji, or cutting word, usually placed at the end of one of the poem's three sections; and (2) a kigo, or season-word. The most famous exponent of the haiku was Matsuo Bashō (1644 - 1694). The 17-mora rule is generally ignored by poets writing literary haiku in languages other than Japanese.


          


          Ruba'i
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          Ruba'i is a four-line verse ( quatrain) practiced by Arabian and Persian poets. Famous for his rubaiyat (collection of quatrains) is the Persian poet Omar Khayyam. The most celebrated English renderings of the Rubaiyat of Omar Khayyam were produced by Edward Fitzgerald; an example is given below:



          
            	They say the Lion and the Lizard keep


            	The Courts where Jamshyd gloried and drank deep:


            	And Bahram, that great Hunterthe Wild Ass


            	Stamps o'er his Head, and he lies fast asleep.

          


          


          Sijo


          Sijo is a short musical lyric practiced by Korean poets. It is usually written as three lines, each averaging 14-16 syllables, for a total of 44-46 syllables. There is a pause in the middle of each line and so, in English, a sijo is sometimes printed in six lines rather than three. An example is given below:



          
            	You ask how many friends I have? Water and stone, bamboo and pine.


            	The moon rising over the eastern hill is a joyful comrade.


            	Besides these five companions, what other pleasure should I ask?

          


          


          Ode
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          Odes were first developed by poets writing in ancient Greek, such as Pindar, and Latin, such as Horace. Forms of odes appear in many of the cultures that were influenced by the Greeks and Latins. The ode generally has three parts: a strophe, an antistrophe, and an epode. The antistrophes of the ode possess similar metrical structures and, depending on the tradition, similar rhyme structures. In contrast, the epode is written with a different scheme and structure. Odes have a formal poetic diction, and generally deal with a serious subject. The strophe and antistrophe look at the subject from different, often conflicting, perspectives, with the epode moving to a higher level to either view or resolve the underlying issues. Odes are often intended to be recited or sung by two choruses (or individuals), with the first reciting the strophe, the second the antistrophe, and both together the epode. Over time, differing forms for odes have developed with considerable variations in form and structure, but generally showing the original influence of the Pindaric or Horatian ode. One non-Western form which resembles the ode is the qasida in Persian poetry.


          


          Ghazal
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          The ghazal (Persian/Urdu/Arabic: غزل) is a form of poetry common in Arabic, Persian, Urdu and Bengali poetry. In classic form, the ghazal has from five to fifteen rhyming couplets that share a refrain at the end of the second line (which need be of only a few syllables). Each line has an identical meter, and there is a set pattern of rhymes in the first couplet and among the refrains. Each couplet forms a complete thought and stands alone, and the overall ghazal often reflects on a theme of unattainable love or divinity. The last couplet generally includes the signature of the author.


          As with other forms with a long history in many languages, many variations have been developed, including forms with a quasi-musical poetic diction in Urdu. Ghazals have a classical affinity with Sufism, and a number of major Sufi religious works are written in ghazal form. The relatively steady meter and the use of the refrain produce an incantatory effect, which complements Sufi mystical themes well. Among the masters of the form is Rumi, a Persian poet who lived in Turkey.


          


          Other forms


          Other forms of poetry include acrostic poetry, in which letter patterns create multiple messages (such as where the first letters of lines, read downward, form a separate phrase or word), and concrete poetry, which uses word arrangement, typeface, colour or other visual effects to complement or dramatize the meaning of the words used; cinquains, which have five lines with two, four, six, eight, and two syllables, respectively, and free verse, which is based on the irregular rhythmic cadence or the recurrence, with variations, of phrases, images, and syntactical patterns rather than the conventional use of meter.


          


          Poetic genres


          In addition to specific forms of poems, poetry is often thought of in terms of different genres and subgenres. A poetic genre is generally a tradition or classification of poetry based on the subject matter, style, or other broader literary characteristics. Some commentators view genres as natural forms of literature. Others view the study of genres as the study of how different works relate and refer to other works.


          Epic poems are one commonly identified genre, often defined as lengthy poems concerning events of a heroic or important nature to the culture of the time. Lyric poetry, which tends to be shorter, melodic, and contemplative, is another 'commonly identified genre. Some commentators may organize bodies of poetry into further subgenres, and individual poems may be seen as a part of many different genres. In many cases, poetic genres show common features as a result of a common tradition, even across cultures. Greek lyric poetry influenced the genre's development from India to Europe.


          Described below are some common genres, but the classification of genres, the description of their characteristics, and even the reasons for undertaking a classification into genres can take many forms.


          


          Narrative poetry
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          Narrative poetry is a genre of poetry that tells a story. Broadly it subsumes epic poetry, but the term "narrative poetry" is often reserved for smaller works, generally with more direct appeal than the epic to human interest.


          Narrative poetry may be the oldest genre of poetry. Many scholars of Homer have concluded that his Iliad and Odyssey were composed from compilations of shorter narrative poems that related individual episodes and were more suitable for an evening's entertainment. Much narrative poetry  such as Scots and English ballads, and Baltic and Slavic heroic poems  is performance poetry with roots in a preliterate oral tradition. It has been speculated that some features that distinguish poetry from prose, such as meter, alliteration and kennings, once served as memory aids for bards who recited traditional tales.


          Notable narrative poets have included Ovid, Dante, Chaucer, William Langland, Lus de Cames, Shakespeare, Alexander Pope, Robert Burns, Adam Mickiewicz, Alexander Pushkin, Edgar Allan Poe and Alfred Tennyson.


          


          Epic poetry
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          Epic poetry is a genre of poetry, and a major form of narrative literature. It recounts, in a continuous narrative, the life and works of a heroic or mythological person or group of persons. Examples of epic poems are Homer's Iliad and Odyssey, Vergil's Aeneid, the Nibelungenlied, Lus de Cames' Os Lusadas, the Epic of Gilgamesh, the Mahabharata, Valmiki's Ramayana, Ferdowsi's Shahnama, and the Epic of King Gesar.


          While the composition of epic poetry, and of long poems generally, became less common in the west after the early 20th century, some notable epics have continued to be written. Derek Walcott won a Nobel prize to a great extent on the basis of his epic, Omeros.


          


          Dramatic poetry
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          Dramatic poetry is drama written in verse to be spoken or sung, and appears in varying, sometimes related forms in many cultures. Verse drama may have developed out of earlier oral epics, such as the Sanskrit and Greek epics.


          Greek tragedy in verse dates to the sixth century B.C., and may have been an influence on the development of Sanskrit drama, just as Indian drama in turn appears to have influenced the development of the bainwen verse dramas in China, forerunners of Chinese Opera. East Asian verse dramas also include Japanese Noh.


          


          Satirical poetry


          Poetry can be a powerful vehicle for satire. The punch of an insult delivered in verse can be many times more powerful and memorable than that of the same insult, spoken or written in prose. The Greeks and Romans had a strong tradition of satirical poetry, often written for political purposes. A notable example is the Roman Martial's epigrams, whose insults stung the entire spectrum of society.
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            [image: John Wilmot]

            
              John Wilmot
            

          


          The same is true of the English satirical tradition. Embroiled in the feverish politics of the time and stung by an attack on him by his former friend, Thomas Shadwell (a Whig), John Dryden (a Tory), the first Poet Laureate, produced in 1682 Mac Flecknoe, one of the greatest pieces of sustained invective in the English language, subtitled "A Satire on the True Blue Protestant Poet, T.S." In this, the late, notably mediocre poet, Richard Flecknoe, was imagined to be contemplating who should succeed him as ruler "of all the realms of Nonsense absolute" to "reign and wage immortal war on wit."


          Another master of 17th-century English satirical poetry was John Wilmot, 2nd Earl of Rochester. He was known for ruthless satires such as "A Satyr Against Mankind" (1675) and a "A Satyr on Charles II."


          Another exemplar of English satirical poetry was Alexander Pope, who famously chided critics in his Essay on Criticism (1709).


          Dryden and Pope were writers of epic poetry, and their satirical style was accordingly epic; but there is no prescribed form for satirical poetry.


          The greatest satirical poets outside England include Poland's Ignacy Krasicki and Portugal's Manuel Maria Barbosa du Bocage, commonly known as Bocage.


          


          Lyric poetry
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          Lyric poetry is a genre that, unlike epic poetry and dramatic poetry, does not attempt to tell a story but instead is of a more personal nature. Rather than depicting characters and actions, it portrays the poet's own feelings, states of mind, and perceptions. While the genre's name, derived from " lyre," implies that it is intended to be sung, much lyric poetry is meant purely for reading.


          Though lyric poetry has long celebrated love, many courtly-love poets also wrote lyric poems about war and peace, nature and nostalgia, grief and loss. Notable among these are the 15th century French lyric poets, Christine de Pizan and Charles, Duke of Orlans. Spiritual and religious themes were addressed by such medieval lyric poets as St. John of the Cross and Teresa of vila. The tradition of lyric poetry based on spiritual experience was continued by later poets such as John Donne, Gerard Manley Hopkins and T. S. Eliot.


          Although the most popular form for western lyric poetry to take may be the 14-line sonnet, as practiced by Petrarch and Shakespeare, lyric poetry shows a bewildering variety of forms, including increasingly, in the 20th century, unrhymed ones. This the most common type of poetry, as it deals intricately with the author's own emotions and views. Due to this fact, lyric poems of the First-person narrative are often accused of navel-gazing, and may be scorned by other, less self-centered, poets.


          


          Verse fable
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          The fable is an ancient, near-ubiquitous literary genre, often (though not invariably) set in verse. It is a succinct story that features anthropomorphized animals, plants, inanimate objects, or forces of nature that illustrate a moral lesson (a " moral"). Verse fables have used a variety of meter and rhyme patterns; Ignacy Krasicki, for example, in his Fables and Parables, used 13- syllable lines in rhyming couplets.


          Notable verse fabulists have included Aesop (mid- 6th century BCE), Vishnu Sarma (ca. 200 BCE), Phaedrus ( 15 BCE 50 CE), Marie de France ( 12th century), Robert Henryson (fl.1470-1500), Biernat of Lublin (1465?after 1529), Jean de La Fontaine (162195), Ignacy Krasicki (17351801), Ivan Krylov (17691844) and Ambrose Bierce (18421914). All of Aesop's translators and successors owe a debt to that semi-legendary fabulist.


          An example of a verse fable is Krasicki's " The Lamb and the Wolves":


          
            	Aggression ever finds cause if sufficiently pressed.


            	Two wolves on the prowl had trapped a lamb in the forest


            	And were about to pounce. Quoth the lamb: "What right have you?"


            	"You're toothsome, weak, in the wood."  The wolves dined sans ado.

          


          


          Prose poetry
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          Prose poetry is a hybrid genre that shows attributes of both prose and poetry. It may be indistinguishable from the micro-story ( aka the " short short story," " flash fiction"). Most critics argue that it qualifies as poetry because of its conciseness, use of metaphor, and special attention to language.


          While some examples of earlier prose strike modern readers as poetic, prose poetry is commonly regarded as having originated in 19th-century France, where its practitioners included Aloysius Bertrand, Charles Baudelaire, Arthur Rimbaud and Stphane Mallarm.


          The genre has subsequently found notable exemplars:


          
            	English: Oscar Wilde, T. S. Eliot, Gertrude Stein, Sherwood Anderson, Allen Ginsberg, Seamus Heaney, Russell Edson, Robert Bly, Charles Simic


            	French: Francis Ponge


            	Italian: Eugenio Montale, Salvatore Quasimodo, Giuseppe Ungaretti, Umberto Saba


            	Polish: Bolesław Prus, Zbigniew Herbert


            	Portuguese: Fernando Pessoa, Mrio Cesariny, Mrio De S-Carneiro, Eugnio de Andrade, Al Berto, Alexandre O'Neill, Jos Saramago, Antnio Lobo Antunes


            	Russian: Ivan Turgenev, Anatoly Kudryavitsky


            	Spanish: Octavio Paz, ngel Crespo


            	Swedish: Tomas Transtrmer

          


          Since the late 1980s especially, prose poetry has gained increasing popularity, with entire journals devoted solely to that genre.
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          The poetry of the United States naturally arose first during its beginnings as the Constitutionally-unified thirteen colonies (although prior to this, a strong oral tradition often likened to poetry existed among Native American societies). Unsurprisingly, most of the early colonists' work relied on contemporary British models of poetic form, diction, and theme. However, in the 19th century, a distinctive American idiom began to emerge. By the later part of that century, when Walt Whitman was winning an enthusiastic audience abroad, poets from the United States had begun to take their place at the forefront of the English-language avant-garde.


          This position was sustained into the 20th century to the extent that Ezra Pound and T. S. Eliot were perhaps the most influential English-language poets in the period during World War I. By the 1960s, the young poets of the British Poetry Revival looked to their American contemporaries and predecessors as models for the kind of poetry they wanted to write. Toward the end of the millennium, consideration of American poetry had diversified, as scholars placed an increased emphasis on poetry by women, African Americans, Hispanics, Chicanos and other subcultural groupings. Poetry, and creative writing in general, also tended to become more professionalized with the growth of creative writing programs in the English studies departments of campuses across the country.


          


          Poetry in the colonies
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          One of the first recorded poets of the British colonies was Anne Bradstreet (16121672), who remains one of the earliest known women poets who wrote in English. The poems she published during her lifetime address religious and political themes. She also wrote tender evocations of home and family life, and of her love for her husband, many of which remained unpublished until the 20th century. Edward Taylor (16451729) wrote poems expounding Puritan virtues in a highly wrought metaphysical style that can be seen as typical of the early colonial period.


          This narrow focus on the Puritan ethic was, understandably, the dominant note of most of the poetry written in the colonies during the 17th and early 18th centuries. The earliest "secular" poetry published in New England was by Samuel Danforth in his "almanacks" for 1647-1649, published at Cambridge; these included "puzzle poems" as well as poems on caterpillars, pigeons, earthquakes, and hurricanes. Of course, being a Puritan minister as well as a poet, Danforth never ventured far from a spiritual message.


          Another distinctly American lyric voice of the colonial period was Phillis Wheatley, a slave whose book "Poems on Various Subjects, Religious and Moral," was published in 1773. She was one of the best-known poets of her day, at least in the colonies, and her poems were typical of New England culture at the time, meditating on religious and classical ideas.


          The 18th century saw an increasing emphasis on America itself as fit subject matter for its poets. This trend is most evident in the works of Philip Freneau (17521832), who is also notable for the unusually sympathetic attitude to Native Americans shown in his writings, sometimes reflective of a skepticism toward Anglo-American culture and civilization. However, as might be expected from what was essentially provincial writing, this late colonial poetry is generally somewhat old-fashioned in form and syntax, deploying the means and methods of Pope and Gray in the era of Blake and Burns.


          On the whole, the development of poetry in the American colonies mirrors the development of the colonies themselves. The early poetry is dominated by the need to preserve the integrity of the Puritan ideals that created the settlement in the first place. As the colonists grew in confidence, the poetry they wrote increasingly reflected their drive towards independence. This shift in subject matter was not reflected in the mode of writing which tended to be conservative, to say the least. This can be seen as a product of the physical remove at which American poets operated from the centre of English-language poetic developments in London.


          


          Postcolonial poetry
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          The first significant poet of the independent United States was William Cullen Bryant (17941878), whose great contribution was to write rhapsodic poems on the grandeur of prairies and forests. Other notable poets to emerge in the early and middle 19th century include Ralph Waldo Emerson , (18031882), Henry Wadsworth Longfellow (18071882), John Greenleaf Whittier (18071892), Edgar Allan Poe (18091849), Oliver Wendell Holmes (18091894), Henry David Thoreau (18171862), James Russell Lowell (18191891), and Sidney Lanier (18421881). As might be expected, the works of these writers are united by a common search for a distinctive American voice to distinguish them from their British counterparts. To this end, they explored the landscape and traditions of their native country as materials for their poetry.


          The most significant example of this tendency may be The Song of Hiawatha by Longfellow. This poem uses Native American tales collected by Henry Rowe Schoolcraft, who was superintendent of Indian affairs for Michigan from 1836 to 1841. Longfellow also imitated the meter of the Finnish epic poem Kalevala, possibly to avoid British models. The resulting poem, while a popular success, did not provide a model for future U.S. poets.
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          Another factor that distinguished these poets from their British contemporaries was the influence of the transcendentalism of the poet/philosophers Emerson and Thoreau. Transcendentalism was the distinctly American strain of English Romanticism that began with William Wordsworth and Samuel Taylor Coleridge. Emerson, arguably one of the founders of transcendentalism, had visited England as a young man to meet these two English poets, as well as Thomas Carlyle. While Romanticism transitioned into Victorianism in post-reform England, it grew more energetic in America from the 1830s through to the Civil War.


          Edgar Allan Poe was probably the most recognized American poet outside of America during this period. Diverse authors in France, Sweden and Russia were heavily influenced by his works, and his poem " The Raven" swept across Europe, translated into many languages. In the twentieth century the American poet William Carlos Williams said of Poe that he is the only solid ground on which American poetry is anchored.


          


          Whitman and Dickinson
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          The final emergence of a truly indigenous English-language poetry in the United States was the work of two poets, Walt Whitman (18191892) and Emily Dickinson (18301886). On the surface, these two poets could not have been less alike. Whitman's long lines, derived from the metric of the King James Version of the Bible, and his democratic inclusiveness stand in stark contrast with Dickinson's concentrated phrases and short lines and stanzas, derived from Protestant hymnals.


          What links them is their common connection to Emerson (a passage from whom Whitman printed on the second edition of Leaves of Grass), and the daring originality of their visions. These two poets can be said to represent the birth of two major American poetic idiomsthe free metric and direct emotional expression of Whitman, and the gnomic obscurity and irony of Dickinsonboth of which would profoundly stamp the American poetry of the 20th century.


          The development of these idioms can be traced through the works of poets such as Edwin Arlington Robinson (18691935), Stephen Crane (18711900), Robert Frost (18741963) and Carl Sandburg (18781967). As a result, by the beginning of the 20th century the outlines of a distinctly new poetic tradition were clear to see.


          


          Modernism and after


          


          This new idiom, combined with a study of 19th-century French poetry, formed the basis of the United States input into 20th-century English-language poetic modernism. Ezra Pound ( 1885 1972) and T. S. Eliot ( 1888 1965) were the leading figures at the time, but numerous other poets made important contributions. These included Gertrude Stein ( 1874 1946), Wallace Stevens ( 1879 1955), William Carlos Williams ( 1883 1963), Hilda Doolittle (H.D.) ( 1886 1961), Adelaide Crapsey ( 1878- 1914), Marianne Moore ( 1887 1972), E. E. Cummings ( 1894 1962), and Hart Crane ( 1899 1932). Williams was to become exemplary for many later poets because he, more than any of his peers, contrived to marry spoken American English with free verse rhythms.


          While these poets were unambiguously aligned with High modernism, other poets active in the United States in the first third of the 20th century were not. Among the most important of the latter were those who were associated with what came to be known as the New Criticism. These included John Crowe Ransom ( 1888 1974), Allen Tate ( 1899 1979), and Robert Penn Warren ( 1905 1989). Other poets of the era, such as Archibald MacLeish ( 1892 1982), experimented with modernist techniques but were also drawn towards more traditional modes of writing. The modernist torch was carried in the 1930s mainly by the group of poets known as the Objectivists. These included Louis Zukofsky ( 1904 1978), Charles Reznikoff ( 1894 1976), George Oppen ( 1908 1984), Carl Rakosi ( 1903 2004) and, later, Lorine Niedecker ( 1903 1970). Kenneth Rexroth, who was published in the Objectivist Anthology, was, along with Madeline Gleason ( 1909 1973), a forerunner of the San Francisco Renaissance.


          Many of the Objectivists came from urban communities of new immigrants, and this new vein of experience and language enriched the growing American idiom. Another source of enrichment was the emergence into the American poetic mainstream of African American poets such as Langston Hughes ( 1902 1967) and Countee Cullen ( 1903 1946).


          


          World War II and after


          Archibald Macleish called John Gillespie Magee, Jr. "the first poet of the war".


          World War II saw the emergence of a new generation of poets, many of whom were influenced by Wallace Stevens. Richard Eberhart ( 1904 2005), Karl Shapiro ( 1913 2000), Randall Jarrell ( 1914 1965) and James Dickey ( 1923- 1997) all wrote poetry that sprang from experience of active service. Together with Elizabeth Bishop ( 1911 1979), Theodore Roethke ( 1908 1963) and Delmore Schwartz ( 1913 1966), they formed a generation of poets that in contrast to the preceding generation often wrote in traditional verse forms.


          After the war, a number of new poets and poetic movements emerged. John Berryman ( 1914 1972) and Robert Lowell ( 1917 1977) were the leading lights in what was to become known as the Confessional movement, which was to have a strong influence on later poets like Sylvia Plath ( 1932 1963) and Anne Sexton ( 1928 1974). Though both Berryman and Lowell were closely acquainted with Modernism, they were mainly interested in exploring their own experiences as subject matter and a style that Lowell referred to as "cooked" -- that is, consciously and carefully crafted.
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          In contrast, the Beat poets, who included such figures as Jack Kerouac (19221969), Allen Ginsberg (19261997), Gregory Corso ( 1930 2001), Joanne Kyger (born 1934), Gary Snyder (born 1930), Diane Di Prima (born 1934), Denise Levertov ( 1923 1997), Amiri Baraka (born 1934) and Lawrence Ferlinghetti (born 1919), were distinctly raw. Reflecting, sometimes in an extreme form, the more open, relaxed and searching society of the 1950s and 1960s, the Beats pushed the boundaries of the American idiom in the direction of demotic speech perhaps further than any other group.


          Around the same time, the Black Mountain poets, under the leadership of Charles Olson ( 1910 1970), were working at Black Mountain College. These poets were exploring the possibilities of open form but in a much more programmatic way than the Beats. The main poets involved were Robert Creeley ( 1926 2005), Robert Duncan ( 1919 1988), Ed Dorn ( 1929 1999), Paul Blackburn ( 1926 1971), Hilda Morley ( 1916 1998), John Wieners ( 1934 2002), and Larry Eigner ( 1927 1996). They based their approach to poetry on Olson's 1950 essay Projective Verse, in which he called for a form based on the line, a line based on human breath and a mode of writing based on perceptions juxtaposed so that one perception leads directly to another.


          Other poets often associated with the Black Mountain are Cid Corman ( 1924 2004) and Theodore Enslin (born 1925), though they are perhaps more correctly viewed as direct descendants of the Objectivists. And one-time Black Mountain College resident, composer John Cage ( 1912 1992), along with Jackson Mac Low ( 1922 2004), wrote poetry based on chance or aleatory techniques. Inspired by Zen, Dada and scientific theories of indeterminacy, they were to prove to be important influences on the 1970s U.S avant-garde.


          The Beats and some of the Black Mountain poets are often considered to have been responsible for the San Francisco Renaissance. However, as previously noted, San Francisco had become a hub of experimental activity from the 1930s thanks to Kenneth Rexroth and Gleason. Other poets involved in this scene included Charles Bukowski ( 1920 1994) and Jack Spicer ( 1925 1965). These poets sought to combine a contemporary spoken idiom with inventive formal experiment.


          Jerome Rothenberg (born 1931) is well-known for his work in ethnopoetics, but he was also the coiner of the term " deep image," which he used to described the work of poets like Robert Kelly (born 1935), Diane Wakoski (born 1937) and Clayton Eshleman (born 1935). Deep Image poetry was inspired by the symbolist theory of correspondences, in particular the work of Spanish poet Federico Garca Lorca. The term was later taken up and popularized by Robert Bly. The Deep Image movement was also the most international, accompanied by a flood of new translations from Latin American and European poets such as Pablo Neruda, Csar Vallejo and Tomas Transtrmer. Some of the poets who became associated with Deep Image are Galway Kinnell, James Wright, Mark Strand and W. S. Merwin. Both Merwin and California poet Gary Snyder would also become known for their interest in environmental and ecological concerns.


          The Small Press poets (sometimes called the mimeograph movement) are another influential and eclectic group of poets who also surfaced in the San Francisco Bay Area in the late 1950s and are still active today. Fiercely independent editors, who were also poets, edited and published low-budget periodicals and chapbooks of emerging poets who might otherwise have gone unnoticed. This work ranged from formal to experimental. Gene Fowler, A.D. Winans, Hugh Fox, street poet and activist Jack Hirschman, Paul Foreman, John Bennett, Stephen Morse (born 1945), Judy L. Brekke, and F. A. Nettelbeck are among the many poets who are still actively continuing the Small Press Poets tradition. Many have turned to the new medium of the Web for its distribution capabilities.


          Just as the West Coast had the San Francisco Renaissance and the Small Press Movement, the East Coast produced the New York School. This group aimed to write poetry that spoke directly of everyday experience in everyday language and produced a poetry of urbane wit and elegance that contrasts with the work of their Beat contemporaries (though in other ways, including their mutual respect for American slang and disdain for academic or "cooked" poetry, they were similar). Leading members of the group include John Ashbery (born 1927), Frank O'Hara ( 1926 1966), Kenneth Koch ( 1925 2002), James Schuyler ( 1923 1991), Richard Howard (born 1929), Ted Berrigan ( 1934 1983), Anne Waldman (born 1945) and Bernadette Mayer (born 1945). Of this group, John Ashbery, in particular, has emerged as a defining force in recent poetics, and he is regarded by many as the most important American poet since World War II.


          


          American poetry today


          The last thirty years in United States poetry have seen the emergence of a number of groups, schools and trends, whose lasting importance has yet to be shown.
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          The 1970s saw a revival of interest in surrealism, with the most prominent poets working in this field being Andrei Codrescu (born 1946), Russell Edson (born 1935) and Maxine Chernoff (born 1952). Performance poetry also emerged from the Beat and hippie happenings, and the talk-poems of David Antin (born 1932) and ritual events performed by Rothenberg, to become a serious poetic stance which embraces multiculturalism and a range of poets from a multiplicity of cultures. This mirrored a general growth of interest in poetry by African Americans including Gwendolyn Brooks (born 1917), Maya Angelou (born 1928), Ishmael Reed (born 1938) and Nikki Giovanni (born 1943).


          Another group of poets, the Language school (or L=A=N=G=U=A=G=E, after the magazine that bears that name), have continued and extended the Modernist and Objectivist traditions of the 1930s. Some poets associated with the group are Lyn Hejinian, Ron Silliman, Bob Perelman and Leslie Scalapino. Their poems -- fragmentary, purposefully ungrammatical, sometimes mixing texts from different sources and idioms -- can be by turns abstract, lyrical, and highly comic. Critics of the Language school point out that, by abandoning sense and context, their poetry could just as well be written by the proverbial infinite roomful of monkeys with typewriters.


          The Language school includes a high proportion of women, which mirrors another general trend -- the rediscovery and promotion of poetry written both by earlier and contemporary women poets. A number of the most prominent African American poets to emerge are women, and other prominent women writers include Adrienne Rich (born 1929), Jean Valentine (born 1934) and Amy Gerstler (born 1956).


          Although poetry in traditional classical forms had mostly fallen out of fashion by the 1960s, the practice was kept alive by poets of great formal virtuosity like James Merrill ( 1926 1995), author of the epic poem The Changing Light at Sandover ( 1982), and British-born San Francisco poet Thom Gunn. The 1980s and 1990's saw a re-emergent interest in traditional form, sometimes dubbed New Formalism or Neoformalism. These include poets such as Molly Peacock, Brad Leithauser, Dana Gioia and Marilyn Hacker. Some of the more outspoken New Formalists have declared that the return to rhyme and more fixed meters to be the new avant-garde. Their critics sometimes associate this traditionalism with the conservative politics of the Reagan era, noting the recent appointment of Gioia as Chair of the National Endowment for the Arts. More recent examples of New Formalism, however, have sometimes crossed over into the more experimental territory of Language poetry, suggesting that both schools are being gradually absorbed into the poetic mainstream.


          The last two decades have also seen a revival of the Beat poetry spoken word tradition, in the form of the poetry slam. Devised in 1984, by Chicago construction worker Marc Smith, these competitive audience-judged poetry performances emphasize a style of writing that is topical, provocative and easily understood. Poetry slam opened the door for a new generation of writers and spoken word performers, including Alix Olson, Taylor Mali, and Saul Williams, and inspired hundreds of open mics across the country. Poetry has also become a significant presence on the Web, with a number of new online journals, 'zines, blogs and other websites.


          In general, however, poetry has been moving out of the mainstream and onto the college and university campus. The growth in the popularity of graduate creative writing programs has given poets the opportunity to make a living as teachers. This increased professionalization, combined with the reluctance of most major book and magazine presses to publish poetry, has meant that, for the foreseeable future at least, poetry may have found its new home in the academy.
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          In the context of biology, poisons are substances that can cause damage, illness, or death to organisms, usually by chemical reaction or other activity on the molecular scale, when a sufficient quantity is absorbed by an organism. Legally and in hazardous chemical labelling, poisons are especially toxic substances; less toxic substances are labelled "harmful", "irritant", or not labelled at all.


          In medicine (particularly veterinary) and in zoology, a poison is often distinguished from a toxin and a venom. Toxins are poisons produced via some biological function in nature, and venoms are usually defined as biologic toxins that are injected by a bite or sting to cause their effect, while other poisons are generally defined as substances which are absorbed through epithelial linings such as the skin or gut.


          


          Terminology


          Some poisons are also toxins, usually referring to naturally produced substances, such as the bacterial proteins that cause tetanus and botulism. A distinction between the two terms is not always observed, even among scientists.


          Animal toxins that are delivered subcutaneously (e.g. by sting or bite) are also called venom. In normal usage, a poisonous organism is one that is harmful to consume, but a venomous organism uses poison to defend itself while still alive. A single organism can be both venomous and poisonous.


          The derivative forms "toxic" and "poisonous" are synonymous.


          Within chemistry and physics, a poison is a substance that obstructs or inhibits a reaction, for example by binding to a catalyst. For example, see nuclear poison.


          Paracelsus, the father of toxicology, once wrote: "Everything is poison, there is poison in everything. Only the dose makes a thing not a poison." The phrase "poison" is often used colloquially to describe any harmful substance, particularly corrosive substances, carcinogens, mutagens, teratogens and harmful pollutants, and to exaggerate the dangers of chemicals. The legal definition of "poison" is stricter. A medical condition of poisoning can also be caused by substances that are not legally required to carry the label "poison".


          


          Uses of poison


          Poisons are usually not used for their toxicity, but may be used for their other properties. The property of toxicity itself has limited applications: mainly for controlling pests and weeds, and for preserving building materials and food stuffs. Where possible, specific agents which are less poisonous to humans have come to be preferred, but exceptions such as phosphine continue in use.


          Throughout human history, intentional application of poison has been used as a method of assassination, murder, suicide and execution. As a method of execution, poison has been ingested, as the ancient Athenians did (see Socrates), inhaled, as with carbon monoxide or hydrogen cyanide (see gas chamber), or injected (see lethal injection). Many languages describe lethal injection with their corresponding words for "poison shot". Poison was also employed in gunpowder warfare. For example, the 14th century Chinese text of the Huo Long Jing written by Jiao Yu outlined the use of a poisonous gunpowder mixture to fill cast iron grenade bombs.
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          Poisonous materials are often used for their chemical or physical properties other than being poisonous. The most effective, easiest, safest, or cheapest option for use in a chemical synthesis may be a poisonous material. Particularly in experimental laboratory syntheses a specific reactivity is used, despite the toxicity of the reagent. Chromic acid is an example of such a "simple to use" reagent. Many technical applications call for some specific physical properties; a toxic substance may possess these properties and therefore be superior. Reactivity, in particular, is important. Hydrogen fluoride (HF), for example, is poisonous and extremely corrosive. However, it has a high affinity ( free energy) for silicon, which is exploited by using HF to etch glass or to manufacture silicon semiconductor chips.


          


          Biological poisoning


          Acute poisoning is exposure to a poison on one occasion or during a short period of time. Symptoms develop in close relation to the exposure. Absorption of a poison is necessary for systemic poisoning. In contrast, substances that destroy tissue but do not absorb, such as lye, are classified as corrosives rather than poisons.


          Chronic poisoning is long-term repeated or continuous exposure to a poison where symptoms do not occur immediately or after each exposure. The patient gradually becomes ill, or becomes ill after a long latent period. Chronic poisoning most commonly occurs following exposure to poisons that bioaccumulate such as mercury and lead.


          Contact or absorption of poisons can cause rapid death or impairment. Agents that act on the nervous system can paralyze in seconds or less, and include both biologically derived neurotoxins and so-called nerve gases, which may be synthesized for warfare or industry.


          Inhaled or ingested cyanide as used as method of execution on US gas chambers almost instantly starves the body of energy by inhibiting the enzymes in mitochondria that make ATP. Intravenous injection of an unnaturally high concentration of potassium chloride, such as in the execution of prisoners in parts of the United States, quickly stops the heart by eliminating the cell potential necessary for muscle contraction.


          Most (but not all) biocides, including pesticides, are created to act as poisons to target organisms, although acute or less observable chronic poisoning can also occur in non-target organism, including the humans who apply the biocides and other beneficial organisms. For example, the herbicide 2,4-D imitates the action of a plant hormone, to the effect that the lethal toxicity is specific to plants. Indeed, 2,4-D is not a poison, but classified as "harmful" (EU).


          Many substances regarded as poisons are toxic only indirectly, by toxication. An example is "wood alcohol" or methanol, which is not poisonous itself, but is chemically converted to toxic formaldehyde and formic acid in the liver. Many drug molecules are made toxic in the liver, and the genetic variability of certain liver enzymes makes the toxicity of many compounds differ between individuals.


          The study of the symptoms, mechanisms, treatment and diagnosis of biological poisoning is known as toxicology.


          Exposure to radioactive substances can produce radiation poisoning, an unrelated phenomenon.


          


          Poisoning management


          
            	Poison Control Centers (In the US reachable at 1-800-222-1222 at all hours) provide immediate, free, and expert treatment advice and assistance over the telephone in case of suspected exposure to poisons or toxic substances.

          


          


          Initial medical management


          
            	Initial management for all poisonings includes ensuring adequate cardiopulmonary function and providing treatment for any symptoms such as seizures, shock, and pain.

          


          


          Decontamination


          
            	If the toxin was recently ingested, absorption of the substance may be able to be decreased through gastric decontamination. This may be achieved using activated charcoal, gastric lavage, whole bowel irrigation, or nasogastric aspiration. Routine use of emetics (syrup of Ipecac) and cathartics are no longer recommended.

              
                	Activated charcoal is the treatment of choice to prevent absorption of the poison. It is usually administered when the patient is in the emergency room. However, charcoal is ineffective against metals, Na, K, alcohols, glycols, acids, and alkalis.


                	Whole bowel irrigation cleanses the bowel, this is achieved by giving the patient large amounts of a polyethylene glycol solution. The osmotically balanced polyethylene glycol solution is not absorbed into the body, having the effect of flushing out the entire gastrointestinal tract. Its major uses are following ingestion of sustained release drugs, toxins that are not absorbed by activated charcoal (i.e. lithium, iron), and for the removal of ingested packets of drugs (body packing/smuggling).


                	Gastric lavage, commonly known as a stomach pump, is the insertion of a tube into the stomach, followed by administration of water or saline down the tube. The liquid is then removed along with the contents of the stomach. Lavage has been used for many years as a common treatment for poisoned patients. However, a recent review of the procedure in poisonings suggests no benefit. It is still sometimes used if it can be performed within 1 h of ingestion and the exposure is potentially life threatening.


                	Nasogastric aspiration involves the placement of a tube via the nose down into the stomach, the stomach contents are then removed via suction. This procedure is mainly used for liquid ingestions where activated charcoal is ineffective, i.e. ethylene glycol.


                	Emesis (i.e. induced by ipecac) is no longer recommended in poisoning situations.


                	Cathartics were postulated to decrease absorption by increasing the expulsion of the poison from the gastrointestinal tract. There are two types of cathartics used in poisoned patients; saline cathartics (sodium sulfate, magnesium citrate, magnesium sulfate) and saccharide cathartics ( sorbitol). They do not appear to improve patient outcome and are no longer recommended.

              

            

          


          


          Antidotes


          Some poisons have specific antidotes:


          
            
              	Poison/Drug

              	Antidote
            


            
              	paracetamol (acetaminophen)

              	N-acetylcysteine
            


            
              	vitamin K anticoagulants, e.g. warfarin

              	vitamin K
            


            
              	opioids

              	naloxone
            


            
              	iron (and other heavy metals)

              	desferrioxamine, Deferasirox or Deferiprone
            


            
              	benzodiazepines

              	flumazenil
            


            
              	ethylene glycol

              	ethanol, fomepizole or Thiamine
            


            
              	methanol

              	ethanol or fomepizole
            


            
              	cyanide

              	amyl nitrite, sodium nitrite & sodium thiosulfate
            


            
              	Organophosphates

              	Atropine & Pralidoxime
            


            
              	Magnesium

              	Calcium Gluconate
            


            
              	Calcium Channel Blockers ( Verapamil, Diltiazem)

              	Calcium Gluconate
            


            
              	Beta-Blockers ( Propranolol, Sotalol)

              	Calcium Gluconate and/or Glucagon
            


            
              	Isoniazid

              	Pyridoxine
            


            
              	Atropine

              	Phisostigmin
            

          


          


          Enhanced excretion


          
            	In some situations elimination of the poison can be enhanced using diuresis, hemodialysis, hemoperfusion, peritoneal dialysis, or exchange transfusion.

          


          


          Further treatment


          
            	In the majority of poisonings the mainstay of management is providing supportive care for the patient, i.e. treating the symptoms rather than the poison.

          


          


          Types of poisons


          The majority of this section is sorted by ICD-10 code, which classifies poisons based upon the nature of the poison itself. However, it is also possible to classify poisons based upon the effect the poison has (for example, "Metabolic poisons" such as Antimycin, Malonate, and 2,4-Dinitrophenol act by adversely disrupting the normal metabolism of an organism.)


          (T36-T50) Poisoning by drugs, medicaments and biological substances


          ( T 36.) Poisoning by systemic antibiotics


          ( T 37.) Poisoning by other systemic anti-infectives and antiparasitics


          ( T 38.) Poisoning by hormones and their synthetic substitutes and antagonists, not elsewhere classified


          ( T 39.) Poisoning by nonopiod analgesics, antipyretics and antirheumatics


          ( T 40.) Poisoning by narcotics and psychodysleptics ( hallucinogens)


          ( T 41.) Poisoning by anaesthetics and therapeutic gases


          ( T 42.) Poisoning by antiepileptic, sedative-hypnotic and antiparkinsonism drugs


          ( T 43.) Poisoning by psychotropic drugs, not elsewhere classified


          ( T 44.) Poisoning by drugs primarily affecting the autonomic nervous system Neurotoxins interfere with nervous system functions and often lead to near-instant paralysis followed by rapid death. They include most spider and snake venoms, as well as many modern chemical weapons. One class of toxins of interest to neurochemical researchers are the various cone snail toxins known as conotoxins.


          
            	Atropine


            	Poison hemlock

          


          Anticholinesterases (T44.0)


          
            	Fasciculin


            	Nerve agents

          


          Acetylcholine antagonists


          
            	Curare


            	Pancuronium

          


          Cell membrane disrupters Others


          
            	Nicotine - not strictly a neurotoxin, but capable in large doses of causing heart attack

          


          ( T 45.) Poisoning by primarily systemic and haematological agents, not elsewhere classified


          
            	Phytohaemagglutinin ( Red kidney bean poisoning)

          


          ( T 46.) Poisoning by agents primarily affecting the cardiovascular system


          
            	Digitoxin


            	Digoxin


            	Ouabain

          


          ( T 47.) Poisoning by agents primarily affecting the gastrointestinal system


          
            	Solanine


            	Hyoscyamine

          


          ( T 48.) Poisoning by agents primarily acting on smooth and skeletal muscles and the respiratory system


          
            	Strychnine


            	Aconite

          


          ( T 49.) Poisoning by topical agents primarily affecting skin and mucous membrane and by ophthalmological, otorhinolaryngological and dental drugs


          ( T 50.) Poisoning by diuretics and other unspecified drugs, medicaments and biological substances


          (T51-T65) Toxic effects of substances chiefly nonmedicinal as to source


          ( T 51.) Toxic effect of alcohol


          
            	(T51.0) Ethanol


            	(T51.1) Methanol

          


          ( T 52.) Toxic effect of organic solvents


          ( T 53.) Toxic effect of halogen derivatives of aliphatic and aromatic hydrocarbons


          ( T 54.) Toxic effect of corrosive substances Corrosives mechanically damage biological systems on contact. Both the sensation and injury caused by contact with a corrosive resembles a burn injury.


          
            	Acids and bases, corrosives

              
                	Various light metal oxides, hydroxides, superoxides


                	Bleach, some pool chemicals, other hypochlorates (acidic and oxydizing effect)


                	Hydrofluoric acid

              

            

          


          Acids (T54.2) Strong inorganic acids, such as concentrated sulfuric acid, nitric acid or hydrochloric acid, destroy any biological tissue with which they come in contact within seconds.


          Bases (T54.3) Strong inorganic bases, such as lye, gradually dissolve skin on contact but can cause serious damage to eyes or mucous membranes much more rapidly. Ammonia is a far weaker base than lye, but has the distinction of being a gas and thus may more easily come into contact with the sensitive mucous membranes of the respiratory system. Quicklime, which has household uses, is a particularly common cause of poisoning. Some of the light metals, if handled carelessly, can not only cause thermal burns, but also produce very strongly basic solutions in sweat.


          ( T 55.) Toxic effect of soaps and detergents


          ( T 56.) Toxic effect of metals A common trait shared by toxic metals is the chronic nature of their toxicity (a notable exception would be bismuth, which is considered entirely non-toxic). Low levels of toxic metal salts ingested over time accumulate in the body until toxic levels are reached. Toxic metals are often inaccurately referred to as " heavy metals", although not all heavy metals are necessarily harmful and not all toxic metals are heavy metals.


          Toxic metals are generally far more toxic when ingested in the form of soluble salts than in elemental form. For example, metallic mercury passes through the human digestive tract without interaction and is commonly used in dental fillingseven though mercury salts and inhaled mercury vapor are highly toxic.


          Examples:


          
            	(T56.0) Lead poisoning


            	(T56.1) Mercury


            	(T56.2) Chromium


            	(T56.3) Cadmium


            	(T56.7) Beryllium (a highly but subtly toxic light metal)


            	Antimony


            	Barium


            	Thallium


            	Uranium


            	Cobalt Poisoning

          


          ( T 57.) Toxic effect of other inorganic substances


          
            	(T57.0) Arsenic (see arsenic poisoning)

              
                	
                  Arsenic compounds

                  
                    	Arsenic trioxide


                    	Fowler's solution

                  

                

              

            

          


          Reducing agents


          
            	(T57.1) The most notable substance in this class is phosphorus.

          


          ( T 58.) Toxic effect of carbon monoxide


          
            	(T58) By far the most notable metabolic poison is carbon monoxide, which blocks the ability of red blood cells to transport oxygen.

          


          ( T 59.) Toxic effect of other gases, fumes and vapours


          
            	Formaldehyde (T59.2)


            	Phosgene


            	Phosphine


            	Hydrogen sulfide

          


          Oxidizers Poisons of this class are generally not very harmful to higher life forms such as humans (for whom the outer layer of cells are more or less disposable), but lethal to microorganisms such as bacteria. Typical examples are ozone and chlorine (T59.4), either of which is added to nearly every municipal water supply in order to kill any harmful microorganisms present.


          All halogens are strong oxidizing agents, fluorine (T59.5) being the strongest of all.


          
            	See also: Free radical

          


          ( T 60.) Toxic effect of pesticides


          
            	Pesticide poisoning


            	Fluoroacetate is a metabolic poison that blocks a vital step in the citric acid cycle.


            	Rotenone is a metabolic poison that disrupts electron transport in cellular respiration.

          


          ( T 61.) Toxic effect of noxious substances eaten as seafood


          
            	Ciguatera poisoning


            	Scombroid poisoning


            	Shellfish toxins (PSP, DSP, NSP, ASP )


            	Domoic acid (or Amnesic shellfish poisoning, ASP)


            	Tetrodotoxin

          


          ( T 62.) Toxic effect of other noxious substances eaten as food


          
            	Food poisoning


            	Botulin toxin


            	Hemlock water dropwort


            	Grayanotoxin (Honey intoxication)


            	Tetanospasmin (Tetanos Toxin)

          


          ( T 63.) Toxic effect of venomous animals


          
            	Snake and spider venoms

          


          ( T 64.) Toxic effect of aflatoxin and other mycotoxin food contaminants


          
            	
              Fungal toxins

              
                	Amanita toxin, see Amanita phalloides


                	Muscarine


                	Aflatoxins

              

            

          


          ( T 65.) Toxic effect of other and unspecified substances


          
            	(T65.0) Cyanide is a metabolic poison that bonds with an enzyme involved in ATP production.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Poison"
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        Poison gas in World War I


        
          

          
            [image: A poison gas attack using gas cylinders in World War I.]

            
              A poison gas attack using gas cylinders in World War I.
            

          


          The use of poison gas in World War I was a major military innovation. The gases ranged from disabling chemicals, such as tear gas and the severe mustard gas, to lethal agents like phosgene and chlorine. This chemical warfare was a major component of the first global war and first total war of the 20th century. The killing capacity of gas was limited  only 4% of combat deaths were due to gas  however, the proportion of non-fatal casualties was high, and gas remained one of the soldiers' greatest fears. Because it was possible to develop effective countermeasures against gas attacks, it was unlike most other weapons of the period. In the later stages of the war, as the use of gas increased, its overall effectiveness diminished. This widespread use of these agents of chemical warfare, and wartime advances in the composition of high explosives, gave rise to an occasionally expressed view of World War I as "the chemists' war".


          


          History of poison gas


          [bookmark: 1914:_Tear_gas]


          1914: Tear gas


          The early uses of chemicals as weapons were as a tear-inducing irritant ( lachrymatory), rather than fatal or disabling poisons. During the first World War, the French were the first to employ gas, using 26 mm grenades filled with tear gas ( ethyl bromoacetate) in August, 1914. The small quantities of tear gas delivered, roughly 19cc per cartridge, were not even detected by the Germans. The stocks were rapidly consumed and by November a new order was placed by the French military. As bromine was scarce among the Entente allies, the active ingredient was changed to chloroacetone.


          In October 1914, German troops fired fragmentation shells filled with a chemical irritant against British positions at Neuve Chapelle, though the concentration achieved was so small that it was barely noticed. None of the combatants considered the use of tear gas to be in conflict with the Hague Treaty of 1899, which prohibited the launching of projectiles containing asphyxiating or poisonous gas.


          [bookmark: 1915:_Large_scale_use_and_lethal_gases]


          1915: Large scale use and lethal gases


          Germany was the first to make large scale use of gas as a weapon when on 3 January 1915, 18,000 artillery shells containing liquid xylyl bromide tear gas were fired on Russian positions on the Rawka River, west of Warsaw during the Battle of Bolimov. However, instead of vaporizing, the chemical froze, completely failing to have the desired effect.


          The first killing agent employed by the German military was chlorine. German chemical companies BASF, Hoechst and Bayer (which formed the IG Farben conglomerate in 1925) had been producing chlorine as a by-product of their dye manufacturing. In cooperation with Fritz Haber of the Kaiser Wilhelm Institute for Chemistry in Berlin, they began developing methods of discharging chlorine gas against enemy trenches.


          By 22 April 1915, the German Army had 168 tons of chlorine deployed in 5,730 cylinders opposite Langemark-Poelkapelle, north of Ypres. At 17:00, in a slight easterly breeze, the gas was released, forming a gray-green cloud that drifted across positions held by French Colonial troops who broke ranks, abandoning their trenches and creating an 8,000 yard (4.5 km) gap in the Allied line. However, the German infantry were also wary of the gas and, lacking reinforcements, failed to exploit the break before Canadian and British reinforcements arrived. The Entente governments quickly claimed the attack was a flagrant violation of international law, but Germany argued that the Hague treaty had only banned chemical shells, rather than the use of gas projectors.


          In what became the Second Battle of Ypres, the Germans used gas on three more occasions; on 24 April against the 1st Canadian Division, on 2 May near Mouse Trap Farm and on 5 May against the British at Hill 60. The British Official History stated that at Hill 60,


          
            
              90 men died from gas poisoning in the trenches or before they could be got to a dressing station; of the 207 brought to the nearest dressing stations, 46 died almost immediately and 12 after long suffering.

            

          


          Chlorine is a powerful irritant that can inflict damage to the eyes, nose, throat and lungs. At high concentrations and prolonged exposure it can cause death by asphyxiation.


          


          Effectiveness and counter-measures


          It quickly became evident that the men who stayed in their places suffered less than those who ran away, any movement worsened the effects of the gas, and those who stood up on the fire step suffered lessindeed they often escaped any serious effectsthan those who lay down or sat at the bottom of a trench. Men who stood on the parapet suffered least, as the gas was denser near the ground. The worst sufferers were the wounded lying on the ground, or on stretchers, and the men who moved back with the cloud.


          Chlorine was, however, less effective as a weapon than the Germans had hoped, particularly as soon as simple counter-measures were introduced. The gas produced a visible greenish cloud and strong odour, making it easy to detect. It was water-soluble, so the simple expedient of covering the mouth and nose with a damp cloth was somewhat effective at reducing the effect of the gas. It was thought to be even more effective to use urine rather than water, as the ammonia would neutralize the chlorine, but it is now known that ammonia and chlorine can produce toxic fumes (NH3 + Cl2 > HCl + NH2Cl). Even if the chemistry had been correct, the amount of ammonia in human urine is extremely small. However, it was known at the time that chlorine reacted readily with urea (present in large amounts in urine) to form dichlorourea.


          Chlorine required a concentration of 1,000 parts per million to be fatal, destroying tissue in the lungs, likely through the formation of hydrochloric (muriatic) acid when dissolved in the water in the lungs (2Cl2 + 2H2O  4HCl + O2). Despite its limitations, however, chlorine was an effective psychological weaponthe sight of an oncoming cloud of the gas was a continual source of dread for the infantry.


          Counter-measures were quickly introduced in response to the use of chlorine gas. The Germans had issued their troops with small gauze pads filled with cotton waste, and bottles of a bicarbonate solution with which to dampen the pads. Immediately following the use of chlorine gas by the Germans, instructions were sent to British and French troops to hold wetted handkerchiefs or cloths over their mouths. Simple pad respirators similar to those issued to German troops were soon proposed by Lieut.-Colonel N.C. Ferguson, the A.D.M.S. of the 28th Division. These pads were intended to be used damp, preferably dipped into a solution of bicarbonate of soda kept in buckets for that purpose, though urine or other liquids were also used. Because such pads could not be expected to arrive at the front for several days, army divisions set about making them for themselves. The locally available muslin, flannel and gauze were used, and officers sent to Paris to buy additional quantities, and local French women were employed making up rudimentary pads with string ties. Other units used lint bandages manufactured in the convent at Poperinge. Pad respirators were sent up with rations to British troops in the line as early as the evening of April 24.


          In Britain the Daily Mail newspaper encouraged women to manufacture cotton pads, and within one month a variety of pad respirators were available to British and French troops, along with motoring goggles to protect the eyes. By 6 July 1915, the entire British army was equipped with the far more effective "smoke helmet" designed by Major Cluny McPherson, Newfoundland Regiment, which was a flannel bag with a celluloid window, which entirely covered the head. The race was then on between the introduction of new and more effective poison gases and the production of effective counter-measures, which marked gas warfare until November 1918.


          


          British gas attacks


          The British expressed outrage at Germany's use of poison gas at Ypres but responded by developing their own gas warfare capability. The commander of British II Corps, Lt.Gen. Ferguson (officially) said of gas:


          
            [image: British infantry advancing through gas at Loos, 25 September 1915.]

            
              British infantry advancing through gas at Loos, 25 September 1915.
            

          


          
            
              It is a cowardly form of warfare which does not commend itself to me or other English soldiers.... We cannot win this war unless we kill or incapacitate more of our enemies than they do of us, and if this can only be done by our copying the enemy in his choice of weapons, we must not refuse to do so.

            

          


          The first use of gas by the British was at the Battle of Loos, 25 September 1915 but the attempt was a disaster. Chlorine, codenamed Red Star, was the agent to be used (140 tons arrayed in 5,100 cylinders), and the attack was dependent on a favorable wind. However, on this occasion the wind proved fickle, and the gas either lingered in no man's land or, in places, blew back on the British trenches.


          The British Army had realized that the use of gas was needed, and mounted more gas attacks than the Germans in 1917 and 1918 due to marked increase in production of gas from the Allied nations. Germany was unable to keep up with this pace despite creating various new gases for use in battle, mostly due to very costly methods of production. Entry into the war by the United States allowed the Allies to increase mustard gas production far more than Germany. Also the prevailing wind on the Western Front was from the west, which meant the British more frequently had favorable conditions for a gas release than the Germans.


          [bookmark: 1915:_More_deadly_gases]


          1915: More deadly gases


          The deficiencies of chlorine were overcome with the introduction of phosgene, first used by France under the direction of French chemist Victor Grignard in 1915. Colorless and having an odour likened to "mouldy hay," phosgene was difficult to detect, making it a more effective weapon. Although phosgene was sometimes used on its own, it was more often used mixed with an equal volume of chlorine, the chlorine helping to spread the denser phosgene. The Allies called this combination White Star after the marking painted on shells containing the mixture.


          Phosgene was a potent killing agent, deadlier than chlorine. It had a potential drawback in that some of the symptoms of exposure took 24 hours or more to manifest. This meant that the victims were initially still capable of putting up a fight; although this could also mean that apparently fit troops would be incapacitated by the effects of the gas on the following day.


          In the first combined chlorine/phosgene attack by Germany, against British troops at Nieltje near Ypres, Belgium on 19 December 1915, 88 tons of the gas were released from cylinders causing 1069 casualties and 69 deaths. The British P gas helmet, issued at the time, was impregnated with phenate hexamine and partially effective against phosgene. The modified PH Gas Helmet, which was additionally impregnated with hexamethylenetetramine to improve the protection against phosgene, was issued in January 1916.


          Around 36,600 tons of the gas were manufactured during the war, out of a total of 190,000 tons for all chemical weapons, making it second only to chlorine (93,800 tons) in the quantity manufactured:


          
            	Germany 18,100 tons


            	France 1,125,700 tons


            	United Kingdom 1,400 tons (although they also used French stocks)


            	United States 1,400 tons (although they also used French stocks)

          


          Although it was never as notorious in public consciousness as mustard gas, it killed far more people, about 85% of the 100,000 deaths caused by chemical weapons during World War I.


          
            
              Estimated production of gases (by type)
            

            
              	Nation

              	Production (metric tons)
            


            
              	Irritant

              	Lachrymatory

              	Vesicant

              	Total
            


            
              	Austria-Hungary

              	5,080

              	255

              	

              	5,335
            


            
              	Britain

              	23,870

              	1,010

              	520

              	25,400
            


            
              	France

              	34,540

              	810

              	2,040

              	37,390
            


            
              	Germany

              	55,880

              	3,050

              	10,160

              	69,090
            


            
              	Italy

              	4,070

              	205

              	

              	4,275
            


            
              	Russia

              	3,550

              	155

              	

              	3,705
            


            
              	USA

              	5,590

              	5

              	175

              	5,770
            


            
              	Total

              	132,580

              	5,490

              	12,895

              	150,965
            

          


          [bookmark: 1917:_The_Mustard_gas]


          1917: The Mustard gas


          The most widely reported and, perhaps, the most effective gas of the First World War was mustard gas, a vesicant, which was introduced by Germany in July 1917 prior to the Third Battle of Ypres. The Germans marked their shells yellow for mustard gas and green for chlorine and phosgene, so they called the new gas Yellow Cross. It was known to the British as HS (Hun Stuff), while the French called it Yperite (named after Ypres).


          
            [image: A soldier with mustard gas burns, 1917/1918.]

            
              A soldier with mustard gas burns, 1917/1918.
            

          


          Mustard gas was not intended as a killing agent (though in high enough doses it was fatal) but instead was used to harass and disable the enemy and pollute the battlefield. Delivered in artillery shells, mustard gas was heavier than air, settled to the ground as an oily sherry-looking liquid. Once in the soil, mustard gas remained active for several days, weeks or even months, depending on the weather conditions.


          The polluting nature of mustard gas meant that it was not always suitable for supporting an attack as the assaulting infantry would be exposed to the gas when they advanced. When Germany launched Operation Michael on 21 March 1918, they saturated the Flesquires salient with mustard gas instead of attacking it directly, believing that the harassing effect of the gas, coupled with threats to the salient's flanks, would make the British position untenable.


          Gas never reproduced the dramatic success of 22 April 1915; however, it became a standard weapon which, combined with conventional artillery, was used to support most attacks in the later stages of the war. Gas was employed primarily on the Western Front  the static, confined trench system was ideal for achieving an effective concentration  however, Germany made use of gas against Russia on the Eastern Front, where the lack of effective countermeasures would result in deaths of thousands of Russian infantry, while Britain experimented with gas in Palestine during the Second Battle of Gaza.


          The skin of victims of mustard gas blistered, their eyes became very sore and they began to vomit. Mustard gas caused internal and external bleeding and attacked the bronchial tubes, stripping off the mucous membrane. This was extremely painful and most soldiers had to be strapped to their beds. It usually took a person four or five weeks to die of mustard gas exposure.


          One nurse, Vera Brittain, wrote: "I wish those people who talk about going on with this war whatever it costs could see the soldiers suffering from mustard gas poisoning. Great mustard-coloured blisters, blind eyes, all sticky and stuck together, always fighting for breath, with voices a mere whisper, saying that their throats are closing and they know they will choke."


          Near the end of the war, the United States began large scale production of an improved vesicant gas known as Lewisite, for use in an offensive planned for the spring of 1919. By the time of the armistice on November 11, a plant in Ohio was producing 10 tons per day of the substance, for a total of about 150 tons. It is uncertain what effect this new chemical would have had on the battlefield, however, as it degrades in moist conditions.


          


          Post-war


          By the end of the war, chemical weapons had lost much of their effectiveness against well trained and equipped troops. At that time, chemical weapon agents were used in one quarter of artillery shells fired but caused only 3% of casualties.


          Nevertheless, in the following years, chemical weapons were used in several, mainly colonial, wars where one side had an advantage in equipment over the other. The British used adamsite against Russian revolutionary troops in 1919 and mustard against Iraqi insurgents in the 1920s; Spain used chemical weapons in Morocco against Rif tribesmen throughout the 1920s and Italy used mustard gas in Libya in 1930 and again during its invasion of Ethiopia in 1936. In 1925, a Chinese warlord, Zhang Zuolin, contracted a German company to build him a mustard gas plant in Shenyang, which was completed in 1927.


          Public opinion had by then turned against the use of such weapons, which led to the Geneva Protocol, a treaty banning the use (but not the stockpiling) of lethal gas and bacteriological weapons which was signed by most First World War combatants in 1925. Most countries that signed ratified it within around five years, although a few took much longer  Brazil, Japan, Uruguay and the United States did not do so until the 1970s, and Nicaragua ratified it only in 1990.


          Although all major combatants stockpiled chemical weapons during the Second World War, the only reports of its use in the conflict were the Japanese use of relatively small amounts of mustard gas and lewisite in China, and very rare occurrences in Europe (for example some sulfur mustard bombs were dropped on Warsaw on 3 September 1939, which Germany acknowledged in 1942 but indicated that it had been accidental). Mustard gas was the agent of choice, with the British stockpiling 40,719 tons, the Russians 77,400 tons, the Americans over 87,000 tons and the Germans 27,597 tons.


          The mustard gas with which the British hoped to repel an invasion of the United Kingdom in 1940 was never needed, and a fear that the Allies also had nerve agents (in fact the Allies were not aware of them until the discovery of German stockpiles) prevented their deployment by Germany. Nevertheless poison gas technology played an important role in the Holocaust.


          Although chemical weapons have been used in at least a dozen wars since the end of the First World War, they have never been used again in combat on such a large scale. Nevertheless, the use of mustard gas and the more deadly nerve agents by Iraq during the 8-year Iran-Iraq war killed around 20,000 Iranian troops (and injured another 80,000), around a quarter of the number of deaths caused by chemical weapons during the First World War.


          


          Casualties


          
            [image: British 55th (West Lancashire) Division troops blinded by tear gas during the Battle of Estaires, 10 April 1918.]

            
              British 55th (West Lancashire) Division troops blinded by tear gas during the Battle of Estaires, 10 April 1918.
            

          


          The contribution of gas weapons to the total casualty figures was relatively minor. British figures, which were accurately maintained from 1916, recorded that only 3% of gas casualties were fatal, 2% were permanently invalid and 70% were fit for duty again within six weeks. All gas casualties were mentally scarred by exposure, and gas remained one of the great fears of the front-line soldier.


          
            
              It was remarked as a joke that if someone yelled 'Gas', everyone in France would put on a mask. ... Gas shock was as frequent as shell shock.

            


            
              H. Allen, Towards the Flame, 1934
            

          


          
            
              Gas! GAS! Quick, boys! - An ecstasy of fumbling,

              Fitting the clumsy helmets just in time;

              But someone still was yelling out and stumbling,

              And flound'ring like a man in fire or lime...

              Dim, through the misty panes and thick green light,

              As under a green sea, I saw him drowning.

              In all my dreams, before my helpless sight,

              He plunges at me, guttering, choking, drowning.

            


            
               Wilfred Owen, " Dulce Et Decorum Est", 1917
            

          


          Death by gas was particularly horrific. According to Denis Winter (Death's Men, 1978), a fatal dose of phosgene eventually led to "shallow breathing and retching, pulse up to 120, an ashen face and the discharge of four pints (2 liters) of yellow liquid from the lungs each hour for the 48 of the drowning spasms."


          
            [image: John Singer Sargent's 1918 painting Gassed.]

            
              John Singer Sargent's 1918 painting Gassed.
            

          


          A common fate of those exposed to gas was blindness, chlorine gas or mustard gas being the main causes. One of the most famous First World War paintings, Gassed by John Singer Sargent, captures such a scene of mustard gas casualties which he "witnessed" at a dressing station at Le Bac-du-Sud near Arras in July 1918. (The gasses used during that battle ( tear gas) caused temporary blindness and/or a painful stinging in the eyes. These bandages were normally water-soaked to provide a rudimentary form of pain relief to the eyes of casualties before they reached more organized medical help.)


          
            
              Estimated gas casualties
            

            
              	Nation

              	Fatal

              	Non-fatal
            


            
              	Russia

              	56,000

              	419,340
            


            
              	Germany

              	9,000

              	200,000
            


            
              	France

              	8,000

              	190,000
            


            
              	British Empire (includes Canada)

              	8,109

              	188,706
            


            
              	Austria-Hungary

              	3,000

              	100,000
            


            
              	USA

              	1,462

              	72,807
            


            
              	Italy

              	4,627

              	60,000
            


            
              	Total

              	88,498

              	1,240,853
            

          


          Mustard gas caused the most gas casualties on the Western Front, despite being produced in smaller quantities than inhalant gases such as chlorine and phosgene. The proportion of mustard gas fatalities to total casualties was low; only 2% of mustard gas casualties died and many of these succumbed to secondary infections rather than the gas itself. Once it was introduced at the third battle of Ypres, mustard gas produced 90% of all British gas casualties and 14% of battle casualties of any type.


          Mustard gas was a source of extreme dread. In The Anatomy of Courage (1945), Lord Moran, who had been a medical officer during the war, wrote: "After July 1917 gas partly usurped the role of high explosive in bringing to head a natural unfitness for war. The gassed men were an expression of trench fatigue, a menace when the manhood of the nation had been picked over."


          Mustard gas did not need to be inhaled to be effective  any contact with skin was sufficient. Exposure to 0.1 ppm was enough to cause massive blisters. Higher concentrations could burn flesh to the bone. It was particularly effective against the soft skin of the eyes, nose, armpits and groin, since it dissolved in the natural moisture of those areas. Typical exposure would result in swelling of the conjunctiva and eyelids, forcing them closed and rendering the victim temporarily blind. Where it contacted the skin, moist red patches would immediately appear which after 24 hours would have formed into blisters. Other symptoms included severe headache, elevated pulse and temperature (fever), and pneumonia (from blistering in the lungs).


          Death by mustard gas, when it came, was dreadful. A postmortem account from the British official medical history records one of the first British casualties:


          
            
              Case four. Aged 39 years. Gassed 29 July 1917. Admitted to casualty clearing station the same day. Died about ten days later. Brownish pigmentation present over large surfaces of the body. A white ring of skin where the wrist watch was. Marked superficial burning of the face and scrotum. The larynx much congested. The whole of the trachea was covered by a yellow membrane. The bronchi contained abundant gas. The lungs fairly voluminous. The right lung showing extensive collapse at the base. Liver congested and fatty. Stomach showed numerous submucous haemorrhages. The brain substance was unduly wet and very congested.

            

          


          A British nurse treating mustard gas cases recorded:


          
            
              They cannot be bandaged or touched. We cover them with a tent of propped-up sheets. Gas burns must be agonizing because usually the other cases do not complain even with the worst wounds but gas cases are invariably beyond endurance and they cannot help crying out.

            

          


          
            
              British forces gas casualties on the Western Front
            

            
              	Date

              	Agent

              	Casualties (official)
            


            
              	Fatal

              	Non-fatal
            


            
              	April  May 1915

              	Chlorine

              	350

              	7,000
            


            
              	May 1915  June 1916

              	Lachrymants

              	0

              	0
            


            
              	December 1915  August 1916

              	Chlorine

              	1,013

              	4,207
            


            
              	July 1916  July 1917

              	Various

              	532

              	8,806
            


            
              	July 1917  November 1918

              	Mustard gas

              	4,086

              	160,526
            


            
              	April 1915  November 1918

              	Total

              	5,981

              	180,539
            

          


          Many of those who survived a gas attack were scarred for life. Respiratory disease and failing eye sight were common post-war afflictions. Of the Canadians who, without any effective protection, had withstood the first chlorine attacks during 2nd Ypres, 60% of the casualties had to be repatriated and half of these were still unfit by the end of the war, over three years later.


          In reading the statistics of the time, one should bear the longer term in mind. Many of those who were fairly soon recorded as fit for service were left with scar tissue in their lungs. This tissue was susceptible to tuberculosis attack. It was from this that many of the 1918 casualties died, around the time of the Second World War, shortly before sulfa drugs became widely available for its treatment.


          One notable poison gas casualty of the Great War was Adolf Hitler, who was temporarily blinded. As a result, Hitler adamantly refused to authorise the use of poison gas on the battlefield during World War II, for fear of retaliation. However, poison gas agents such as carbon monoxide and Zyklon B were extensively used against civilians in extermination camps.


          


          Countermeasures


          None of the First World War's combatants were prepared for the introduction of poison gas as a weapon. Once gas had appeared, development of gas protection began and the process continued for much of the war producing a series of increasingly effective gas masks.


          Even at Second Ypres, Germany, still unsure of the weapon's effectiveness, only issued breathing masks to the engineers handling the gas. At Ypres a Canadian medical officer, who was also a chemist, quickly identified the gas as chlorine and recommended that the troops urinate on a cloth and hold it over their mouth and nose, the theory being the uric acid would crystallize the chlorine. The first official equipment issued was similarly crude; a pad of material, usually impregnated with a chemical, tied over the lower face. To protect the eyes from tear gas, soldiers were issued with gas goggles.


          
            [image: British Vickers machine gun crew wearing PH gas helmets with exhaust tubes.]

            
              British Vickers machine gun crew wearing PH gas helmets with exhaust tubes.
            

          


          The next advance was the introduction of the gas helmet  basically a bag placed over the head. The fabric of the bag was impregnated with a chemical to neutralize the gas  however, the chemical would wash out into the soldier's eyes whenever it rained. Eye-pieces, which were prone to fog up, were initially made from talc. When going into combat, gas helmets were typically worn rolled up on top of the head, to be pulled down and secured about the neck when the gas alarm was given. The first British version was the Hypo helmet, the fabric of which was soaked in sodium hyposulfite (commonly known as "hypo"). The British P gas helmet, partially effective against phosgene and with which all infantry were equipped with at Loos, was impregnated with phenate hexamine. A mouthpiece was added through which the wearer would breathe out to prevent carbon dioxide build-up. The adjutant of the 1/23rd Battalion, The London Regiment, recalled his experience of the P helmet at Loos:


          
            
              The goggles rapidly dimmed over, and the air came through in such suffocatingly small quantities as to demand a continuous exercise of will-power on the part of the wearers.

            

          


          A modified version of the P Helmet, called the PH Helmet, was issued in January 1916, and was additionally impregnated with hexamethylenetetramine to improve the protection against phosgene.


          
            [image: Australian infantry wearing Small Box Respirators, Ypres, September 1917.]

            
              Australian infantry wearing Small Box Respirators, Ypres, September 1917.
            

          


          Self-contained box respirators represented the culmination of gas mask development during the First World War. Box respirators used a two-piece design; a mouthpiece connected via a hose to a box filter. The box filter contained granules of chemicals that neutralised the gas, delivering clean air to the wearer. Separating the filter from the mask enabled a bulky but efficient filter to be supplied. Nevertheless, the first version, known as the Large Box Respirator (LBR) or "Harrison's Tower", was deemed too bulky  the "box" canister needed to be carried on the back. The LBR had no mask, just a mouthpiece and nose clip; separate gas goggles had to be worn. It continued to be issued to the artillery gun crews but the infantry were supplied with the "Small Box Respirator" (SBR).


          The Small Box Respirator featured a single-piece, close-fitting rubberized mask with eye-pieces. The box filter was compact and could be worn around the neck. The SBR could be readily upgraded as more effective filter technology was developed. The British-designed SBR was also adopted for use by the American Expeditionary Force. The SBR was the prized possession of the ordinary infantryman; when the British were forced to retreat during the German Spring Offensive of 1918, it was found that while some troops had discarded their rifles, hardly any had left behind their respirators.


          It was not only humans that needed protection from gas; horses and mules, which were the main means of transport, were also vulnerable to gas and needed to be provided with protection. As animals were never used near the front-line, protection from gas only became necessary when the practice of firing gas shells into rear areas was adopted.


          For mustard gas, which did not need to be inhaled in order to inflict casualties, no effective countermeasure was found during the war. The kilt-wearing Scottish regiments were especially vulnerable to mustard gas injuries due to their bare legs. At Nieuwpoort in Flanders some Scots battalions took to wearing women's tights beneath the kilt as a form of protection.


          The Canadian soldiers are said to have found a way to minimize the effects of the mustard gas. Since the gas was sent by the wind towards them, they understood that it would minimize the exposure to the gas if the Canadians not only did not flee but ran through the gas. The French, conversely, when the gas was first used against them, fled, and therefore spent more time in the gas, suffering greater casualties.


          
            [image: Gas alert by Arthur Streeton, 1918.]

            
              Gas alert by Arthur Streeton, 1918.
            

          


          Gas alert procedure became a routine for the front-line soldier. To warn of a gas attack, a bell would be rung, often made from a spent artillery shell. At the noisy batteries of the siege guns, a compressed air strombus horn was used, which could be heard nine miles (14 km) away. Notices would be posted on all approaches to an affected area, warning people to take precautions.


          Other British attempts at countermeasures were not so effective. An early plan was to use 100,000 fans to disperse the gas. Burning coal or carborundum dust was tried. A proposal was made to equip front-line sentries with diving helmets, air being pumped to them through a 100 ft (30 m) hose.


          However, the effectiveness of all countermeasures is apparent. In 1915, when poison gas was relatively new, less than 3% of British gas casualties died. In 1916, the proportion of fatalities jumped to 17%. By 1918, the figure was back below 3%, though the total number of British gas casualties was now nine times the 1915 levels.


          



          


          



          


          Delivery systems


          
            [image: A British cylinder release at Montauban on the Somme, June 1916 — part of the preparation for the Battle of the Somme.]

            
              A British cylinder release at Montauban on the Somme, June 1916  part of the preparation for the Battle of the Somme.
            

          


          The first system employed for the mass delivery of gas involved releasing the gas from cylinders in a favourable wind such that it was carried over the enemy's trenches. The main advantage of this method was that it was relatively simple and, in suitable atmospheric conditions, produced a concentrated cloud capable of overwhelming the gas mask defences. The disadvantages of cylinder releases were numerous. First and foremost, delivery was at the mercy of the wind. If the wind was fickle, as was the case at Loos, the gas could backfire, causing friendly casualties. Gas clouds gave plenty of warning, allowing the enemy time to protect themselves, though many soldiers found the sight of a creeping gas cloud unnerving. Also gas clouds had limited penetration, only capable of affecting the front-line trenches before dissipating.


          Finally, the cylinders had to be emplaced at the very front of the trench system so that the gas was released directly over no man's land. This meant that the cylinders had to be manhandled through communication trenches, often clogged and sodden, and stored at the front where there was always the risk that cylinders would be prematurely breached during a bombardment. A leaking cylinder could issue a telltale wisp of gas that, if spotted, would be sure to attract shellfire.


          
            [image: German gas attack on the eastern front.]

            
              German gas attack on the eastern front.
            

          


          A British chlorine cylinder, known as an "oojah", weighed 190 lb (86 kg), of which only 60 lb (27 kg) was chlorine gas, and required two men to carry. Phosgene gas was introduced later in a cylinder, known as a "mouse", that only weighed 50 lb (23 kg).


          Delivering gas via artillery shell overcame many of the risks of dealing with gas in cylinders. The Germans, for example, used 5.9-inch (150mm) artillery shells. Gas shells were independent of the wind and increased the effective range of gas, making anywhere within reach of the guns vulnerable. Gas shells could be delivered without warning, especially the clear, nearly odorless phosgene  there are numerous accounts of gas shells, landing with a "plop" rather than exploding, being initially dismissed as dud HE or shrapnel shells, giving the gas time to work before the soldiers were alerted and took precautions.


          
            [image: Loading a battery of Livens gas projectors.]

            
              Loading a battery of Livens gas projectors.
            

          


          The main flaw associated with delivering gas via artillery was the difficulty of achieving a killing concentration. Each shell had a small gas payload and an area would have to be subjected to a saturation bombardment to produce a cloud to match cylinder delivery. Mustard gas, however, did not need to form a concentrated cloud and hence artillery was the ideal vehicle for delivery of this battlefield pollutant.


          The solution to achieving a lethal concentration without releasing from cylinders was the "gas projector", essentially a large-bore mortar that fired the entire cylinder as a missile. The British Livens projector (invented by Captain W.H. Livens in 1917) was a simple device; an 8-inch (200mm) diameter tube sunk into the ground at an angle, a propellant was ignited by an electrical signal, firing the cylinder containing 30 or 40 lb (14 or 18 kg) of gas up to 1,900 meters. By arranging a battery of these projectors and firing them simultaneously, a dense concentration of gas could be achieved. The Livens was first used at Arras on 4 April 1917. On 31 March 1918 the British conducted their largest ever "gas shoot", firing 3,728 cylinders at Lens.


          


          Unexploded weapons


          
            [image: Phosgene delivery system unearthed at the Somme, 2006]

            
              Phosgene delivery system unearthed at the Somme, 2006
            

          


          Over 16,000,000acres (65,000km) of France had to be cordoned off at the end of the war because of unexploded ordnance. About 20% of the chemical shells were duds, and approximately 13 million of these munitions were left in place. This has been a serious problem in former battle areas from immediately after the end of the War until the present. Shells may be, for instance, uncovered when farmers plough their fields (termed the ' iron harvest'), and are also regularly discovered when public works or construction work is done.


          An additional difficulty is the current stringency of environmental legislation. In the past, a common method of getting rid of unexploded chemical ammunition was to detonate or dump it at sea; this is nowadays prohibited in most countries.


          The problems are especially acute in some northern regions of France. The French government no longer disposes of chemical weapons at sea. For this reason, piles of untreated chemical weapons accumulated. In 2001, it became evident that the pile stored at a depot in Vimy was unsafe; the inhabitants of the neighboring town were evacuated, and the pile moved, using refrigerated trucks and under heavy guard, to a military camp in Suippes. The capacity of the plant is meant to be 25 tons per year (extensible to 80 tons at the beginning), for a lifetime of 30 years.


          Germany has to deal with unexploded ammunition and polluted lands resulting from the explosion of an ammunition train in 1919.


          


          Gases used


          
            
              A=Allies, C=Central Powers
            

            
              	Name

              	First use

              	Type

              	Used by
            


            
              	Chlorine

              	1915

              	Irritant/Lung

              	Both
            


            
              	Phosgene

              	1915

              	Irritant/Skin and mucous membranes, corrosive, toxic

              	Both
            


            
              	Chloromethyl chloroformate

              	1915

              	Irritant/Eyes, skin, lungs

              	Both
            


            
              	Trichloromethyl chloroformate

              	1916

              	Severe irritant, causes burns

              	Both
            


            
              	Chloropicrin

              	1916

              	Irritant, lachrymatory, toxic

              	Both
            


            
              	Stannic chloride

              	1916

              	Severe irritant, causes burns

              	A
            


            
              	a-Chlorotoluene (Benzyl chloride)

              	1917

              	Irritant, lachrymatory

              	C
            


            
              	Bis(chloromethyl) ether (Dichloromethyl ether)

              	1918

              	Irritant, can blur vision

              	C
            


            
              	Diphenylchloroarsine (Diphenyl chlorasine)

              	1917

              	Irritant/Sternutatory

              	C
            


            
              	Ethyldichloroarsine

              	1918

              	Vesicant

              	C
            


            
              	N-Ethylcarbazole

              	1918

              	Irritant

              	C
            


            
              	Benzyl bromide

              	1915

              	Lachrymatory

              	C
            


            
              	Xylyl bromide

              	1914

              	Lachrymatory, toxic

              	Both
            


            
              	Ethyl iodoacetate

              	1916

              	Lachrymatory

              	A
            


            
              	Bromoacetone

              	1916

              	Lachrymatory, irritant

              	Both
            


            
              	Bromomethyl ethyl ketone

              	1916

              	Irritant/Skin, eyes

              	C
            


            
              	Acrolein

              	1916

              	Lachrymatory, toxic

              	A
            


            
              	Hydrocyanic acid (Prussic acid)

              	1916

              	Paralyzing

              	A
            


            
              	Hydrogen sulfide (Sulphuretted hydrogen)

              	1916

              	Irritant, toxic

              	A
            


            
              	Mustard gas (Bis(2-chloroethyl) sulfide)

              	1917

              	Vesicant (blistering agent)

              	Both
            

          


          


          Effect on World War II


          In the Geneva Gas Protocol of the Third Geneva Convention, signed in 1925, the signatory nations agreed not to use poison gas in the future, stating "the use in war of asphyxiating, poisonous or other gases, and of all analogous liquids, materials or devices, has been justly condemned by the general opinion of the civilised world."


          Nevertheless, precautions were taken in World War II. In both Axis and Allied nations, children in school were taught to wear gas masks in case of gas attack. Italy did use poison gas against Ethiopia in 1935 and 1936, and the Empire of Japan used gas against China in 1941. Germany developed the poison gases tabun, sarin, and soman during the war, and, infamously, used Zyklon B in Nazi extermination camps. Neither Germany nor the Allied nations used any of their war gases in combat, despite maintaining large stockpiles and occasional calls for their use, possibly heeding warnings of awful retaliation.


          
            Retrieved from " http://en.wikipedia.org/wiki/Poison_gas_in_World_War_I"
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              Poisson
            

            
              	Probability mass function

              [image: Plot of the Poisson PMF]

              The horizontal axis is the index k. The function is defined only at integer values of k. The connecting lines are only guides for the eye and do not indicate continuity.
            


            
              	Cumulative distribution function

              [image: Plot of the Poisson CDF]

              The horizontal axis is the index k.
            


            
              	Parameters

              	[image: \lambda \in (0,\infty)]
            


            
              	Support

              	[image: k \in \{0,1,2,\ldots\}]
            


            
              	Probability mass function (pmf)

              	[image: \frac{e^{-\lambda} \lambda^k}{k!}\!]
            


            
              	Cumulative distribution function (cdf)

              	
                [image: \frac{\Gamma(\lfloor k+1\rfloor, \lambda)}{\lfloor k\rfloor�!}\!\text{ for }k\ge 0]

                (where (x,y) is the Incomplete gamma function)

              
            


            
              	Mean

              	[image: \lambda\,]
            


            
              	Median

              	[image: \text{usually about }\lfloor\lambda+1/3-0.02/\lambda\rfloor]
            


            
              	Mode

              	[image: \lfloor\lambda\rfloor] and   1 if  is an integer
            


            
              	Variance

              	[image: \lambda\,]
            


            
              	Skewness

              	[image: \lambda^{-1/2}\,]
            


            
              	Excess kurtosis

              	[image: \lambda^{-1}\,]
            


            
              	Entropy

              	
                [image: \lambda[1\!-\!\ln(\lambda)]\!+\!e^{-\lambda}\sum_{k=0}^\infty \frac{\lambda^k\ln(k!)}{k!}]

                (for large ) [image: \frac{1}{2}\log(2 \pi e \lambda) - \frac{1}{12 \lambda} - \frac{1}{24 \lambda^2} - \frac{19}{360 \lambda^3} + O(\frac{1}{\lambda^4}) ]

              
            


            
              	Moment-generating function (mgf)

              	[image: \exp(\lambda (e^t-1))\,]
            


            
              	Characteristic function

              	[image: \exp(\lambda (e^{it}-1))\,]
            

          


          In probability theory and statistics, the Poisson distribution is a discrete probability distribution that expresses the probability of a number of events occurring in a fixed period of time if these events occur with a known average rate and independently of the time since the last event. The Poisson distribution can also be used for the number of events in other specified intervals such as distance, area or volume.


          The distribution was discovered by Simon-Denis Poisson (17811840) and published, together with his probability theory, in 1838 in his work Recherches sur la probabilit des jugements en matires criminelles et matire civile ("Research on the Probability of Judgments in Criminal and Civil Matters"). The work focused on certain random variables N that count, among other things, a number of discrete occurrences (sometimes called "arrivals") that take place during a time-interval of given length. If the expected number of occurrences in this interval is , then the probability that there are exactly k occurrences (k being a non-negative integer, k = 0, 1, 2, ...) is equal to


          
            	[image: f(k, \lambda)=\frac{\lambda^k e^{-\lambda}}{k!},\,\!]

          


          where


          
            	e is the base of the natural logarithm (e = 2.71828...)


            	k is the number of occurrences of an event - the probability of which is given by the function


            	k! is the factorial of k


            	 is a positive real number, equal to the expected number of occurrences that occur during the given interval. For instance, if the events occur on average every 4 minutes, and you are interested in the number of events occurring in a 10 minute interval, you would use as model a Poisson distribution with =10/4=2.5.

          


          As a function of k, this is the probability mass function. The Poisson distribution can be derived as a limiting case of the binomial distribution.


          The Poisson distribution can be applied to systems with a large number of possible events, each of which is rare. A classic example is the nuclear decay of atoms.


          The Poisson distribution is sometimes called a Poissonian, analogous to the term Gaussian for a Gauss or normal distribution.


          


          Poisson noise and characterizing small occurrences


          The parameter  is not only the mean number of occurrences [image: \scriptstyle\langle k \rangle], but also its variance [image: \scriptstyle\sigma_k^2 \ \stackrel{\mathrm{def}}{=}\ \langle k^{2} \rangle - \langle k \rangle^{2}] (see Table). Thus, the number of observed occurrences fluctuates about its mean  with a standard deviation [image: \scriptstyle\sigma_{k}\, =\, \sqrt{\lambda}]. These fluctuations are denoted as Poisson noise or (particularly in electronics) as shot noise.


          The correlation of the mean and standard deviation in counting independent, discrete occurrences is useful scientifically. By monitoring how the fluctuations vary with the mean signal, one can estimate the contribution of a single occurrence, even if that contribution is too small to be detected directly. For example, the charge e on an electron can be estimated by correlating the magnitude of an electric current with its shot noise. If N electrons pass a point in a given time t on the average, the mean current is I = eN/t; since the current fluctuations should be of the order [image: \scriptstyle\sigma_{I} = e\sqrt{N/t\ }] (i.e. the variance of the Poisson process), the charge e can be estimated from the ratio [image: \scriptstyle\sigma_{I}^{2}/I]. An everyday example is the graininess that appears as photographs are enlarged; the graininess is due to Poisson fluctuations in the number of reduced silver grains, not to the individual grains themselves. By correlating the graininess with the degree of enlargement, one can estimate the contribution of an individual grain (which is otherwise too small to be seen unaided). Many other molecular applications of Poisson noise have been developed, e.g., estimating the number density of receptor molecules in a cell membrane.


          
            	[image: \Pr(N_t=k)=f(k;\lambda t)=\frac{e^{-\lambda t} (\lambda t)^k}{k!},\,\!]

          


          


          Related distributions


          
            	If [image: X_1 \sim \mathrm{Pois}(\lambda_1)\,] and [image: X_2 \sim \mathrm{Pois}(\lambda_2)\,] then the difference Y = X1  X2 follows a Skellam distribution.


            	If [image: X_1 \sim \mathrm{Pois}(\lambda_1)\,] and [image: X_2 \sim \mathrm{Pois}(\lambda_2)\,] are independent, and Y = X1 + X2, then the distribution of X1 conditional on Y = y is a binomial. Specifically, [image: X_1|(Y=y) \sim \mathrm{Binom}(y, \lambda_1/(\lambda_1+\lambda_2))\,]. More generally, if X1, X2,..., Xn are Poisson random variables with parameters 1, 2,..., n then [image: X_i \left|\sum_{j=1}^n X_j\right. \sim \mathrm{Binom}\left(\sum_{j=1}^nX_j,\frac{\lambda_i}{\sum_{j=1}^n\lambda_j}\right)]


            	The Poisson distribution can be derived as a limiting case to the binomial distribution as the number of trials goes to infinity and the expected number of successes remains fixed. Therefore it can be used as an approximation of the binomial distribution if n is sufficiently large and p is sufficiently small. There is a rule of thumb stating that the Poisson distribution is a good approximation of the binomial distribution if n is at least 20 and p is smaller than or equal to 0.05. According to this rule the approximation is excellent if n  100 and np  10.


            	For sufficiently large values of , (say >1000), the normal distribution with mean , and variance , is an excellent approximation to the Poisson distribution. If  is greater than about 10, then the normal distribution is a good approximation if an appropriate continuity correction is performed, i.e., P(Xx), where (lower-case) x is a non-negative integer, is replaced by P(Xx+0.5).

          


          
            	
              
                	[image: F_\mathrm{Poisson}(x;\lambda) \approx F_\mathrm{normal}(x;\mu=\lambda,\sigma^2=\lambda)\,]

              

            

          


          
            	If the number of arrivals in a given time follows the Poisson distribution, with mean = , then the lengths of the inter-arrival times follow the Exponential distribution, with rate 1 / .

          


          


          Occurrence


          The Poisson distribution arises in connection with Poisson processes. It applies to various phenomena of discrete nature (that is, those that may happen 0, 1, 2, 3, ... times during a given period of time or in a given area) whenever the probability of the phenomenon happening is constant in time or space. Examples of events that may be modelled as a Poisson distribution include:


          
            	The number of cars that pass through a certain point on a road (sufficiently distant from traffic lights) during a given period of time.


            	The number of spelling mistakes one makes while typing a single page.


            	The number of phone calls at a call centre per minute.


            	The number of times a web server is accessed per minute.


            	The number of roadkill (animals killed) found per unit length of road.


            	The number of mutations in a given stretch of DNA after a certain amount of radiation.


            	The number of unstable nuclei that decayed within a given period of time in a piece of radioactive substance. The radioactivity of the substance will weaken with time, so the total time interval used in the model should be significantly less than the mean lifetime of the substance.


            	The number of pine trees per unit area of mixed forest.


            	The number of stars in a given volume of space.


            	The number of soldiers killed by horse-kicks each year in each corps in the Prussian cavalry. This example was made famous by a book of Ladislaus Josephovich Bortkiewicz (18681931).


            	The distribution of visual receptor cells in the retina of the human eye.


            	The number of light bulbs that burn out in a certain amount of time.


            	The number of viruses that can infect a cell in cell culture.


            	The number of hematopoietic stem cells in a sample of unfractionated bone marrow cells.


            	The number of inventions of an inventor over their career.


            	The number of particles that "scatter" off of a target in a nuclear or high energy physics experiment.

          


          [Note: the intervals between successive Poisson events are reciprocally-related, following the Exponential distribution. For example, the lifetime of a lightbulb, or waiting time between buses.]


          


          How does this distribution arise?  The law of rare events


          In several of the above examplesfor example, the number of mutations in a given sequence of DNAthe events being counted are actually the outcomes of discrete trials, and would more precisely be modelled using the binomial distribution. However, the binomial distribution with parameters n and /n, i.e., the probability distribution of the number of successes in n trials, with probability /n of success on each trial, approaches the Poisson distribution with expected value  as n approaches infinity. This limit is sometimes known as the law of rare events, although this name may be misleading because the events in a Poisson process need not be rare (the number of telephone calls to a busy switchboard in one hour follows a Poisson distribution, but these events would not be considered rare). It provides a means by which to approximate random variables using the Poisson distribution rather than the more-cumbersome binomial distribution.


          Here are the details. First, recall from calculus that


          
            	[image: \lim_{n\to\infty}\left(1-{\lambda \over n}\right)^n=e^{-\lambda}.]

          


          Let p = /n. Then we have


          
            	[image: \lim_{n\to\infty} \Pr(X=k)=\lim_{n\to\infty}{n \choose k} p^k (1-p)^{n-k} =\lim_{n\to\infty}{n! \over (n-k)!k!} \left({\lambda \over n}\right)^k \left(1-{\lambda\over n}\right)^{n-k}]

          


          
            	[image: =\lim_{n\to\infty} \underbrace{\left({n \over n}\right)\left({n-1 \over n}\right)\left({n-2 \over n}\right) \cdots \left({n-k+1 \over n}\right)}\ \underbrace{\left({\lambda^k \over k!}\right)}\ \underbrace{\left(1-{\lambda \over n}\right)^n}\ \underbrace{\left(1-{\lambda \over n}\right)^{-k}}]

          


          As n approaches , the expression over the first underbrace approaches 1; the second remains constant since "n" does not appear in it at all; the third approaches e; and the fourth expression approaches 1.


          Consequently the limit is


          
            	[image: {\lambda^k e^{-\lambda} \over k!}.\,\!]

          


          More generally, whenever a sequence of binomial random variables with parameters n and pn is such that


          
            	[image: \lim_{n\rightarrow\infty} np_n = \lambda,]

          


          the sequence converges in distribution to a Poisson random variable with mean  (see, e.g. law of rare events).


          


          Properties


          
            	The expected value of a Poisson-distributed random variable is equal to  and so is its variance. The higher moments of the Poisson distribution are Touchard polynomials in , whose coefficients have a combinatorial meaning. In fact when the expected value of the Poisson distribution is 1, then Dobinski's formula says that the nth moment equals the number of partitions of a set of size n.

          


          
            	The mode of a Poisson-distributed random variable with non-integer  is equal to [image: \scriptstyle\lfloor \lambda \rfloor], which is the largest integer less than or equal to . This is also written as floor(). When  is a positive integer, the modes are  and 1.

          


          
            	Sums of Poisson-distributed random variables:

          


          
            	If [image: X_i \sim \mathrm{Poi}(\lambda_i)\,] follow a Poisson distribution with parameter [image: \lambda_i\,] and Xi are independent, then [image: Y = \sum_{i=1}^N X_i \sim \mathrm{Poi}\left(\sum_{i=1}^N \lambda_i\right)\,] also follows a Poisson distribution whose parameter is the sum of the component parameters.

          


          
            	The moment-generating function of the Poisson distribution with expected value  is

          


          
            	
              
                	[image: \mathrm{E}\left(e^{tX}\right)=\sum_{k=0}^\infty e^{tk} f(k;\lambda)=\sum_{k=0}^\infty e^{tk} {\lambda^k e^{-\lambda} \over k!} =e^{\lambda(e^t-1)}.]

              

            

          


          
            	All of the cumulants of the Poisson distribution are equal to the expected value . The nth factorial moment of the Poisson distribution is n.

          


          
            	The Poisson distributions are infinitely divisible probability distributions.

          


          
            	The directed Kullback-Leibler divergence between Poi(0) and Poi() is given by

          


          
            	
              
                	[image: \Delta(\lambda||\lambda_0) = \lambda \left( 1 - \frac{\lambda_0}{\lambda} + \frac{\lambda_0}{\lambda} \log \frac{\lambda_0}{\lambda} \right).]

              

            

          


          


          Generating Poisson-distributed random variables


          A simple way to generate random Poisson-distributed numbers is given by Knuth, see References below.

          
algorithm poisson random number (Knuth):
 init:
   Let L  e, k  0 and p  1.
 do:
   k  k + 1.
   Generate uniform random number u in [0,1] and let p  p  u.
 while p  L.
 return k  1. 



          While simple, the complexity is linear in . There are many other algorithms to overcome this. Some are given in Ahrens & Dieter, see References below.


          


          Parameter estimation


          


          Maximum likelihood


          Given a sample of n measured values ki we wish to estimate the value of the parameter  of the Poisson population from which the sample was drawn. To calculate the maximum likelihood value, we form the log-likelihood function


          
            	[image: L(\lambda) = \ln \prod_{i=1}^n f(k_i \mid \lambda) \!]


            	[image: = \sum_{i=1}^n \ln\!\left(\frac{e^{-\lambda}\lambda^{k_i}}{k_i!}\right) \!]


            	[image: = -n\lambda + \left(\sum_{i=1}^n k_i\right) \ln(\lambda) - \sum_{i=1}^n \ln(k_i!). \!]

          


          Take the derivative of L with respect to  and equate it to zero:


          
            	[image: \frac{\mathrm{d}}{\mathrm{d}\lambda} L(\lambda) = 0 \iff -n + \left(\sum_{i=1}^n k_i\right) \frac{1}{\lambda} = 0 \!]

          


          Solving for  yields the maximum-likelihood estimate of :


          
            	[image: \widehat{\lambda}_\mathrm{MLE}=\frac{1}{n}\sum_{i=1}^n k_i. \!]

          


          Since each observation has expectation  so does this sample mean. Therefore it is an unbiased estimator of . It is also an efficient estimator, i.e. its estimation variance achieves the Cramr-Rao lower bound (CRLB).


          


          Bayesian inference


          In Bayesian inference, the conjugate prior for the rate parameter  of the Poisson distribution is the Gamma distribution. Let


          
            	[image: \lambda \sim \mathrm{Gamma}(\alpha, \beta) \!]

          


          denote that  is distributed according to the Gamma density g parameterized in terms of a shape parameter  and an inverse scale parameter :


          
            	[image:  g(\lambda \mid \alpha,\beta) = \frac{\beta^{\alpha}}{\Gamma(\alpha)} \; \lambda^{\alpha-1} \; e^{-\beta\,\lambda} \qquad \mbox{for}\ \lambda>0 \,\!.]

          


          Then, given the same sample of n measured values ki as before, and a prior of Gamma(, ), the posterior distribution is


          
            	[image: \lambda \sim \mathrm{Gamma}(\alpha + \sum_{i=1}^n k_i, \frac{1}{\frac{1}{\beta} + n}). \!]

          


          The posterior mean E[] approaches the maximum likelihood estimate [image: \widehat{\lambda}_\mathrm{MLE}] in the limit as [image: \alpha\to 0,\ \beta\to 0].


          The posterior predictive distribution of additional data is a Gamma-Poisson (i.e. negative binomial) distribution.


          


          The "law of small numbers"


          The word law is sometimes used as a synonym of probability distribution, and convergence in law means convergence in distribution. Accordingly, the Poisson distribution is sometimes called the law of small numbers because it is the probability distribution of the number of occurrences of an event that happens rarely but has very many opportunities to happen. The Law of Small Numbers is a book by Ladislaus Bortkiewicz about the Poisson distribution, published in 1898. Some historians of mathematics have argued that the Poisson distribution should have been called the Bortkiewicz distribution.


          


          Calculating an approximation of the Poisson probability


          When k becomes large (>20) the use of logs and factorial approximations are needed. Here is an example written in Java.


          
            
/**Calculates an approximation of the Poisson probability.
 * @param mean - lambda, the average number of occurrences
 * @param observed - the actual number of occurences observed
 * @return ln(Poisson probability) - the natural log of the Poisson probability.
 */
public static double poissonProbabilityApproximation (double mean, int observed) {
  double k = observed;
  double a = k * Math.log(mean);
  double b = -mean;
  return a + b - factorialApproximation(k);
}
 
/**Srinivasa Ramanujan ln(n!) factorial estimation.
 * Good for larger values of n.
 * @return ln(n!)
 */
public static double factorialApproximation(double n) {
  if (n < 2.) return 0;
  double a = n * Math.log(n) - n;
  double b = Math.log(n * (1. + 4. * n * (1. + 2. * n))) / 6.;
  return a + b + Math.log(Math.PI) / 2.;
}


          


          


          Online Visualization Tools


          
            	SOCR distribution GUI


            	TAMU's Interactive Poisson Distribution

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Poisson_distribution"
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              Pokmon Trading Card Game
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                A Pokmon card game in progress.

                

                This content has an uncertain copyright status and is pending deletion. You can comment on its removal.
              
            


            
              	Publisher

              	Wizards of the Coast

              (October 1996 - July 2003)

              Pokmon USA, Inc./Nintendo

              (July 2003 - present)
            


            
              	Players

              	2-4
            


            
              	Age range

              	7+
            


            
              	Setup time

              	< 3 minutes
            


            
              	Playing time

              	~ Varies1
            


            
              	Random chance

              	Some
            


            
              	Skills required

              	Card playing

              Arithmetic

              Basic Reading Ability
            


            
              	
                
                  
                    Footnotes
                  


                  
                    1 Games may take much longer or shorter depending on a deck's play style. 2Strategy and complexity of play depends greatly on the specific deck's play style and level of competition.
                  

                

              
            

          


          The Pokmon Trading Card Game (Pokmon TCG) is a collectible card game based on the Pokmon video game series, first introduced in Japan in October 1996, then North America in December 1998. It was initially published by Wizards of the Coast, the company that produces Magic: the Gathering. Although Wizards of the Coast lost the licence to publish the game in July 2003, sets continue to be published under the jurisdiction of Nintendo and Pokmon USA, Inc. (PUI).


          


          Game concepts


          The game is centered on the concept of the Pokmon battle. All Pokmon cards have attacks and Hit Points (HP) except for energy cards and trainer cards; by doing damage to the opponent's Pokmon equal to their Hit Points, the player can knock them out and send them to the discard pile.


          


          Victory conditions


          There are three different ways to win a game:


          
            	The first type of win condition is to retrieve a set of "prize cards". A number of cards (usually six) are set aside from the top of each player's deck at the beginning of each game. Each time a player knocks out an opponent's Pokmon, he or she puts a prize card into his or her hand. Pokmon-ex cards, introduced in EX: Ruby and Sapphire, are more powerful than their non-ex counterparts, but allow a player who knocks them out to take two prize cards instead of one.


            	Second, a player loses if his or her active Pokmon (the one currently conducting battle) is knocked out and he or she has no other Pokmon in play.


            	Third, a player must draw a card from the top of the deck at the beginning of his or her turn, and therefore loses if there are no cards remaining in the deck at the beginning of the turn. This is a trend common to most trading card games.

          


          


          Card types


          There are five types of cards in the Pokmon Trading Card Game: Pokmon cards, Energy cards, Trainer cards, Stadium cards, and Supporter cards. Though only Pokmon cards are necessary in a deck, both Energy cards and Trainer cards are important to achieving victory. A player's 60-card deck may only contain four cards with the same name, with the exception of Basic Energy cards.


          


          Pokmon cards


          


          Pokmon cards are the basis of all decks. Without them a player cannot play the game, since both players begin the game by placing a basic Pokmon in the active position on the playing field. Each Pokmon card depicts a Pokmon from the video games. Each player may have up to six Pokmon on the playing field at a time: one active Pokmon and up to five on the bench (these are considered to be in reserve, but they can still affect the gameplay). Each Pokmon card has a name, type, amount of Hit Points, level of evolution, attack(s), weakness, resistance, retreat cost, and flavor text. Some Pokmon have effects, called Pok-Powers or Pok-Bodies, that are not attacks but can affect gameplay; occasionally a Pokmon will have no attacks. From Diamond & Pearl onwards, each Pokmon's level is given next to its name, although not part of the name itself (e.g. Magnezone LV.48).


          Most Pokmon feature attacks that deal damage to the opponent's active Pokmon, or occasionally, their benched Pokmon; still others perform different functions, such as manipulating players' possession of cards. The vast majority of these attacks require Energy, which comes in the form of Energy cards, though the occasional Pokmon may have an attack that requires no energy (these attacks typically are weak or perform a function other than damage). Once per turn, players can use one of their active Pokmon's attacks.


          


          The two types of Pokmon cards are Basic Pokmon and evolution cards. Basic Pokmon are Pokmon that have not evolved, and can be played directly onto the Bench. Each deck must have at least one Basic Pokmon to be considered legal. In contrast, an evolution card represents a Pokmon that has evolved. Unlike Basic Pokmon, evolution cards cannot be placed directly onto the field (unless something happens that allows one to do so); they must be played on the corresponding Basic Pokmon. Stage 1 Pokmon evolve from Basic Pokmon, and Stage 2 Pokmon evolve from a Stage 1 Pokmon. As a Pokmon evolves, it gains HP and can use Energy more effectively.


          
            Retrieved from " http://en.wikipedia.org/wiki/Pok%C3%A9mon_Trading_Card_Game"
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                Rzeczpospolita Polska

                
                  Republic of Poland
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                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	Anthem:Mazurek Dąbrowskiego( Polish)

              Dąbrowski's Mazurek

              ("Poland Is Not Yet Lost") (English).

            


            
              	
                
                  [image: Location of Poland]
                


                
                  Location of Poland(orange)

                  on the European continent(camel &white)

                  in the European Union(camel) [ Legend]

                

              
            


            
              	Capital

              (and largest city)

              	Warsaw

            


            
              	Official languages

              	Polish
            


            
              	Demonym

              	Pole/Polish
            


            
              	Government

              	Parliamentary republic
            


            
              	-

              	President

              	Lech Kaczyński
            


            
              	-

              	Prime Minister

              	Donald Tusk
            


            
              	Formation
            


            
              	-

              	Christianisation4

              	14 April 966
            


            
              	-

              	Redeclared

              	11 November 1918
            


            
              	EU accession

              	1 May 2004
            


            
              	Area
            


            
              	-

              	Total

              	312,685km( 69th)

              120,728 sqmi
            


            
              	-

              	Water(%)

              	3.07
            


            
              	Population
            


            
              	-

              	Dec. 2007census

              	38,115,641 
            


            
              	-

              	Density

              	122/km( 83rd)

              319.9/sqmi
            


            
              	GDP( PPP)

              	2007 (IMF)estimate
            


            
              	-

              	Total

              	$620.9 billion( 21st)
            


            
              	-

              	Per capita

              	$16,600 (2007)( 50th)
            


            
              	GDP (nominal)

              	2007 (IMF)estimate
            


            
              	-

              	Total

              	$413.3 billion( 24th)
            


            
              	-

              	Per capita

              	$11,693( 49th)
            


            
              	HDI(2005)

              	▲ 0.870(high)( 37th)
            


            
              	Currency

              	Złoty ( PLN)
            


            
              	Time zone

              	CET ( UTC+1)
            


            
              	-

              	Summer( DST)

              	CEST( UTC+2)
            


            
              	Internet TLD

              	.pl5
            


            
              	Calling code

              	+48
            


            
              	1 See, however, Unofficial mottos of Poland.

               Although not official languages, Belarusian, Kashubian, Lithuanian and German are used in 20 communal offices.

               The area of Poland according to the administrative division, as given by the Central Statistical Office, amounts to 312,679km: land area (311 888km) and part of internal waters (791km) cut by the coast line. The area of Poland's territory, including all internal waters and the territorial sea, is 322 575km.

              4 The adoption of Christianity in Poland is seen by many Poles, regardless of their religious affiliation, as one of the most significant national historical events; the new religion was used to unify the tribes in the region.

              5 Also .eu, as Poland is a member of the European Union.
            

          


          Poland ( Polish: Polska), officially the Republic of Poland ( Polish: Rzeczpospolita Polska), is a country in Central Europe. Poland is bordered by Germany to the west; the Czech Republic and Slovakia to the south; Ukraine, Belarus and Lithuania to the east; and the Baltic Sea and Kaliningrad Oblast, a Russian exclave, to the north. The total area of Poland is 312,679km (120,728 sqmi), making it the 69th largest country in the world and 9th in Europe. Poland has a population of over 38.5 million people, which makes it the 33rd most populous country in the world.


          The establishment of a Polish state is often identified with the adoption of Christianity by its ruler Mieszko I in 966 (see Baptism of Poland), when the state covered territory similar to that of present-day Poland. Poland became a kingdom in 1025, and in 1569 it cemented a long association with the Grand Duchy of Lithuania by uniting to form the Polish-Lithuanian Commonwealth. The Commonwealth collapsed in 1795, and its territory was partitioned among Prussia, Russia, and Austria. Poland regained its independence in 1918 after World War I but lost it again in World War II, occupied by Nazi Germany and the Soviet Union. Poland lost over six million citizens in World War II, and emerged several years later as a socialist republic within the Eastern Bloc under strong Soviet influence. In 1989 communist rule was overthrown and Poland became what is constitutionally known as the "Third Polish Republic". Poland is a unitary state made up of sixteen voivodeships ( Polish: wojewdztwo). Poland is also a member of the European Union, NATO and OECD.


          


          Geography


          
            [image: Poland’s topography]

            
              Polands topography
            

          


          Polands territory extends across several geographical regions. In the northwest is the Baltic seacoast, which extends from the Bay of Pomerania to the Gulf of Gdansk. This coast is marked by several spits, coastal lakes (former bays that have been cut off from the sea), and dunes. The largely straight coastline is indented by the Szczecin Lagoon, the Bay of Puck, and the Vistula Lagoon. The centre and parts of the north lie within the North European Plain. Rising gently above these lowlands is a geographical region comprising the four hilly districts of moraines and moraine-dammed lakes formed during and after the Pleistocene ice age. These lake districts are the Pomeranian Lake District, the Greater Polish Lake District, the Kashubian Lake District, and the Masurian Lake District. The Masurian Lake District is the largest of the four and covers much of northeastern Poland. The lake districts form part of the Baltic Ridge, a series of moraine belts along the southern shore of the Baltic Sea. South of the Northern European Lowlands lie the regions of Silesia and Masovia, which are marked by broad ice-age river valleys. Farther south lies the Polish mountain region, including the Sudetes, the Cracow-Częstochowa Upland, the Świętokrzyskie Mountains, and the Carpathian Mountains, including the Beskids. The highest part of the Carpathians is the Tatra Mountains, along Polands southern border.


          


          Rivers


          The longest rivers are the Vistula ( Polish: Wisła), 1,047 km (678 miles) long; the Oder ( Polish: Odra)  which forms part of Polands western border  854 km (531 miles) long; its tributary, the Warta, 808 km (502 miles) long; and the Bug  a tributary of the Vistula  772 km (480 miles) long. The Vistula and the Oder flow into the Baltic Sea, as do numerous smaller rivers in Pomerania. The Łyna and the Angrapa flow by way of the Pregolya to the Baltic, and the Czarna Hańcza flows into the Baltic through the Neman. While the great majority of Polands rivers drain into the Baltic Sea, Polands Beskids are the source of some of the upper tributaries of the Orava, which flows via the Vh and the Danube to the Black Sea. The eastern Beskids are also the source of some streams that drain through the Dniester to the Black Sea.


          Polands rivers have been used since early times for navigation. The Vikings, for example, traveled up the Vistula and the Oder in their longships. In the Middle Ages and in early modern times, when Poland-Lithuania was the breadbasket of Europe, the shipment of grain and other agricultural products down the Vistula toward Gdańsk and onward to eastern Europe took on great importance. For an overview of Polish rivers, see Category:Rivers of Poland.


          


          Geology
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              Granite crags of the High Tatras
            

          


          The geological structure of Poland has been shaped by the continental collision of Europe and Africa over the past 60 million years, on the one hand, and the Quaternary glaciations of northern Europe, on the other. Both processes shaped the Sudetes and the Carpathians. The moraine landscape of northern Poland contains soils made up mostly of sand or loam, while the ice-age river valleys of the south often contain loess. The Cracow-Częstochowa Upland, the Pieniny, and the Western Tatras consist of limestone, while the High Tatras, the Beskids, and the Karkonosze are made up mainly of granite and basalts. The Krakw-Częstochowa Upland is one of the oldest mountain ranges on earth.


          


          Mountains and topography
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              The Pieniny in the Carpathians
            

          


          Poland has 21 mountains over 2,000 metres (6,561 ft) in elevation, all in the High Tatras. The Polish Tatras, which consist of the High Tatras and the Western Tatras, is the highest mountain group of Poland and of the entire Carpathian range. In the High Tatras lies Polands highest point, the northwestern peak of Rysy, 2,499 metres (8,199 ft) in elevation. At its foot lies the mountain lake, the Morskie Oko. The second-highest mountain group in Poland is the Beskids, whose highest peak is Babia Gra, at 1,725 metres (5,659 ft). The next highest mountain group is the Karkonosze, whose highest point is Śnieżka, at 1,602 metres (5,256 ft). Among the most beautiful mountains of Poland are the Bieszczady Mountains in the far southeast of Poland, whose highest point in Poland is Tarnica, with an elevation of 1,346 metres (4,416 ft). Tourists also frequent the Gorce Mountains in Gorce National Park, with elevations around 1,300 metres (4,300 ft), and the Pieniny in Pieniny National Park, with elevations around 1,000 metres (3,300 ft). The lowest point in Polandat 2 metres (7 ft) below sea levelis at Raczki Elbląskie, near Elbląg in the Vistula Delta. For a list of the most important mountain ranges of Poland, see the Category:Mountain ranges of Poland.


          


          Lakes
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          With almost ten thousand closed bodies of water covering more than one hectare (2.47 acres) each, Poland has one of the highest numbers of lakes in the world. In Europe, only Finland has a greater density of lakes. The largest lakes, covering more than 100 square kilometers (38.6 square miles), are Lake Śniardwy and Lake Mamry in Masuria, as well as Lake Łebsko and Lake Drawsko in Pomerania. In addition to the lake districts in the north (in Masuria, Pomerania, Kashubia, Lubuskie, and Greater Poland), there is also a large number of mountain lakes in the Tatras, of which the Morskie Oko is the largest in area. The lake with the greatest depthof more than 100 metres (328 ft) is Lake Hańcza in the Wigry Lake District, east of Masuria in Podlaskie Voivodship.


          Among the first lakes whose shores were settled are those in the Greater Polish Lake District. The stilt house settlement of Biskupin, occupied by more than one thousand residents, was founded before the seventh century BC by people of the Lusatian culture. The ancestors of todays Poles, the Polanie, built their first fortresses on islands in these lakes. The legendary Prince Popiel is supposed to have ruled from Kruszwica on Lake Gopło. The first historically documented ruler of Poland, Duke Mieszko I, had his palace on an island in the Warta River in Poznań.


          For the most important lakes of Poland, see the Category:Lakes of Poland.


          


          The coast
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              Dunes in Słowiński National Park
            

          


          The Polish Baltic coast is approximately 528 kilometres (328 miles) long and extends from Świnoujście on the islands of Usedom and Wolin in the west to Krynica Morska on the Vistula Spit in the east. For the most part, Poland has a smooth coastline, which has been shaped by the continual movement of sand by currents and winds from west to east. This continual erosion and deposition has formed cliffs, dunes, and spits, many of which have migrated landwards to close off former lagoons, such as Łebsko Lake in Słowiński National Park. The largest spits are Hel Peninsula and the Vistula Spit. The largest Polish Baltic island is Wolin. The largest port cities are Gdynia, Gdańsk, Szczecin, and Świnoujście. The main coastal resorts are Sopot, Międzyzdroje, Kołobrzeg, Łeba, Władysławowo, and the Hel Peninsula.


          


          The desert
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              Błędw Desert, the only desert in Poland
            

          


          Błędw Desert is a desert located in Southern Poland in the Silesian Voivodeship and stretches over the Zagłębie Dąbrowskie region. It has a total area of 32 km. It is the only desert located in Poland. It is one of only five natural deserts in Europe. It is the warmest desert that appears at this latitude. It was created thousands of years ago by a melting glacier. The specific geological structure has been of big importance - the average thickness of the sand layer is about 40 meters (maximum 70 m), which made the fast and deep drainage very easy. In recent years the desert has started to shrink. The phenomenon of mirages has been known to exist there.


          


          Land use
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              The patchwork landscape of Masuria
            

          


          Forests cover 28% of Polands land area. More than half of the land is devoted to agriculture. While the total area under cultivation is declining, the remaining farmland is more intensively cultivated.


          More than 1% of Polands territory  3,145 square kilometres (1,214 square miles)  is protected within 23 national parks. In this respect, Poland ranks first in Europe. Three more national parks are projected for Masuria, the Cracow-Częstochowa Upland, and the eastern Beskids. Most Polish national parks are located in the southern part of the country. In addition, wetlands along lakes and rivers in central Poland are legally protected, as are coastal areas in the north. There are also over 120 areas designated as landscape parks, and numerous nature reserves and other protected areas.


          


          Flora and fauna
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              A wisent in the Białowieża Forest
            

          


          Phytogeographically, Poland belongs to the Central European province of the Circumboreal Region within the Boreal Kingdom. According to the WWF, the territory of Poland can be subdivided into three ecoregions: the Baltic mixed forests, Central European mixed forests and Carpathian montane conifer forests.


          Many animals that have since died out in other parts of Europe still survive in Poland, such as the wisent in the ancient woodland of the Białowieża Forest and in Podlachia. Other such species include the brown bear in Białowieża, in the Tatras, and in the Beskids, the gray wolf and the Eurasian lynx in various forests, the moose in northern Poland, and the beaver in Masuria, Pomerania, and Podlachia. In the forests, one also encounters game animals, such as red deer, roe deer, and boars. In eastern Poland there are a number of ancient woodlands, like Białowieża, that have never been cleared by people. There are also large forested areas in the mountains, Masuria, Pomerania, and Lower Silesia.
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              Family of White stork, a national bird in Poland
            

          


          Poland is the most important breeding ground for European migratory birds. Out of all of the migratory birds who come to Europe for the summer, one quarter breed in Poland, particularly in the lake districts and the wetlands along the Biebrza, the Narew, and the Warta, which are part of nature reserves or national parks. In Masuria, there are villages in which storks outnumber people.


          


          Climate


          The climate is mostly temperate throughout the country. The climate is oceanic in the north and west and becomes gradually warmer and continental as one moves south and east. Summers are generally warm, with average temperatures between 20 C (68 F) and 27 C (80,6 F). Winters are cold, with average temperatures around 3 C (37,4 F) in the northwest and 8 C (17,6 F) in the northeast. Precipitation falls throughout the year, although, especially in the east; winter is drier than summer. The warmest region in Poland is Lesser Poland located in Southern Poland where temperatures in the summer average between 23 C (73,4 F) and 30 C (86 F) but can go as high as 32 C (89,6 F) to 38 C (100,4 F) on some days in the warmest month of the year July. The warmest city in Poland is Tarnw. The city is located in Lesser Poland; it is the hottest place in Poland all year round. The average temperatures being 30 C (86 F) in the summer and 4 C (39,2 F) in the winter. Tarnw also has the longest summer in Poland spreading from mid May to mid September. Also it has the shortest winter in Poland which often lasts from January to March, less than the regular three-month winter. The coldest region of Poland is in the Northeast in the Podlaskie Voivodeship near the border of Belarus. The climate is efficient due to cold fronts which come from Scandinavia and Siberia. The average temperature in the winter in Podlachian ranges from -15 C (5 F) to -4 C ( 24,8 F).


          


          Demographics
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          Poland, with 38.5 million inhabitants, has the eighth-largest population in Europe and the sixth-largest in the European Union. It has a population density of 122 inhabitants per square kilometer (328 per square mile).


          Poland historically contained many languages, cultures and religions on its soil. The country had a particularly large Jewish population prior to the Second World War, when the Nazi Holocaust caused Poland's Jewish population, estimated at 3 million before the war, to drop to just 300,000. The outcome of the war, particularly the westward shift of Poland's borders to the area between the Curzon line and the Oder-Neisse line, coupled with post-war expulsion of minorities, gave Poland an appearance of homogeneity.


          As of 2002, 36,983,700 people, or 96.74% of the population consider themselves Polish ( Census 2002), while 471,500 (1.23%) declared another nationality. 774,900 people (2.03%) did not declare any nationality. The largest nationalities and ethnic groups in Poland are Silesians, Germans (most in the former Opole Voivodeship), Ukrainians, Lithuanians, Russians, Jews and Belarusians. The Polish language, a member of the West Slavic branch of the Slavic languages, functions as the official language of Poland. English and German are the most common second languages studied and spoken.


          In recent years, Poland's population has decreased because of an increase in emigration and a sharp drop in the birth rate. In 2006, the census office estimated the total population of Poland at 38,536,869, a slight rise on the 2002 figure of 38,230,080. Since Poland's accession to the European Union, a significant number of Poles have emigrated to Western European countries such as the United Kingdom, Germany and Ireland in search of work. Some organizations have stated that Polish emigration is primarily due to Poland's high unemployment rate (10.5%), with Poles searching for better work opportunities abroad. In April 2007, the Polish population of the United Kingdom had risen to approximately 300,000 and estimates place the Polish population in Ireland at 65,000.


          However lately it has been reported that large numbers of Polish citizens who had previously emigrated to other parts of the EU for better prospects are in fact returning due to the dramatic increase in standards of living for Poles in their own country as well as sharp increases in wages. The Central Statistical Office of the Polish government recently published figures which gave evidence that there is now a net inflow of people into the country.


          Polish minorities are still present in the neighboring countries of Ukraine, Belarus, and Lithuania, as well as in other countries (see Poles for population numbers). Altogether, the number of ethnic Poles living abroad is estimated to be around 20 million. The largest number of Poles outside of Poland can be found in the United States.


          


          Urban Areas


          The largest metropolitan areas in Poland are the Upper Silesian Coal Basin centred on Katowice (3.5 million inhabitants); the capital, Warsaw (3 million); Krakw (1.3 million) Łdź (1.3 million); the Tricity of Gdańsk- Sopot- Gdynia in the Vistula delta (1.1 million); Poznań (0.9 million); Wrocław (0.9 million); and Szczecin (0.7 million). For an overview of Polish cities, see List of cities in Poland.


          


          Ethnicity and religion


          In terms of ethnicity, Poland has been a homogeneous state since the end of World War II. This is a major departure from much of Polish history. Due to the Holocaust and the flight and expulsion of German and Ukrainian populations, Poland has become almost uniformly Catholic. About 88% of the population belongs to the Roman Catholic Church, with 58% as practising Catholics according to 2005 survey by the Centre for Public Opinion Research. Though rates of religious observance are currently lower than they have been in the past, Poland remains one of the most devoutly religious countries in Europe. Religious minorities include Polish Orthodox (1.3% or about 506,000), Jehovahs Witnesses (0.6% or about 220,000), various Protestants (0.4% or about 159,000), Eastern Catholics (0.2%), and smaller minorities of Mariavites, Polish Catholics, Jews, Muslims (including the Tatars of Białystok). Protestant churches include about 0.2% or 76,000 in the largest Evangelical-Augsburg Church, plus about as many in smaller Pentecostal and Evangelical churches. Resulting from the socio-political emancipation of the county, freedom of religion has become guaranteed by the 1989 statute of the Polish constitution, allowing for the emergence of additional denominations. However, due to pressure from the Polish Episcopate, exposition of doctrine has entered public education system as well, drawing criticism from the popular media, as unconstitutional. According to 2007 survey, 72% of respondents were not against the fostering of catechism in public schools; nevertheless, the alternative courses in ethics have become available only in one percent of the entire public educational system.


          Poles (including Silesians and Kashubians) make up an overwhelming 99.3% majority of the Polish population. According to the 2002 census, the remainder of the population is made up of small minorities of Germans (152,897), Belarusians (c. 49,000), and Ukrainians (c. 30,000), as well as Tatars, Lithuanians, Roma, Lemkos, Russians, Karaites, Slovaks, and Czechs. Among foreign citizens, the Vietnamese are the largest ethnic group, followed by Greeks and Armenians.


          


          History
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              	Topics
            


            
              	
                Culture

                Demography ( Jews)

                Economics

                Politics ( Monarchs and Presidents)

                Military ( Wars)

                Territorial changes ( WWII)

              
            

          


          


          Prehistory


          Historians have postulated that throughout Late Antiquity, many distinct ethnic groups populated the regions of what is now known as Poland. The exact ethnicity and linguistic affiliation of these groups has been hotly debated; in particular the time and route of the original settlement of Slavic peoples in these regions has been the subject of much controversy.


          The most famous archeological find from Poland's prehistory is the Biskupin fortified settlement (now reconstructed as a museum), dating from the Lusatian culture of the early Iron Age, around 700 BC.


          


          Piast dynasty
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          Poland began to form into a recognizable unitary and territorial entity around the middle of the tenth century under the Piast dynasty. Poland's first historically documented ruler, Mieszko I, was baptized in 966, adopting Catholic Christianity as the nation's new official religion, to which the bulk of the population converted in the course of the next centuries. In the twelfth century, Poland fragmented into several smaller states. In 1320, Władysław I became the King of a reunified Poland. His son, Kazimierz III, is remembered as one of the greatest Polish kings.


          Poland was also a centre of migration of peoples and the Jewish community began to settle and flourish in Poland during this era (see History of the Jews in Poland). The Black Death which affected most parts of Europe from 1347 to 1351 did not reach Poland.


          


          Jagiellon dynasty


          Under the Jagiellon dynasty Poland forged an alliance with its neighbour, the Grand Duchy of Lithuania. In 1410, a Polish-Lithuanian army inflicted a decisive defeat on the Teutonic Knights, both countries' main adversary, in the battle of Grunwald. After the Thirteen Years War, the Knight's state became a Polish vassal. Polish culture and economy flourished under the Jagiellons, and the country produced such figures as astronomer Nicolaus Copernicus and poet Jan Kochanowski. Compared to other European nations, Poland was exceptional in its tolerance of religious dissent, allowing the country to avoid the religious turmoil that spread over Western Europe in that time.


          


          Polish-Lithuanian Commonwealth
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          A golden age ensued during the sixteenth century after the Union of Lublin which gave birth to the Polish-Lithuanian Commonwealth. The szlachta (nobility) of Poland, far more numerous than in Western European countries, took pride in their freedoms and parliamentary system. During the Golden Age period, Poland expanded its borders to become the largest country in Europe.


          In the mid-seventeenth century, a Swedish invasion ( "The Deluge") and Cossack's Chmielnicki Uprising which ravaged the country marked the end of the golden age. Numerous wars against Russia coupled with government inefficiency caused by the Liberum Veto, a right which had allowed any member of the parliament to dissolve it and to veto any legislation it had passed, marked the steady deterioration of the Commonwealth from a European power into a near- anarchy controlled by its neighbours. The reforms, particularly those of the Great Sejm, which passed the Constitution of May 3, 1791, the world's second modern constitution, were thwarted with the three partitions of Poland (1772, 1793, and 1795) which ended with Poland's being erased from the map and its territories being divided between Russia, Prussia, and Austria.


          


          Partitions of Poland


          Poles would resent their fate and would several times rebel against the partitioners, particularly in the nineteenth century. In 1807 Napoleon recreated a Polish state, the Duchy of Warsaw, but after the Napoleonic wars, Poland was again divided in 1815 by the victorious Allies at the Congress of Vienna. The eastern portion was ruled by the Russian Czar as a Congress Kingdom, and possessed a liberal constitution. However, the Czars soon reduced Polish freedoms and Russia eventually de facto annexed the country. Later in the nineteenth century, Austrian-ruled Galicia, particularly the Free City of Krakw, became a centre of Polish cultural life.


          


          Reconstitution of Poland
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          During World War I, all the Allies agreed on the reconstitution of Poland that United States President Woodrow Wilson proclaimed in Point 13 of his Fourteen Points. Shortly after the surrender of Germany in November 1918, Poland regained its independence as the Second Polish Republic (II Rzeczpospolita Polska). It reaffirmed its independence after a series of military conflicts, the most notable being the Polish-Soviet War (19191921) when Poland inflicted a crushing defeat on the Red Army.


          The 1926 May Coup of Jzef Piłsudski turned the reins of the Second Polish Republic over to the Sanacja movement.


          


          World War II


          The Sanacja movement controlled Poland until the start of World War II in 1939, when Nazi Germany invaded on September 1 and the Soviet Union followed on September 17. Warsaw capitulated on September 28, 1939. As agreed in the Ribbentrop-Molotov Pact, Poland was split into two zones, one occupied by Germany while the eastern provinces fell under the control of the Soviet Union.


          Of all the countries involved in the war, Poland lost the highest percentage of its citizens: over six million perished, half of them Polish Jews. Poland made the fourth-largest troop contribution to the Allied war effort, after the Soviets, the British and the Americans. The Polish expeditionary corps played an important role in the Italian Campaign, particularly at the Battle of Monte Cassino. At the war's conclusion, Poland's borders were shifted westwards, pushing the eastern border to the Curzon line. Meanwhile, the western border was moved to the Oder-Neisse line. The new Poland emerged 20% smaller by 77,500 square kilometres (29,900 sqmi). The shift forced the migration of millions of people, most of whom were Poles, Germans, Ukrainians, and Jews. The main German Nazi death camps were in Poland. Of a pre-war population of 3,300,000 Polish Jews, 3,000,000 were killed during the Holocaust.


          


          Postwar Communist Poland
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          The Soviet Union instituted a new Communist government in Poland, analogous to much of the rest of the Eastern Bloc. Military alignment within the Warsaw Pact throughout the Cold War was also part of this change. The People's Republic of Poland ( Polska Rzeczpospolita Ludowa) was officially proclaimed in 1952. In 1956, the rgime of Władysław Gomułka became temporarily more liberal, freeing many people from prison and expanding some personal freedoms. Similar situation repeated itself in the 1970s under Edward Gierek, but most of the time persecution of communist opposition persisted.


          Labour turmoil in 1980 led to the formation of the independent trade union " Solidarity" ("Solidarność"), which over time became a political force. Despite persecution and imposition of martial law in 1981, it eroded the dominance of the Communist Party and by 1989 had triumphed in parliamentary elections. Lech Wałęsa, a Solidarity candidate, eventually won the presidency in 1990. The Solidarity movement heralded the collapse of communism across Eastern Europe.


          


          Democratic Poland


          A shock therapy programme of Leszek Balcerowicz during the early 1990s enabled the country to transform its economy into a market economy. As with all other post-communist countries, Poland suffered temporary slumps in social and economic standards, but became the first post-communist country to reach its pre-1989 GDP levels. Most visibly, there were numerous improvements in other human rights, such as free speech. In 1991, Poland became a member of the Visegrad Group and joined the North Atlantic Treaty Organization (NATO) alliance in 1999 along with the Czech Republic and Hungary. Poles then voted to join the European Union in a referendum in June 2003, with Poland becoming a full member on May 1, 2004.


          


          Politics


          


          Poland is a democracy, with a President as a Head of State, whose current constitution dates from 1997. The government structure centres on the Council of Ministers, led by a prime minister. The president appoints the cabinet according to the proposals of the prime minister, typically from the majority coalition in the Sejm. The president is elected by popular vote every five years. The current president is Lech Kaczyński, the current prime minister is Donald Tusk.


          Polish voters elect a bicameral parliament consisting of a 460-member lower house ( Sejm) and a 100-member Senate ( Senat). The Sejm is elected under proportional representation according to the d'Hondt method, a method similar to that used in many parliamentary political systems. The Senate, on the other hand, is elected under a rare plurality bloc voting method where several candidates with the highest support are elected from each constituency. With the exception of ethnic minority parties, only candidates of political parties receiving at least 5% of the total national vote can enter the Sejm. When sitting in joint session, members of the Sejm and Senate form the National Assembly (the Zgromadzenie Narodowe). The National Assembly is formed on three occasions: when a new President takes the oath of office; when an indictment against the President of the Republic is brought to the State Tribunal (Trybunał Stanu); and when a President's permanent incapacity to exercise his duties due to the state of his health is declared. To date, only the first instance has occurred.
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          The judicial branch plays an important role in decision-making. Its major institutions include the Supreme Court of Poland (Sąd Najwyższy); the Supreme Administrative Court of Poland (Naczelny Sąd Administracyjny); the Constitutional Tribunal of Poland (Trybunał Konstytucyjny); and the State Tribunal of Poland (Trybunał Stanu). On the approval of the Senate, the Sejm also appoints the Ombudsman or the Commissioner for Civil Rights Protection (Rzecznik Praw Obywatelskich) for a five-year term. The Ombudsman has the duty of guarding the observance and implementation of the rights and liberties of Polish citizens and residents, of the law and of principles of community life and social justice.


          


          Administrative divisions


          Poland's current voivodeships (provinces) are largely based on the country's historic regions, whereas those of the past two decades (to 1998) had been centred on and named for individual cities. The new units range in area from less than 10,000 km (Opole Voivodeship) to more than 35,000 km (Masovian Voivodeship). Administrative authority at voivodeship level is shared between a government-appointed voivode (governor), an elected regional assembly ( sejmik) and an executive elected by that assembly.


          The voivodeships are subdivided into powiats (often referred to in English as counties), and these are further divided into gminas (also known as communes or municipalities). Major cities normally have the status of both gmina and powiat. Poland currently has 16 voivodeships, 379 powiats (including 65 cities with powiat status), and 2,478 gminas.
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                    	Voivodeship

                    	Capital city or cities
                  


                  
                    	

                    	in Polish
                  


                  
                    	Greater Poland

                    	Wielkopolskie

                    	Poznań
                  


                  
                    	Kuyavian-Pomeranian

                    	Kujawsko-Pomorskie

                    	Bydgoszcz/ Toruń
                  


                  
                    	Lesser Poland

                    	Małopolskie

                    	Krakw
                  


                  
                    	Łdź

                    	Łdzkie

                    	Łdź
                  


                  
                    	Lower Silesian

                    	Dolnośląskie

                    	Wrocław
                  


                  
                    	Lublin

                    	Lubelskie

                    	Lublin
                  


                  
                    	Lubusz

                    	Lubuskie

                    	Gorzw Wielkopolski/ Zielona Gra
                  


                  
                    	Masovian

                    	Mazowieckie

                    	Warsaw
                  


                  
                    	Opole

                    	Opolskie

                    	Opole
                  


                  
                    	Podlaskie

                    	Podlaskie

                    	Białystok
                  


                  
                    	Pomeranian

                    	Pomorskie

                    	Gdańsk
                  


                  
                    	Silesian

                    	Śląskie

                    	Katowice
                  


                  
                    	Subcarpathian

                    	Podkarpackie

                    	Rzeszw
                  


                  
                    	Świętokrzyskie

                    	Świętokrzyskie

                    	Kielce
                  


                  
                    	Warmian-Masurian

                    	Warmińsko-Mazurskie

                    	Olsztyn
                  


                  
                    	West Pomeranian

                    	Zachodniopomorskie

                    	Szczecin
                  

                

              
            


            
              	
            

          


          


          Economy
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          Poland is considered to have one of the healthiest economies of the post-communist countries, with GDP growing by 6.1% in 2006. Since the fall of communism, Poland has steadfastly pursued a policy of liberalising the economy and today stands out as a successful example of the transition from a state-directed economy to a primarily privately owned market economy.


          The privatisation of small and medium state-owned companies and a liberal law on establishing new firms have allowed the development of an aggressive private sector. As a consequence, consumer rights organizations have also appeared. Restructuring and privatisation of "sensitive sectors" such as coal, steel, railways, and energy has been continuing since 1990. Between 2007 and 2010, the government plans to float twenty public companies on the Polish stock market, including parts of the coal industry. To date (2007), the biggest privatisations have been the sale of the national telecoms firm Telekomunikacja Polska to France Telecom in 2000, and an issue of 30% of the shares in Poland's largest bank, PKO Bank Polski, on the Polish stockmarket in 2004.


          Poland has a large number of private farms in its agricultural sector, with the potential to become a leading producer of food in the European Union. Structural reforms in health care, education, the pension system, and state administration have resulted in larger-than-expected fiscal pressures. Warsaw leads Central Europe in foreign investment. GDP growth had been strong and steady from 1993 to 2000 with only a short slowdown from 2001 to 2002.
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          The prospect of closer integration with the European Union has put the economy back on track, with growth of 3.7% annually in 2003, a rise from 1.4% annually in 2002. In 2004, GDP growth equaled 5.4%, in 2005 3.3% and in 2006 6.2%. For 2007, the government has set a target for GDP growth at 6.5 to 7.0%.


          Although the Polish economy is currently undergoing economic development, there are many challenges ahead. The most notable task on the horizon is the preparation of the economy (through continuing deep structural reforms) to allow Poland to meet the strict economic criteria for entry into the European Single Currency (Euro). According to the minister of finance Jacek Rostowski Poland is likely to join ERM in 2009 and adopt Euro in 2012 or 2013.. Some businesses may accept the euro as payment.


          Average salaries in enterprise sector in April 2008 were 3137PLN (equals to 925 euro or 1434 US dollars) and growing sharply. Salaries varies between the regions: median wage in the capital city Warsaw was 4600 PLN (1200 euro or 2000 US dollars) while in Bialystok only 2400 (670 euro or 1000 US dollars).


          Since joining the European Union, many workers have left to work in other EU countries (particularly Ireland and the UK) because of high unemployment, which was the second-highest in the EU (14.2% in May 2006). However, with the rapid growth of the salaries, booming economy, strong value of Polish currency, and quickly decreasing unemployment (8% in March 2008) exodus of Polish workers seems to be over. In 2008 people who came back outnumbered thoses leaving the country.


          Commodities produced in Poland include: electronics, cars (including the luxurious Leopard car), buses ( Autosan, Jelcz SA, Solaris, Solbus), helicopters ( PZL Świdnik), transport equipment, locomotives, planes ( PZL Mielec), ships, military engineering (including tanks, SPAAG systems), medicines ( Polpharma, Polfa), food, clothes, glass, pottery (Bolesławiec), chemical products and others.


          


          Science, technology and education


          


          Education


          The education of Polish society was a goal of rulers as early as the 12th century, and Poland soon became one of the most educated European countries. The library catalogue of the Cathedral Chapter of Krakw dating back to 1110 shows that already in the early 12th century Polish intellectuals had access to the European literature. In 1364, in Krakw, the Jagiellonian University, founded by King Casimir III, became one of Europe's great early universities. In 1773 King Stanisław August Poniatowski established his Commission on National Education (Komisja Edukacji Narodowej), the world's first state ministry of education.


          


          Current situation


          Today Poland has more than a hundred tertiary education institutions; traditional universities to be found in its major cities of Białystok, Bydgoszcz, Gdańsk, Katowice, Krakw, Lublin, Łdź, Olsztyn, Opole, Poznań, Rzeszw, Szczecin, Toruń, Warsaw, Wrocław and Zielona Gra as well as technical, medical, economic institutions elsewhere, employing around 61,000 workers. There are also around 300 research and development institutes, with about 10,000 more researchers. In total, there are around 91,000 scientists in Poland today.


          According to Frost & Sullivan's Country Industry Forecast the country is becoming an interesting location for research and development investments. Multinational companies such as: ABB, Delphi, GlaxoSmithKline, Google, HewlettPackard, IBM, Intel, LG Electronics and Microsoft have set up R&D centres in Poland. Motorola in Krakw, Siemens in Wrocław and Samsung in Warszawa are one of the largest owned by those companies. Over 40 R&D centers, and 4,500 researchers make Poland the biggest R&D hub in Central and Eastern Europe. Companies chose Poland because of the availability of highly qualified labor force, presence of universities, support of authorities, and the largest market in Central Europe.


          According to KPMG report 80% of Poland's current investors are contented with their choice and willing to reinvest. In 2006 Intel decided to double the number of employees in its R&D centre.


          The Programme for International Student Assessment, coordinated by the OECD, currently ranks Poland's education as the 23rd best in the world, being neither significantly higher nor lower than the OECD average.


          


          Telecommunication and IT


          The share of the telecom sector in the GDP is 4.4% (end of 2000 figure), compared to 2.5% in 1996. Nevertheless, despite high expenditures for telecom infrastructure (the coverage increased from 78 users per 1000 inhabitants in 1989 to 282 in 2000).


          The value of the telecommunication market is zl 38.2bn (2006), and it grew by 12.4% in 2007 PMR


          the coverage mobile cellular is over 1000 users per 1000 people (2007)


          
            	Telephonesmobile cellular: 38.7 million (Onet.pl & GUS Report, 2007)


            	Telephonesmain lines in use: 12.5 million (Telecom Team Report, 2005)

          


          


          Culture
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          Polish culture has been influenced by both Eastern and Western influences. Today, these influences are evident in Polish architecture, folklore, and art. Poland is the birthplace of some world famous individuals, including Pope John Paul II, Marie Skłodowska Curie, Kazimierz Pułaski, Nicolaus Copernicus and Frederic Chopin.


          The character of Polish art always reflected world trends. The famous Polish painter, Jan Matejko included many significant historical events in his paintings. Also a famous person in history of Polish art was Stanisław Ignacy Witkiewicz. He was an example of a Polish Renaissance Man. Polish literature dates back to 1100s and includes many famous poets and writers such as Jan Kochanowski, Adam Mickiewicz, Bolesław Prus, Juliusz Słowacki, Witold Gombrowicz, Stanisław Lem and, Ryszard Kapuściński. Writers Henryk Sienkiewicz, Władysław Reymont, Czesław Miłosz, Wisława Szymborska have each won the Nobel Prize for Literature.


          Many world renowned Polish movie directors include Academy Awards winners Roman Polański, Andrzej Wajda, Zbigniew Rybczyński, Janusz Kamiński and, Krzysztof Kieślowski. The traditional Polish music composers include world-renowned pianist Frederic Chopin as well as famous composers such as Krzysztof Penderecki, Henryk Mikołaj Grecki, Karol Szymanowski, and others.


          Notable foods in Polish cuisine include Polish sausage, red beet soup, Polish dumplings, flaczki ( tripe soup), cabbage rolls, Oscypek, Polish pork chops, Polish traditional stew, various potato dishes, a fast food sandwich zapiekanka, and many more. Traditional Polish desserts include Polish doughnuts, Polish gingerbread and others.


          


          Sports


          


          International rankings


          
            
              	Index

              	Rank

              	Countries

              reviewed
            


            
              	Human Development Index 2006

              	37th

              	177
            


            
              	OECD Working time

              	2nd

              	27
            


            
              	Index of Economic Freedom 2007

              	87th

              	157
            


            
              	Privacy International Yearly Privacy ranking of countries 2006

              	8th

              	36
            


            
              	Reporters Without Borders Press Freedom Index 2006

              	58th

              	168
            


            
              	Summary Innovation Index 2005

              	27th

              	33
            


            
              	UNICEF Child Well-being league table

              	14th

              	21
            


            
              	Networked Readiness Index 2006-2007

              	58th

              	122
            


            
              	OICA Automobile Production

              	20th

              	53
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              	Conservation status
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                  Vulnerable( IUCN 3.1)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Domain:

                    	Eukarya

                  


                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Carnivora

                  


                  
                    	Family:

                    	Ursidae

                  


                  
                    	Genus:

                    	Ursus

                  


                  
                    	Species:

                    	U. maritimus

                  

                

              
            


            
              	Binomial name
            


            
              	Ursus maritimus

              Phipps, 1774
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              	Synonyms
            


            
              	
                Ursus eogroenlandicus

                Ursus groenlandicus

                Ursus jenaensis

                Ursus labradorensis

                Ursus marinus

                Ursus polaris

                Ursus spitzbergensis

                Ursus ungavensis

                Thalarctos maritimus

              
            

          


          The polar bear (Ursus maritimus) is a bear native to the Arctic Ocean and its surrounding seas. The world's largest predator found on land, an adult male weighs around 400680kg (8801,500lb), while an adult female is about half that size. Although it is closely related to the brown bear, it has evolved to occupy a narrow ecological niche, with many body characteristics adapted for cold temperatures, for moving across snow, ice, and open water, and for hunting the seals which make up most of its diet. As it can hunt consistently only from sea ice, the polar bear spends much of the year on the frozen sea, although most polar bears are born on land.


          The polar bear is classified as a vulnerable species. Of the 19 recognized polar bear subpopulations, 5 are declining, 5 are stable, 2 are increasing, and 7 have insufficient data. For decades, unrestricted hunting raised international concern for the future of the species; populations have rebounded after controls and quotas began to take effect. For thousands of years, the polar bear has been a key figure in the material, spiritual, and cultural life of Arctic indigenous peoples, and the hunting of polar bears remains important in their cultures.


          The IUCN now lists global warming as the most significant threat to the polar bear, primarily because the melting of its sea ice habitat reduces its ability to find sufficient food. Sea ice melting will also cause changes in their mating, and traveling patterns. The IUCN states, "If climatic trends continue polar bears may become extirpated from most of their range within 100 years." On 14 May 2008, the United States Department of the Interior listed the polar bear as a threatened species under the Endangered Species Act.


          


          Naming and etymology


          Constantine John Phipps was the first to describe the polar bear as a distinct species. He chose the scientific name Ursus maritimus, the Latin for 'maritime bear', due to the animal's native habitat. The Inuit refer to the animal as nanook, ( transliterated as nanuuq in the Inupiat language, nanuuk in Siberian Yupik, and also as nanuq or nanuk; and hence the title of the early 20th century documentary on Inuit life, Nanook of the North). The bear is umka in the Chukchi language. In Russian, it is usually called Белый Медведь (Bely Medved, the White Bear), though an older word still in use is Ошкуй (Oshkuy, which comes from the Komi Oski, "bear"). In Quebec French, the polar bear is referred to as Ours polaire.


          The polar bear was previously considered to be in its own genus, Thalarctos. However, evidence of hybrids between polar bears and brown bears, and of the relatively recent evolutionary divergence of the two species, does not support the establishment of this separate genus, and the accepted scientific name is now therefore Ursus maritimus, as Phipps originally proposed.


          


          Taxonomy and evolution
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          The bear family, Ursidae, is believed to have split off from other carnivorans about 38 million years ago. The Ursinae subfamily originated approximately 4.2 million years ago. According to both fossil and DNA evidence, the polar bear diverged from the brown bear, Ursus arctos, roughly 200,000 years ago. The oldest known polar bear fossil is less than 100,000 years old. Fossils show that between ten to twenty thousand years ago, the polar bear's molar teeth changed significantly from those of the brown bear. Polar bears are thought to have diverged from a population of brown bears that became isolated during a period of glaciation in the Pleistocene.


          More recent genetic studies have shown that some clades of brown bear are more closely related to polar bears than to other brown bears, meaning that the polar bear is not a true species according to some species concepts. In addition, polar bears can breed with brown bears to produce fertile grizzlypolar bear hybrids, indicating that they have only recently diverged and are genetically similar. However, as neither species can survive long in the other's ecological niche, and with distinctly different morphology, metabolism, social and feeding behaviors, and other phenotypic characteristics, the two bears are generally classified as separate species.


          When the polar bear was originally documented, two subspecies were identified: Ursus maritimus maritimus by Constantine J. Phipps in 1774, and Ursus maritimus marinus by Peter Simon Pallas in 1776. This distinction has since been invalidated.


          One fossil subspecies has been identified. Ursus maritimus tyrannusdescended from Ursus arctosbecame extinct during the Pleistocene. U.m. tyrannus was significantly larger than the living subspecies.
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          Population and distribution


          The polar bear is found throughout the Arctic Ocean and adjacent seas. Due to the absence of human development in its remote habitat, it retains more of its original range than any other extant large carnivore. While they are rare north of 88, there is evidence that they range all the way across the Arctic, and as far south as James Bay in Canada. They can occasionally drift widely with the sea ice, and there have been anecdotal sightings as far south as Berlevg on the Norwegian mainland and the Kuril Islands in the Sea of Okhotsk. It is difficult to estimate a global population of polar bears as much of the range has been poorly studied, however biologists use a working estimate of about 20,000-25,000 polar bears worldwide.


          There are 19 generally recognized discrete subpopulations. The subpopulations display seasonal fidelity to particular areas, but DNA studies show that they are not reproductively isolated. The thirteen North American subpopulations range from the Beaufort Sea south to Hudson Bay and east to Baffin Bay in western Greenland and account for about 70% of the global population. The Eurasian population is broken up into the East Greenland, Barents Sea, Kara Sea, Laptev Sea, and Chukchi Sea subpopulations, though there is considerable uncertainty about the structure of these populations due to limited mark and recapture data.


          The range includes the territory of five nations: Denmark (Greenland), Norway (Svalbard), Russia, US ( Alaska) and Canada. These five nations are the signatories of the 1973 International Agreement for the Conservation of Polar Bears which mandates cooperation on research and conservations efforts throughout the polar bear's range.


          Modern methods of tracking polar bear populations have been implemented only since the mid-1980s, and are expensive to perform consistently over a large area. The most accurate counts require flying a helicopter in the Arctic climate to find polar bears, shooting a tranquilizer dart at the bear to sedate it, and then tagging the bear. In Nunavut, some Inuit have reported increases in bear sightings around human settlements in recent years, leading to a belief that populations are increasing. Scientists have responded by noting that hungry bears may be congregating around human settlements, leading to the illusion that populations are higher than they actually are. The Polar Bear Specialist Group of the IUCN takes the position that "estimates of subpopulation size or sustainable harvest levels should not be made solely on the basis of traditional ecological knowledge without supporting scientific studies."


          Of the 19 recognized polar bear subpopulations, 5 are declining, 5 are stable, 2 are increasing, and 7 have insufficient data.


          


          Habitat


          The polar bear is often regarded as a marine mammal because it spends many months of the year at sea. Its preferred habitat is the annual sea ice (that is, ice that melts for part of the year) covering the waters over the continental shelf and the Arctic inter-island archipelagos. These areas have relatively high biological productivity in comparison to the deep waters of the high Arctic. The polar bear tends to frequent areas of open water, such as polynyas and leads (temporary stretchs of open water in Arctic ice) to hunt the seals that make up most of its diet. Polar bears are therefore found primarily along the perimeter of the polar ice pack, rather than in the Polar Basin close to the North Pole where the density of seals is low.


          Annual ice contains areas of water that appear and disappear throughout the year as the weather changes. Seals migrate in response to these changes, and polar bears must follow their prey. In Hudson Bay, James Bay, and some other areas, the ice melts completely each summer (an event often referred to as "ice-floe breakup"), forcing polar bears to go onto land and wait through the months until the next freeze-up. In the Chukchi and Beaufort seas, polar bears retreat to the multi-year ice (that is, ice that remains solid year-round) further north each summer.


          


          Biology and behaviour


          


          Physical characteristics


          The polar bear is the largest predator that lives on land, being twice as big as the Siberian Tiger. Adult males weigh 352680kg (7801,500lb) and measure 2.43m (7.99.8ft) in length. Adult females are roughly half the size of males and normally weigh 150249kg (330550lb), measuring 1.82.4 metres (5.97.9ft) in length. When pregnant, however, they can weigh as much as 499kg (1,100lb). The polar bear is among the most sexually dimorphic of mammals, surpassed only by the eared seals. The largest polar bear on record, reportedly weighing 1,002kg (2,210lb), was a male shot at Kotzebue Sound in northwestern Alaska in 1960.
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          Compared with its closest relative, the brown bear, the polar bear has a more elongated body build and a longer skull and nose. As predicted by Allen's rule for a northerly animal, the legs are stocky and the ears and tail are small. However, the feet are very large to distribute load when walking on snow or thin ice and to provide propulsion when swimming; they may measure 36 cm (12 in) across in an adult. The pads of the paws are covered with small, soft papillae which provide traction on the ice. The polar bear's claws are short and stocky compared to those of the brown bear, perhaps to serve the former's need to grip heavy prey and ice. The claws are deeply scooped on the underside to assist in digging in the ice of the natural habitat. Despite a recurring internet meme that all polar bears are left-handed, there is no scientific evidence to support this claim.


          The 42 teeth of a polar bear reflect its highly carnivorous diet. The cheek teeth are smaller and more jagged than in the brown bear, and the canines are larger and sharper. The dental formula is:


          
            
              	3.1.4.2
            


            
              	3.1.4.3
            

          


          Polar bear fur consists of a layer of dense underfur and an outer layer of guard hairs, which appear white to tan but are actually transparent. The guard hair is 515cm (2.05.9in) over most of the body.


          Polar bears are superbly insulated by their 10cm (3.9in) of blubber, their hide and their fur; they overheat at temperatures above 10C (50F), and are nearly invisible under infrared photography.
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          Polar bears gradually moult from May to August, but, unlike other Arctic mammals, they do not shed their coat for a darker shade to camouflage themselves in the summer conditions. The hollow guard hairs of a polar bear coat were once thought to act as fibre-optic tubes to conduct light to its black skin, where it could be absorbed; however, this theory was disproved by recent studies. The white coat usually yellows with age. When kept in captivity in warm, humid conditions, it is not unknown for the fur to turn a pale shade of green due to algae growing inside the guard hairs. Males have significantly longer hairs on their forelegs, that increase in length until the bear reaches 14years of age. The male's ornamental foreleg hair is thought to attract females, serving a similar function to the lion's mane.


          The polar bear has an extremely well-developed sense of smell, being able to detect seals nearly 1mi (1.6km) away and buried under 3ft (0.91m) of snow. Its hearing is about as acute as that of a human, and its vision is also good at long distances.


          Polar bears are excellent swimmers and have been seen in open Arctic waters as far as 200mi (320km) from land. Their 12cm (4.7in) layer of fat adds buoyancy and insulates them from the cold. Polar bears can swim 6 miles/hour.


          Polar bears still have a vestigial hibernation induction trigger in their blood, but they do not hibernate in the winter as the brown bear does. Only female polar bears enter a dormant state (referred to as "denning") during pregnancy, though their body temperature does not decrease during this period as it would for a typical mammal in hibernation.


          


          Hunting and diet
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          The polar bear is the most carnivorous member of the bear family, and most of its diet consists of Ringed and Bearded Seals. The Arctic is home to millions of seals, which become prey when they surface in holes in the ice in order to breathe, or when they haul out on the ice to rest. Polar bears hunt primarily at the interface between ice, water, and air; they only rarely catch seals on land or in open water.


          The polar bear's most common hunting method is called still-hunting: The bear uses its excellent sense of smell to locate a seal breathing hole, and crouches nearby in silence for a seal to appear. When the seal exhales, the bear smells its breath, reaches into the hole with a forepaw, and drags it out onto the ice. The polar bear kills the seal by biting its head to crush its skull. The polar bear also hunts by stalking seals resting on the ice: Upon spotting a seal, it walks to within 100yd (91m), and then crouches. If the seal does not notice, the bear creeps to within 30 to 40 feet (9.1 to 12m) of the seal and then suddenly rushes forth to attack. A third hunting method is to raid the birth lairs that female seals create in the snow.


          A widespread legend tells that polar bears cover their black noses with their paws when hunting. This behaviour, if it happens, is rare  although the story exists in native oral history and in accounts by early Arctic explorers, there is no record of an eyewitness account of the behaviour in recent decades.


          Mature bears tend to eat only the calorie-rich skin and blubber of the seal, whereas younger bears consume the protein-rich red meat. For subadult bears which are independent of their mother but have not yet gained enough experience and body size to successfully hunt seals, scavenging the carcasses from other bears' kills is an important source of nutrition. Subadults may also be forced to accept a half-eaten carcass if they kill a seal but cannot defend it from larger polar bears. After feeding, polar bears wash themselves with water or snow.


          The polar bear is an enormously powerful predator. It can kill an adult walrus, although it rarely attempts to as a walrus can be more than twice the bear's weight. However, most terrestrial animals can outrun the polar bear on land as polar bears overheat quickly, and most marine animals can outswim it. In some areas, the polar bear's diet is supplemented by walrus calves, by whales captured at breathing holes, and by the carcasses of dead adult walruses or whales, whose blubber is readily devoured even when rotten.


          When sea ice is unavailable during summer and early autumn, some populations live off fat reserves for months at a time. Polar bears have also been observed to eat a wide variety of other wild foods, including muskox, reindeer, birds, eggs, rodents, shellfish, crabs, and other polar bears. They may also eat plants, including berries, roots, and kelp, however none of these are a significant part of their diet. The polar bear's biology is specialized to require large amounts of fat from marine mammals, and it cannot derive sufficient caloric intake from terrestrial food. They are the only animal known to hunt humans for food.


          Being both curious animals and scavengers, polar bears investigate and consume garbage where they come into contact with humans. This was documented at the dump in Churchill, Manitoba before its closure. Polar bears may attempt to consume almost anything they can find, including hazardous substances such as styrofoam, plastic, car batteries, ethylene glycol, hydraulic fluid, and motor oil. The Churchill dump was closed in 2006 to protect the bears, and waste is now recycled or transported to Thompson, Manitoba.
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          Behaviour


          Unlike grizzly bears, polar bears are not territorial. Although stereotyped as being voraciously aggressive, they are normally cautious in confrontations, and often choose to escape rather than fight. Fat polar bears rarely attack humans unless severely provoked, whereas hungry polar bears are extremely unpredictable and are known to kill and sometimes eat humans. Polar bears are stealth hunters, and the victim is often unaware of the bear's presence until the attack is underway. Whereas brown bears often maul a person and then leave, polar bear attacks are almost always fatal.


          In general, adult polar bears live solitary lives. Yet, they have often been seen playing together for hours at a time and even sleeping in an embrace, and polar bear zoologist Nikita Ovsianikov has described adult males as having "well-developed friendships." Cubs are especially playful as well. Among young males in particular, play-fighting may be a means of practicing for serious competition during mating seasons later in life.


          In 1992, a photographer near Churchill took a now widely-circulated set of photographs of a polar bear playing with a Canadian Eskimo Dog a tenth of its size. The pair wrestled harmlessly together each afternoon for ten days in a row for no apparent reason, although the bear may have been trying to demonstrate its friendliness in the hope of sharing the kennel's food. This kind of social interaction is uncommon; it is far more typical for polar bears to behave aggressively towards dogs.


          


          Reproduction and lifecycle
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          Courtship and mating take place on the sea ice in April and May, when polar bears congregate in the best seal hunting areas. A male may follow the tracks of a breeding female for 100km (62mi) or more, and after finding her engage in intense fighting with other males over mating rights, fights which often result in scars and broken teeth. Polar bears have a generally polygynous mating system, however recent genetic testing of mothers and cubs has uncovered cases of litters in which cubs have different fathers. Partners stay together and mate repeatedly for an entire week; the mating ritual induces ovulation in the female.


          After mating, the fertilized egg remains in a suspended state until August or September. During these four months, the pregnant female eats prodigious amounts of food, gaining at least 200kg (440lb) and often more than doubling her body weight.


          


          Maternity denning and early life
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          When the ice floes break up in the fall, ending the possibility of hunting, each pregnant female digs a maternity den consisting of a narrow entrance tunnel leading to one to three chambers. Most maternity dens are in snowdrifts, but may also be made underground in permafrost if it is not sufficiently cold yet for snow. In most subpopulations, maternity dens are situated on land a few kilometers from the coast, and the individuals in a subpopulation tend to reuse the same denning areas each year. The polar bears that do not den on land make their dens on the sea ice. In the den, she enters a dormant state similar to hibernation. This hibernation-like state does not consist of continuous sleeping, however the bear's heart rate slows from 46 to 27 beats per minute.


          Between November and February, cubs are born blind, covered with a light down fur, and weighing less than 0.9kg (2.0lb). On average, each litter has two cubs. The family remains in the den until mid-February to mid-April, with the mother maintaining her fast while nursing her cubs on a fat-rich milk. By the time the mother breaks open the entrance to the den, her cubs weigh about 10 to 15 kilograms (22 to 33lb). For about 12 to 15 days, the family spends time outside the den while remaining in its vicinity, the mother grazing on vegetation while the cubs become used to walking and playing. Then they begin the long walk from the denning area to the sea ice, where the mother can once again catch seals. Depending on the timing of ice-floe breakup in the fall, she may have fasted for up to eight months.


          Cubs may fall prey to wolves, to adult male polar bears, or to starvation. Female polar bears are noted for both their affection towards their offspring, and their valiance in protecting them. One case of adoption of a wild cub has been confirmed by genetic testing. Adult male bears are perhaps the biggest threat to bear cubs. Some infanticidal males have been observed consuming their victims. In Alaska, 42% of cubs now reach 12 months of age, down from 65% 15 years ago. In most areas, cubs are weaned at two and a half years of age, when the mother chases them away or abandons them. The western coast of Hudson Bay is unusual in that its female polar bears sometimes wean their cubs at only one and a half years. This was the case for 40% of cubs in western Hudson Bay in the early 1980s, however by the 1990s, fewer than 20% of cubs were weaned this young. After the mother leaves, sibling cubs sometimes travel and share food together for weeks or months.
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          Later life


          Females begin to breed at the age of four years in most areas, and five years in the Beaufort Sea area. Males usually reach sexual maturity at six years, however as competition for females is fierce, many do not breed until the age of eight or ten. A study in Hudson Bay indicated that both the reproductive success and the maternal weight of females peaked in their mid-teens.


          Polar bears are especially susceptible to Trichinella, a parasitic roundworm they contract through cannibalism. Bacterial Leptospirosis, rabies and Morbillivirus have been recorded. The bears are thought by some to be more resistant than other carnivores to viral disease. Polar bears sometimes have problems with various skin diseases which may be caused by mites or other parasites.


          Polar bears rarely live beyond 25 years. The oldest wild bears on record died at the age of 32, whereas the oldest captive was a female who died in 1991 at the age of 43. The oldest living polar bear is Debby of the Assiniboine Park Zoo, who was probably born in December, 1966.


          


          Ecological role
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          The polar bear is the apex predator within its range. Several animal species, particularly Arctic Foxes and Glaucous Gulls, routinely scavenge polar bear kills.


          The relationship between ringed seals and polar bears is so close that the abundance of ringed seals in some areas appears to regulate the density of polar bears, while polar bear predation in turn, regulates density and reproductive success of ringed seals. The evolutionary pressure of polar bear predation on seals probably accounts for some significant differences between Arctic and Antarctic seals. Compared to the Antarctic, where there is no major surface predator, Arctic seals use more breathing holes per individual, appear more restless when hauled out on the ice, and rarely defecate on the ice. The baby fur of most Arctic seal species is white, presumably to provide camouflage from predators, whereas Antarctic seals all have dark fur at birth.


          


          Exploitation


          


          Indigenous people
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          Polar bears have long provided important raw materials for Arctic peoples, including the Inuit, Yupik, Chukchi, Nenets, Russian Pomors and others. Almost all parts of captured animals had a use. The fur was used in particular to sew pants and, by the Nenets, to make galoshes-like outer footwear called tobok; the meat is edible, despite some risk of trichinosis; the fat was used in food and as a fuel for lighting homes, alongside seal and whale blubber; sinews were used as thread for sewing clothes; the gallbladder and sometimes heart were dried and powdered for medicinal purposes; the large canine teeth were highly valued as talismans. Only the liver was not used, as its high concentration of vitamin A is poisonous. Hunters make sure to either toss the liver into the sea or bury it in order to spare their dogs from potential poisoning. Traditional subsistence hunting was on a small enough scale to not significantly affect polar bear populations, mostly because of the sparseness of the human population in polar bear habitat.


          


          History of commercial harvest


          In Russia, polar bear furs were already being commercially traded in the 14th century, though it was of relatively low value compared to Arctic Fox or even reindeer fur. The growth of the human population in the Eurasian Arctic in the 16th and 17th century, together with the advent of firearms and increasing trade, dramatically increased the harvest of polar bears. However, since polar bear fur has always played a marginal commercial role, data on the historical harvest is fragmentary. It is known, for example, that already in the winter of 1784/1785 Russian Pomors on Spitsbergen harvested 150 polar bears on Magdalena fjord. In the early 20th century, Norwegian hunters were harvesting 300 bears a year at the same location. Estimates of total historical harvest suggest that from the beginning of the 18th century, roughly 400-500 animals were being harvested annually in northern Eurasia, reaching a peak of 1,300 to 1,500 animals in the early 20th century, and falling off as the numbers began dwindling.
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          In the first half of the 20th century, mechanized and overpoweringly efficient methods of hunting and trapping came into use in North America as well. Polar bears were chased from snowmobiles, icebreakers, and airplanes, the latter practice described in a 1965 New York Times editorial as being "about as sporting as machine gunning a cow." The numbers taken grew rapidly in the 1960s, peaking around 1968 with a global total of 1,250 bears that year.


          


          Contemporary regulations


          Concerns over the future survival of the species led to the development of national regulations on polar bear hunting, beginning in the mid-1950s. In 1973, the International Agreement on the Conservation of Polar Bears was signed by all five nations whose territory is inhabited by polar bears (Canada, Denmark (Greenland), Norway (Svalbard), the USSR (now the Russian Federation) and the USA (Alaska)). Also known as the Oslo Agreement, it was a rare case of international cooperation during the Cold War. Biologist Ian Stirling commented, "For many years, the conservation of polar bears was the only subject in the entire Arctic that nations from both sides of the Iron Curtain could agree upon sufficiently to sign an agreement. Such was the intensity of human fascination with this magnificent predator, the only marine bear."


          Although the agreement is not enforceable in itself, member countries agreed to place restrictions on recreational and commercial hunting, ban hunting from aircraft and icebreakers, and conduct further research. The treaty allows hunting "by local people using traditional methods," although this has been liberally interpreted by member nations. Norway is the only country of the five in which all harvest of polar bears is banned.


          Agreements have been made between countries to co-manage their shared polar bear subpopulations. After several years of negotiations, Russia and the U.S. signed an agreement in October 2000 to jointly set quotas for indigenous subsistence hunting in Alaska and Chukotka. The treaty was ratified in October 2007.


          


          Russia


          The Soviet Union banned all harvest of polar bears in 1956, however poaching continued and is believed to pose a serious threat to the polar bear population. In recent years, polar bears have approached coastal villages in Chukotka more frequently due to the shrinking of the sea ice, endangering humans and raising concerns that illegal hunting would become even more prevalent. In 2007, the Russian government made subsistence hunting legal for Chukotka natives only, a move supported by Russias most prominent bear researchers and the World Wide Fund for Nature as a means to curb poaching.


          


          Greenland


          In Greenland, restrictions for the species were first introduced in 1994 and expanded by executive order in 2005. Until 2005, Greenland placed no limit on hunting by indigenous people. It imposed a limit of 150 for 2006. It also allowed recreational hunting for the first time. Other provisions included year-round protection of cubs and mothers, restrictions on weapons used, and various administrative requirements to catalogue kills.
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          Canada and the United States


          About 500 bears are killed per year by humans across Canada, a rate believed by scientists to be unsustainable for some areas, notably Baffin Bay. Canada has allowed sport hunters accompanied by local guides and dog-sled teams since 1970, but the practice was not common until the 1980s. The guiding of sport hunters provides meaningful employment and an important source of income for native communities in which economic opportunities are few. Sport hunting can bring CDN$20,000 to $35,000 per bear into northern communities, which until recently has been mostly from American hunters.


          On 15 May 2008, the U.S. listed the polar bear as a threatened species under the Endangered Species Act, and banned all importing of polar bear trophies. Importing products made from polar bears had been prohibited from 1972 to 1994 under the Marine Mammal Protection Act, and restricted between 1994 and 2008. Under those restrictions, permits from the United States Fish and Wildlife Service were required to import sport-hunted polar bear trophies taken in hunting expeditions in Canada. The permit process required that the bear be taken from an area with quotas based on sound management principles. Since 1994, more than 800 sport-hunted polar bear trophies have been imported into the U.S.


          Ironically, because of the way polar bear hunting quotas are managed in Canada, attempts to discourage sport hunting would actually increase the number of bears killed in the short term. Canada allocates a certain number of permits each year to sport and subsistence hunting, and those that are not used for sport hunting are re-allocated to native subsistence hunting. Approximately 50% of sport hunters with permits actually kill a polar bear, whereas for subsistence hunters the success rate is 100%.


          The territory of Nunavut accounts for 80% of Canadian kills. In 2005, the government of Nunavut increased the quota from 400 to 518 bears, despite protests from some scientific groups. In two areas where harvest levels have been increased based on increased sightings, science-based studies have indicated declining populations, and a third area is considered data-deficient. While most of that quota is hunted by the indigenous Inuit people, a growing share is sold to recreational hunters. (0.8% in the 1970s, 7.1% in the 1980s, and 14.6% in the 1990s) Nunavut polar bear biologist, M.K. Taylor, who is responsible for polar bear conservation in the territory, insists that bear numbers are being sustained under current hunting limits. The Government of the Northwest Territories maintain their own quota of 72103 bears within the Inuvialuit communities of which some are set aside for sports hunters.
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          Conservation status, efforts and controversies


          The global polar bear population, estimated to be 22,000-25,000 bears, is relatively stable. However, in 2006, the World Conservation Union (IUCN) upgraded the polar bear from a species of Least Concern to a vulnerable species. It cited a "suspected population reduction of >30% within three generations (45 years)", due primarily to global warming. Other risks to the polar bear include pollution in the form of toxic contaminants, conflicts with shipping, stresses from recreational polar-bear watching, and oil and gas exploration and development. The IUCN also cited a "potential risk of over-harvest" through legal and illegal hunting.


          


          Global warming


          The IUCN, Arctic Climate Impact Assessment, United States Geological Survey and many leading polar bear biologists have expressed grave concerns about the impact of global warming, including the belief that the current warming trend imperils the survival of the species.


          The key danger posed by global warming is malnutrition or starvation due to habitat loss. Polar bears hunt seals from a platform of sea ice. Rising temperatures cause the sea ice to melt earlier in the year, driving the bears to shore before they have built sufficient fat reserves to survive the period of scarce food in the late summer and early fall. Reduction in sea-ice cover also forces bears to swim longer distances, which further depletes their energy stores and occasionally leads to drowning. Thinner sea ice tends to deform more easily, which appears to make it more difficult for polar bears to access seals. Insufficient nourishment leads to lower reproductive rates in adult females and lower survival rates in cubs and juvenile bears, in addition to poorer body condition in bears of all ages.


          In addition to creating nutritional stress, a warming climate is expected to affect various other aspects of polar bear life: Changes in sea ice affect the ability of pregnant females to build suitable maternity dens. As the distance increases between the pack ice and the coast, females must swim longer distances to reach favored denning areas on land. Thawing of permafrost would affect the bears who traditionally den underground, and warm winters could result in den roofs collapsing or having reduced insulative value. For the polar bears that currently den on multi-year ice, increased ice mobility may result in longer distances for mothers and young cubs to walk when they return to seal-hunting areas in the spring. Disease-causing bacteria and parasites would flourish more readily in a warmer climate.


          Negative interactions between polar bears and humans, such as bears foraging in garbage dumps, have historically been more prevalent in years when ice-floe breakup occurred early and polar bears were relatively thin. Increased human-bear interactions, including fatal attacks on humans, are likely to increase as the sea ice shrinks and hungry bears try to find food on land.


          


          Observations linked to global warming


          The effects of global warming are most profound in the southern part of the polar bear's range, and this is indeed where significant degradation of local populations has been observed. The Western Hudson Bay subpopulation, in a southern part of the range, also happens to be one of the best-studied polar bear subpopulations. This subpopulation feeds heavily on ringed seals in late spring, when newly-weaned and easily hunted seal pups are abundant. The late spring hunting season ends for polar bears when the ice begins to melt and break up, and they fast or eat little during the summer until the sea freezes again.


          Due to warming air temperatures, ice-floe breakup in western Hudson Bay is currently occurring three weeks earlier than it did 30 years ago, reducing the duration of the polar bear feeding season. The body condition of polar bears has declined during this period; the average weight of lone (and likely pregnant) female polar bears was approximately 290kg (640lb) in 1980 and 230kg (510lb) in 2004. Between 1987 and 2004, the Western Hudson Bay population declined by 22%.
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          In Alaska, the effects of sea ice shrinkage have contributed to higher mortality rates in polar bear cubs, and have led to changes in the denning locations of pregnant females. Recently, polar bears in the Arctic have undertaken longer than usual swims to find prey, resulting in four recorded drownings in the unusually large ice pack regression of 2005.


          


          Predictions


          The U.S. Geological Survey predicts two-thirds of the world's polar bears will disappear by 2050, based on moderate projections for the shrinking of summer sea ice caused by global warming. The bears would disappear from Europe, Asia, and Alaska, and be depleted from the Arctic archipelago of Canada and areas off the northern Greenland coast. By 2080, they would disappear from Greenland entirely and from the northern Canadian coast, leaving only dwindling numbers in the interior Arctic archipelago.


          Predictions vary on the extent to which polar bears could adapt to climate change by switching to terrestrial food sources. Mitchell Taylor, the director of Wildlife Research for the Government of Nunavut, wrote to the US Fish and Wildlife Service arguing that local studies are insufficient evidence for global protection at this time. The letter stated, "At present, the polar bear is one of the best managed of the large Arctic mammals. If all Arctic nations continue to abide by the terms and intent of the Polar Bear Agreement, the future of polar bears is secure.... Clearly polar bears can adapt to climate change. They have evolved and perisisted for thousands of years in a period characterized by fluctuating climate." Ken Taylor, deputy commissioner for the Alaska Department of Fish and Game, has said, "I wouldn't be surprised if polar bears learned to feed on spawning salmon like grizzly bears."


          However, many scientists consider these theories to be naive; it is noted that black and brown bears at high latitudes are smaller than elsewhere, because of the scarcity of terrestrial food resources. An additional risk to the species is that if individuals spend more time on land, they will hybridize with brown or grizzly bears. The IUCN wrote:


          
            
              	

              	Polar bears exhibit low reproductive rates with long generational spans. These factors make facultative adaptation by polar bears to significantly reduced ice coverage scenarios unlikely. Polar bears did adapt to warmer climate periods of the past. Due to their long generation time and the current greater speed of global warming, it seems unlikely that polar bear will be able to adapt to the current warming trend in the Arctic. If climatic trends continue polar bears may become extirpated from most of their range within 100 years.

              	
            

          


          


          Pollution
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          Polar bears accumulate high levels of artificial halocarbons such as polychlorinated biphenyl (PCBs) and pesticides because of their diet. Their position at the top of the food pyramid tends to concentrate pollutants, particularly halocarbons because of their lipophilicity: halocarbons are soluble in the blubber which makes up the bulk of the polar bear's diet. Halocarbons are known to be toxic to other animals because they mimic hormone chemistry, and biomarkers such as immunoglobulin G and retinol suggest similar effects on polar bears. The overall significance to population health is uncertain because of unique features of polar bear biology such as summertime fasting. PCBs have received the most study, and they have been associated with birth defects and immune system deficiency. In the challenging Arctic environment, even minor immunological weaknesses can lead to serious problems and rapid mortality.


          The relevant chemicals have been classified as persistent organic pollutants by the United Nations, with the aim of discouraging their production. The most notorious of these, PCBs, DDT and others, have been banned, but their concentrations in polar bear tissues continued to rise for decades after the ban as these chemicals spread upwards on the food pyramid. The most recent data now indicates a decreasing trend.


          Sometimes excess heavy metals have also been observed in the polar bear.


          


          Oil and gas development


          Oil and gas development in polar bear habitat can affect the bears in a variety of ways. An oil spill in the Arctic would most likely concentrate in the areas where polar bears and their prey are also concentrated, such as sea ice leads Because polar bears rely on their fur for insulation, soiling of the fur by oil puts the bear at high risk of dying from hypothermia. Maternity dens, used by pregnant females and by females with infants, can also be disturbed by nearby oil exploration and development. Disturbance of these sensitive sites may trigger the mother to abandon her den prematurely, or abandon her litter altogether.


          


          


          Controversy over species protection


          Warnings about the future of the polar bear are often contrasted with the fact that worldwide population estimates have increased over the past 50 years and are relatively stable today. Some estimates of the global population are around 5,00010,000 in the early 1970s; other estimates were 20,00040,000 during the 1980s. Current estimates put the global population at between 20,000 and 25,000.


          There are several reasons for the apparent discordance between past and projected population trends: Estimates from the 1950s and 1960s were based on stories from explorers and hunters rather than on scientific surveys. Second, controls of harvesting were introduced that allowed this previously-overhunted species to recover. Third, the recent effects of global warming have affected sea ice abundance in different areas to varying degrees.


          Debate over the listing of the polar bear under endangered species legislation has put conservation groups and Canada's Inuit at opposing positions; The Nunavut government and many northern residents have condemned the U.S. initiative to list the polar bear under the Endangered Species Act. Many Inuit believe the polar bear population is increasing, and restrictions on sport-hunting are likely to lead to a loss of income to their communities.


          


          U.S. endangered species legislation


          On 14 May 2008 the U.S. Department of the Interior listed the polar bear as a threatened species under the Endangered Species Act, citing the melting of Arctic sea ice as the primary threat to the polar bear. However, the department immediately issued a statement that the listing could not be used to regulate greenhouse gas emissions, saying, "That would be a wholly inappropriate use of the Endangered Species Act. ESA is not the right tool to set U. S. climate policy." However, some policy analysts believe that despite the government's stance, the Endangered Species Act can be used to restrict the issuing of federal permits for projects that would threaten the polar bear by increasing greenhouse gas emissions. Environmental groups have pledged to go to court to have the Endangered Species Act interpreted in such a way.


          While listing the polar bear as a threatened species, the Interior Department added a seldom-used stipulation to allow oil and gas exploration and development to proceed in areas inhabited by polar bears, provided companies continue to comply with the existing restrictions of the Marine Mammal Protection Act. The main new protection for polar bears under the terms of the listing is that hunters will no longer be able to import trophies from the hunting of polar bears in Canada.


          The polar bear is only the third species, after the elkhorn coral and the staghorn coral protected under the Endangered Species Act due to global warming. In August 4, 2008, the state of Alaska sued U.S. Interior Secretary Dirk Kempthorne, seeking to reverse the listing of the polar bear as a threatened species, out of concern that the listing would adversely affect oil and gas development in the state. Alaska Governor Sarah Palin said that the listing was not based on the best scientific and commercial data available, a view rejected by polar bear experts.


          The ruling followed several years of controversy. On 17 February 2005 the Centre for Biological Diversity filed a petition asking that the polar bear be listed under the Endangered Species Act. An agreement was reached and filed in Federal district court on 5 June 2006. Pursuant to that agreement, on 9 January 2007, the US Fish and Wildlife Service proposed to list the polar bear as a threatened species. A final decision was required by law by 9 January 2008, at which time the agency said it needed another month.


          On 7 March 2008, the inspector general of the U.S. Interior Department began a preliminary investigation into why the decision had been delayed for nearly two months. The investigation is in response to a letter signed by six environmental groups that U.S. Fish and Wildlife Director Dale Hall violated the agency's scientific code of conduct by delaying the decision unnecessarily, allowing the government to proceed with an auction for oil and gas leases in the Alaska's Chukchi Sea, an area of key habitat for polar bears. The auction took place in early February 2008. An editorial in The New York Times said that "the two moves are almost certainly, and cynically, related." Hall denied any political interference in the decision and said that the delay was needed to make sure the decision was in a form easily understood. On April 28, 2008, a Federal court ruled that a decision on the listing must be made by May 15, 2008; the decision came on May 14.


          


          Canadian endangered species legislation


          In Canada, the Committee on the Status of Endangered Wildlife in Canada recommended in April 2008 that the polar bear be assessed as a species of special concern under the federal Species at Risk Act (SARA). A listing would mandate that a management plan be written within five years, a timeline criticized by the World Wide Fund for Nature as being too long to prevent significant habitat loss from climate change.


          


          In culture


          
            [image: This engraving, made by Chukchi carvers in the 1940s on a walrus tusk, depicts polar bears hunting walrus.]

            
              This engraving, made by Chukchi carvers in the 1940s on a walrus tusk, depicts polar bears hunting walrus.
            

          


          


          Indigenous folklore


          For the indigenous peoples of the Arctic, polar bears have long played an important cultural and material role. Polar bear remains have been found at hunting sites dating to 2,500 to 3,000 years ago and 1,500 year old cave paintings of polar bears have been found in Chukotka. Indeed, it has been suggested that Arctic peoples' skills in seal hunting and igloo construction has been in part acquired from the polar bears themselves.


          The Inuit and Eskimos have many folk tales featuring the bears including legends in which the bears shed their skins to become men and stories of how the constellation which is said to be a great bear surrounded by dogs came into being.


          Among the Chukchi and Yupik of eastern Siberia, there was a longstanding shamanistic ritual of "thanksgiving" to the hunted polar bear. After killing the animal, its head and skin were removed and cleaned and brought into the home and there was a feast in the hunting camp in its honour. In order to appease the spirit of the bear, there were traditional song and drum music and the skull would be ceremonially fed and offered a pipe. Only once the spirit was appeased would the skull be separated from the skin, taken beyond the bounds of the homestead, and placed in the ground, facing north. Many of these traditions have faded somewhat in time, especially in light of the total hunting ban in the Soviet Union (and now Russia) since 1955.


          The Nenets of north-central Siberia placed particular value on the talismanic power of the prominent canine teeth. They were traded in the villages of the lower Yenisei and Khatanga rivers to the forest-dwelling peoples further south, who would sew them into their hats as protection against brown bears. It was believed that the "little nephew" (the brown bear) would not dare to attack a man wearing the tooth of its powerful "big uncle" (the polar bear). The skulls of killed polar bears were buried at specific sacred sites and altars, called sedyangi, were constructed out of the skulls. Several such sites have been preserved on the Yamal Peninsula.


          


          Symbols and mascots


          
            [image: Canada issued Polar Bear stamp.]

            
              Canada issued Polar Bear stamp.
            

          


          
            [image: Coat of arms of the Chukotka Autonomous Okrug in the Russian Federation.]

            
              Coat of arms of the Chukotka Autonomous Okrug in the Russian Federation.
            

          


          Their distinctive appearance and their association with the Arctic have made polar bears popular icons, especially in those areas where they are native. The Canadian Toonie (two-dollar coin) features the image of a polar bear and both the Northwest Territories and Nunavut license plates in Canada are in the shape of a polar bear. The polar bear is the mascot of Bowdoin College in Maine and was chosen as mascot for the 1988 Winter Olympics held in Calgary.


          Companies such Coca-Cola, Polar Beverages, Nelvana, Bundaberg Rum and Good Humor-Breyers have used images of the polar bear in advertising, while Fox's Glacier Mints have featured a polar bear named Peppy as the brand mascot since 1922.


          


          Literature


          Polar bears are also popular in fiction, particularly in books aimed at children or young adults. For example, The Polar Bear Son is adapted from a traditional Inuit tale. Polar bears feature prominently in East (also released as North Child) by Edith Pattou, The Bear by Raymond Briggs, and Chris d'Lacey's The Fire Within series. The panserbjrne of Philip Pullman's fantasy trilogy His Dark Materials are sapient, dignified polar bears who exhibit anthropomorphic qualities, and as such feature prominently in the 2007 film adaptation of The Golden Compass. The TV series Lost has shown polar bears on a mysterious tropical island.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Polar_bear"
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            [image: A polar grid with several angles labeled in degrees]

            
              A polar grid with several angles labeled in degrees
            

          


          In mathematics, the polar coordinate system is a two-dimensional coordinate system in which each point on a plane is determined by an angle and a distance. The polar coordinate system is especially useful in situations where the relationship between two points is most easily expressed in terms of angles and distance; in the more familiar Cartesian or rectangular coordinate system, such a relationship can only be found through trigonometric formulae.


          As the coordinate system is two-dimensional, each point is determined by two polar coordinates: the radial coordinate and the angular coordinate. The radial coordinate (usually denoted as r) denotes the point's distance from a central point known as the pole (equivalent to the origin in the Cartesian system). The angular coordinate (also known as the polar angle or the azimuth angle, and usually denoted by  or t) denotes the positive or anticlockwise (counterclockwise) angle required to reach the point from the 0 ray or polar axis (which is equivalent to the positive x-axis in the Cartesian coordinate plane).


          


          History


          The concepts of angle and radius were already used by ancient peoples of the 1st millennium BCE. The astronomer Hipparchus (190-120 BCE) created a table of chord functions giving the length of the chord for each angle, and there are references to his using polar coordinates in establishing stellar positions. In On Spirals, Archimedes describes the Archimedean spiral, a function whose radius depends on the angle. The Greek work, however, did not extend to a full coordinate system.


          There are various accounts of the introduction of polar coordinates as part of a formal coordinate system. The full history of the subject is described in Harvard professor Julian Lowell Coolidge's Origin of Polar Coordinates. Grgoire de Saint-Vincent and Bonaventura Cavalieri independently introduced the concepts in the mid-seventeenth century. Saint-Vincent wrote about them privately in 1625 and published his work in 1647, while Cavalieri published his in 1635 with a corrected version appearing in 1653. Cavalieri first used polar coordinates to solve a problem relating to the area within an Archimedean spiral. Blaise Pascal subsequently used polar coordinates to calculate the length of parabolic arcs.


          In Method of Fluxions (written 1671, published 1736), Sir Isaac Newton examined the transformations between polar coordinates, which he referred to as the "Seventh Manner; For Spirals", and nine other coordinate systems. In the journal Acta Eruditorum (1691), Jacob Bernoulli used a system with a point on a line, called the pole and polar axis respectively. Coordinates were specified by the distance from the pole and the angle from the polar axis. Bernoulli's work extended to finding the radius of curvature of curves expressed in these coordinates.


          The actual term polar coordinates has been attributed to Gregorio Fontana and was used by 18th-century Italian writers. The term appeared in English in George Peacock's 1816 translation of Lacroix's Differential and Integral Calculus. Alexis Clairaut was the first to think of polar coordinates in three dimensions, and Leonhard Euler was the first to actually develop them.


          


          Plotting points with polar coordinates


          
            [image: The points (3,60°) and (4,210°) on a polar coordinate system]

            
              The points (3,60) and (4,210) on a polar coordinate system
            

          


          Each point in the polar coordinate system can be described with the two polar coordinates, which are usually called r (the radial coordinate) and  (the angular coordinate, polar angle, or azimuth angle, sometimes represented as  or t). The r coordinate represents the radial distance from the pole, and the  coordinate represents the anticlockwise (counterclockwise) angle from the 0 ray (sometimes called the polar axis), known as the positive x-axis on the Cartesian coordinate plane.


          For example, the polar coordinates (3, 60) would be plotted as a point 3 units from the pole on the 60 ray. The coordinates (3, 240) would also be plotted at this point because a negative radial distance is measured as a positive distance on the opposite ray (the ray reflected about the origin, which differs from the original ray by 180).


          One important aspect of the polar coordinate system, not present in the Cartesian coordinate system, is that a single point can be expressed with an infinite number of different coordinates. This is because any number of multiple revolutions can be made around the central pole without affecting the actual location of the point plotted. In general, the point (r,) can be represented as (r,n360) or (r,(2n+1)180), where n is any integer.


          The arbitrary coordinates (0,) are conventionally used to represent the pole, as regardless of the  coordinate, a point with radius 0 will always be on the pole. To get a unique representation of a point, it is usual to limit r to non-negative numbers r0 and  to the interval [0,360) or (180,180] (or, in radian measure, [0,2) or (,]).


          Angles in polar notation are generally expressed in either degrees or radians, using the conversion 2 rad = 360. The choice depends largely on the context. Navigation applications use degree measure, while some physics applications (specifically rotational mechanics) and almost all mathematical literature on calculus use radian measure.


          


          Converting between polar and Cartesian coordinates


          
            [image: A diagram illustrating the relationship between polar and Cartesian coordinates.]

            
              A diagram illustrating the relationship between polar and Cartesian coordinates.
            

          


          The two polar coordinates r and  can be converted to the Cartesian coordinates x and y by using the trigonometric functions sine and cosine:


          
            	[image: x = r \cos \theta \,]


            	[image: y = r \sin \theta, \,]

          


          while the two Cartesian coordinates x and y can be converted to polar coordinate r by


          
            	[image: r = \sqrt{x^2 + y^2} \,] (by a simple application of the Pythagorean theorem).

          


          To determine the angular coordinate , the following two ideas must be considered:


          
            	For r = 0,  can be set to any real value.


            	For r  0, to get a unique representation for , it must be limited to an interval of size 2. Conventional choices for such an interval are [0, 2) and (, ].

          


          To obtain  in the interval [0, 2), the following may be used (arctan denotes the inverse of the tangent function):


          
            	[image: \theta = \begin{cases} \arctan(\frac{y}{x}) & \mbox{if } x > 0 \mbox{ and } y \ge 0\ \arctan(\frac{y}{x}) + 2\pi & \mbox{if } x > 0 \mbox{ and } y < 0\ \arctan(\frac{y}{x}) + \pi & \mbox{if } x < 0\ \frac{\pi}{2} & \mbox{if } x = 0 \mbox{ and } y > 0\ \frac{3\pi}{2} & \mbox{if } x = 0 \mbox{ and } y < 0 \end{cases}]

          


          To obtain  in the interval (, ], the following may be used:


          
            	[image: \theta = \begin{cases} \arctan(\frac{y}{x}) & \mbox{if } x > 0\ \arctan(\frac{y}{x}) + \pi & \mbox{if } x < 0 \mbox{ and } y \ge 0\ \arctan(\frac{y}{x}) - \pi & \mbox{if } x < 0 \mbox{ and } y < 0\ \frac{\pi}{2} & \mbox{if } x = 0 \mbox{ and } y > 0\ -\frac{\pi}{2} & \mbox{if } x = 0 \mbox{ and } y < 0 \end{cases}]

          


          One may avoid having to keep track of the numerator and denominator signs by use of the atan2 function, which has separate arguments for the numerator and the denominator.


          


          Polar equations


          The equation defining an algebraic curve expressed in polar coordinates is known as a polar equation. In many cases, such an equation can simply be specified by defining r as a function of . The resulting curve then consists of points of the form (r(),) and can be regarded as the graph of the polar function r.


          Different forms of symmetry can be deduced from the equation of a polar function r. If r()=r() the curve will be symmetrical about the horizontal (0/180) ray, if r()=r() it will be symmetric about the vertical (90/270) ray, and if r()=r() it will be rotationally symmetric  counterclockwise about the pole.


          Because of the circular nature of the polar coordinate system, many curves can be described by a rather simple polar equation, whereas their Cartesian form is much more intricate. Among the best known of these curves are the polar rose, Archimedean spiral, lemniscate, limaon, and cardioid.


          For the circle, line, and polar rose below, it is understood that there are no restrictions on the domain and range of the curve.


          


          Circle


          
            [image: A circle with equation r(θ)=1]

            
              A circle with equation r()=1
            

          


          The general equation for a circle with a centre at (r0,) and radius a is


          
            	[image: r^2 - 2 r r_0 \cos(\theta - \varphi) + r_0^2 = a^2.\, ]

          


          This can be simplified in various ways, to conform to more specific cases, such as the equation


          
            	[image: r(\theta)=a \,]

          


          for a circle with a centre at the pole and radius a.


          


          Line


          Radial lines (those running through the pole) are represented by the equation


          
            	[image: \theta = \varphi \,],

          


          where  is the angle of elevation of the line; that is, =arctanm where m is the slope of the line in the Cartesian coordinate system. The non-radial line that crosses the radial line = perpendicularly at the point (r0, ) has the equation


          
            	[image: r(\theta) = {r_0}\sec(\theta-\varphi). \,]

          


          


          Polar rose


          
            [image: A polar rose with equation r(θ)=2sin4θ]

            
              A polar rose with equation r()=2sin4
            

          


          A polar rose is a famous mathematical curve that looks like a petalled flower, and that can be expressed as a simple polar equation,


          
            	[image: r(\theta) = a \cos (k\theta + \phi_0)\,]

          


          for any constant 0 (including 0). If k is an integer, these equations will produce a k-petalled rose if k is odd, or a 2k-petalled rose if k is even. If k is rational but not an integer, a rose-like shape may form but with overlapping petals. Note that these equations never define a rose with 2, 6, 10, 14, etc. petals. The variable a represents the length of the petals of the rose.



          


          Archimedean spiral


          
            [image: One arm of an Archimedean spiral with equation r(θ)=θ for 0<θ<6π]

            
              One arm of an Archimedean spiral with equation r()= for 0<<6
            

          


          The Archimedean spiral is a famous spiral that was discovered by Archimedes, which also can be expressed as a simple polar equation. It is represented by the equation


          
            	[image: r(\theta) = a+b\theta. \,]

          


          Changing the parameter a will turn the spiral, while b controls the distance between the arms, which for a given spiral is always constant. The Archimedean spiral has two arms, one for >0 and one for <0. The two arms are smoothly connected at the pole. Taking the mirror image of one arm across the 90/270 line will yield the other arm. This curve is notable as one of the first curves, after the conic sections, to be described in a mathematical treatise, and as being a prime example of a curve that is best defined by a polar equation.



          


          Conic sections


          
            [image: Ellipse, showing semi-latus rectum]

            
              Ellipse, showing semi-latus rectum
            

          


          A conic section with one focus on the pole and the other somewhere on the 0 ray (so that the conic's major axis lies along the polar axis) is given by:


          
            	[image: r = { \ell\over {1 + e \cos \theta}}]

          


          where e is the eccentricity and [image: \ell] is the semi-latus rectum (the perpendicular distance at a focus from the major axis to the curve). If e>1, this equation defines a hyperbola; if e=1, it defines a parabola; and if e < 1, it defines an ellipse. The special case e = 0 of the latter results in a circle of radius [image: \ell].


          


          Complex numbers


          
            [image: An illustration of a complex number z plotted on the complex plane]

            
              An illustration of a complex number z plotted on the complex plane
            

          


          
            [image: An illustration of a complex number plotted on the complex plane using Euler's formula]

            
              An illustration of a complex number plotted on the complex plane using Euler's formula
            

          


          Every complex number can be represented as a point in the complex plane, and can therefore be expressed by specifying either the point's Cartesian coordinates (called rectangular or Cartesian form) or the point's polar coordinates (called polar form). The complex number z can be represented in rectangular form as


          
            	[image: z = x + iy\,]

          


          where i is the imaginary unit, or can alternatively be written in polar form (via the conversion formulae given above) as


          
            	[image: z = r\cdot(\cos\theta+i\sin\theta)]

          


          and from there as


          
            	[image: z = re^{i\theta} \,]

          


          where e is Euler's number, which are equivalent as shown by Euler's formula. (Note that this formula, like all those involving exponentials of angles, assumes that the angle  is expressed in radians.) To convert between the rectangular and polar forms of a complex number, the conversion formulae given above can be used.


          For the operations of multiplication, division, and exponentiation of complex numbers, it is generally much simpler to work with complex numbers expressed in polar form rather than rectangular form. From the laws of exponentiation:


          
            	Multiplication:

          


          
            	
              
                	[image: r_0 e^{i\theta_0} \cdot r_1 e^{i\theta_1}=r_0 r_1 e^{i(\theta_0 + \theta_1)} \,]

              

            

          


          
            	Division:

          


          
            	
              
                	[image: \frac{r_0 e^{i\theta_0}}{r_1 e^{i\theta_1}}=\frac{r_0}{r_1}e^{i(\theta_0 - \theta_1)} \,]

              

            

          


          
            	Exponentiation ( De Moivre's formula):

          


          
            	
              
                	[image: (re^{i\theta})^n=r^ne^{in\theta} \,]

              

            

          


          


          Calculus


          Calculus can be applied to equations expressed in polar coordinates.


          The angular coordinate  is expressed in radians throughout this section, which is the conventional choice when doing calculus.


          


          Differential calculus


          We have the following formulas:


          
            	[image: r \tfrac{\partial}{\partial r}= x \tfrac{\partial}{\partial x} + y \tfrac{\partial}{\partial y} \,]


            	[image: \tfrac{\partial}{\partial \theta} = -y \tfrac{\partial}{\partial x} + x \tfrac{\partial}{\partial y} .]

          


          To find the Cartesian slope of the tangent line to a polar curve r() at any given point, the curve is first expressed as a system of parametric equations.


          
            	[image: x=r(\theta)\cos\theta \,]

          


          
            	[image: y=r(\theta)\sin\theta \,]

          


          Differentiating both equations with respect to  yields


          
            	[image: \frac{dx}{d\theta}=r'(\theta)\cos\theta-r(\theta)\sin\theta \,]

          


          
            	[image: \frac{dy}{d\theta}=r'(\theta)\sin\theta+r(\theta)\cos\theta \,]

          


          Dividing the second equation by the first yields the Cartesian slope of the tangent line to the curve at the point (r,r()):


          
            	[image: \frac{dy}{dx}=\frac{r'(\theta)\sin\theta+r(\theta)\cos\theta}{r'(\theta)\cos\theta-r(\theta)\sin\theta}]

          


          


          Integral calculus


          
            [image: The integration region R is bounded by the curve r(θ) and the rays θ = a and θ = b.]

            
              The integration region R is bounded by the curve r() and the rays  = a and  = b.
            

          


          Let R denote the region enclosed by a curve r() and the rays  = a and  = b, where 0<ba<2. Then, the area of R is


          
            	[image: \frac12\int_a^b r(\theta)^2\, d\theta.]

          


          
            [image: The region R is approximated by n sectors (here, n = 5).]

            
              The region R is approximated by n sectors (here, n = 5).
            

          


          This result can be found as follows. First, the interval [a,b] is divided into n subintervals, where n is an arbitrary positive integer. Thus , the length of each subinterval, is equal to ba (the total length of the interval), divided by n, the number of subintervals. For each subinterval i = 1, 2, , n, let i be the midpoint of the subinterval, and construct a sector with the centre at the pole, radius r(i), central angle  and arc length [image: r(\theta_i)\Delta\theta\,]. The area of each constructed sector is therefore equal to [image: \tfrac12r(\theta_i)^2\Delta\theta]. Hence, the total area of all of the sectors is


          
            	[image: \sum_{i=1}^n \tfrac12r(\theta_i)^2\,\Delta\theta.]

          


          As the number of subintervals n is increased, the approximation of the area continues to improve. In the limit as n  , the sum becomes the Riemann sum for the above integral.


          


          Generalization


          Using Cartesian coordinates, an infinitesimal area element can be calculated as dA = dx dy. The substitution rule for multiple integrals states that, when using other coordinates, the Jacobian determinant of the coordinate conversion formula has to be considered:


          
            	[image: J = \det\frac{\partial(x,y)}{\partial(r,\theta)} =\begin{vmatrix} \frac{\partial x}{\partial r} & \frac{\partial x}{\partial \theta} \ \frac{\partial y}{\partial r} & \frac{\partial y}{\partial \theta} \end{vmatrix} =\begin{vmatrix} \cos\theta & -r\sin\theta \ \sin\theta & r\cos\theta \end{vmatrix} =r\cos^2\theta + r\sin^2\theta = r.]

          


          Hence, an area element in polar coordinates can be written as


          
            	[image: dA = J\,dr\,d\theta = r\,dr\,d\theta.]

          


          Now, a function that is given in polar coordinates can be integrated as follows:


          
            	[image: \iint_R f(r,\theta) \, dA = \int_a^b \int_0^{r(\theta)} f(r,\theta)\,r\,dr\,d\theta.]

          


          Here, R is the same region as above, namely, the region enclosed by a curve r() and the rays  = a and  = b.


          The formula for the area of R mentioned above is retrieved by taking f identically equal to 1. A more surprising application of this result yields the Gaussian integral


          
            	[image:  \int_{-\infty}^\infty e^{-x^2} \, dx = \sqrt\pi.]

          


          


          Vector calculus


          Vector calculus can also be applied to polar coordinates. Let [image: \mathbf{r}] be the position vector [image: (r\cos(\theta),r\sin(\theta))\,], with r and  depending on time t, [image: \hat{\mathbf{r}}] be a unit vector in the direction [image: \mathbf{r}] and [image: \hat{\boldsymbol\theta}] be a unit vector at right angles to [image: \mathbf{r}]. The first and second derivatives of position are


          
            	[image: \frac{d\mathbf{r}}{dt} = \dot r\hat{\mathbf{r}} + r\dot\theta\hat{\boldsymbol\theta},]

          


          
            	[image: \frac{d^2\mathbf{r}}{dt^2} = (\ddot r - r\dot\theta^2)\hat{\mathbf{r}} + (r\ddot\theta + 2\dot r \dot\theta)\hat{\boldsymbol\theta}.]

          


          


          Three dimensions


          The polar coordinate system is extended into three dimensions with two different coordinate systems, the cylindrical and spherical coordinate systems, both of which include two-dimensional or planar polar coordinates as a subset. In essence, the cylindrical coordinate system extends polar coordinates by adding an additional distance coordinate, while the spherical system instead adds an additional angular coordinate.


          


          Cylindrical coordinates


          
            [image: A point plotted with cylindrical coordinates]

            
              A point plotted with cylindrical coordinates
            

          


          The cylindrical coordinate system is a coordinate system that essentially extends the two-dimensional polar coordinate system by adding a third coordinate measuring the height of a point above the plane, similar to the way in which the Cartesian coordinate system is extended into three dimensions. The third coordinate is usually denoted h, making the three cylindrical coordinates (r, , h).


          The three cylindrical coordinates can be converted to Cartesian coordinates by


          
            	[image:  \begin{align} x &= r \, \cos\theta \ y &= r \, \sin\theta \ z &= h. \end{align} ]

          


          


          Spherical coordinates


          
            [image: A point plotted using spherical coordinates]

            
              A point plotted using spherical coordinates
            

          


          Polar coordinates can also be extended into three dimensions using the coordinates (, , ), where  is the distance from the origin,  is the angle from the z-axis (called the colatitude or zenith and measured from 0 to 180) and  is the angle from the x-axis (as in the polar coordinates). This coordinate system, called the spherical coordinate system, is similar to the latitude and longitude system used for Earth, with the origin in the centre of Earth, the latitude  being the complement of , determined by  = 90  , and the longitude l being measured by l =   180.


          The three spherical coordinates are converted to Cartesian coordinates by


          
            	[image:  \begin{align} x &= \rho \, \sin\phi \, \cos\theta \ y &= \rho \, \sin\phi \, \sin\theta \ z &= \rho \, \cos\phi. \end{align} ]

          


          


          Applications


          Polar coordinates are two-dimensional and thus they can be used only where point positions lie on a single two-dimensional plane. They are most appropriate in any context where the phenomenon being considered is inherently tied to direction and length from a centre point. For instance, the examples above show how elementary polar equations suffice to define curves  such as the Archimedean spiral  whose equation in the Cartesian coordinate system would be much more intricate. Moreover, many physical systems  such as those concerned with bodies moving around a central point or with phenomena originating from a central point  are simpler and more intuitive to model using polar coordinates. The initial motivation for the introduction of the polar system was the study of circular and orbital motion.


          


          Position and navigation


          Polar coordinates are used often in navigation, as the destination or direction of travel can be given as an angle and distance from the object being considered. For instance, aircraft use a slightly modified version of the polar coordinates for navigation. In this system, the one generally used for any sort of navigation, the 0 ray is generally called heading 360, and the angles continue in a clockwise direction, rather than counterclockwise, as in the mathematical system. Heading 360 corresponds to magnetic north, while headings 90, 180, and 270 correspond to magnetic east, south, and west, respectively. Thus, an aircraft traveling 5 nautical miles due east will be traveling 5 units at heading 90 (read niner-zero by air traffic control).


          


          Modeling


          Systems displaying radial symmetry provide natural settings for the polar coordinate system, with the central point acting as the pole. A prime example of this usage is the groundwater flow equation when applied to radially symmetric wells. Systems with a radial force are also good candidates for the use of the polar coordinate system. These systems include gravitational fields, which obey the inverse-square law, as well as systems with point sources, such as radio antennas.


          Radially asymmetric systems may also be modeled with polar coordinates. For example, a microphone's pickup pattern illustrates its proportional response to an incoming sound from a given direction, and these patterns can be represented as polar curves. The curve for a standard cardioid microphone, the most common unidirectional microphone, can be represented as r = 0.5 + 0.5 sin .
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        Polar ice cap


        
          

          
            [image: Polar Ice Cap on Mars, seen by the Hubble Telescope]

            
              Polar Ice Cap on Mars, seen by the Hubble Telescope
            

          


          A polar ice cap is a high-latitude region of a planet or moon that is covered in ice. There are no requirements with respect to size or composition for a body of ice to be termed a polar ice cap, nor any geological requirement for it to be over land; only that it must be a body of solid phase matter in the polar region. This causes the term 'polar ice cap' to be somewhat of a misnomer, as the term ice cap itself is applied with greater scrutiny as such bodies must be found over land, and possess a surface area of less than 50,000 km: larger bodies are referred to as ice sheets.


          The composition of the ice will vary. For example Earth's polar ice caps are mainly water ice, while Mars's polar ice caps are a mixture of solid phase carbon dioxide and water ice.


          Polar ice caps form because high-latitude regions receive less energy in the form of solar radiation from the sun than equatorial regions, resulting in lower surface temperatures.


          The polar ice caps have changed dramatically over the last 12,000 years. According to prevalent scientific theory, this change can be attributed to global warming resulting from climate change caused largely by the burning of fossil fuels. Seasonal variations of the ice caps takes place due to varied solar energy absorption as the planet or moon revolves around the sun. Additionally, in geologic time scales, the ice caps may grow or shrink due to climate variation. See ice age, polar climate.


          


          Earth


          


          North Pole


          
            [image: A satellite composite image of Antarctica]

            
              A satellite composite image of Antarctica
            

          


          Earth's north pole is covered by floating pack ice (sea ice) over the Arctic Ocean, the Arctic ice pack. Portions of the ice that don't melt seasonally can get very thick, up to 34 meters thick over large areas, with ridges up to 20 meters thick. One-year ice is usually about a meter thick. The area covered by sea ice ranges between 9 and 12 million km. In addition, the Greenland ice sheet covers about 1.71 million km and contains about 2.6 million km of ice.


          While the International Panel on Climate Change 2001 report predicted that the North polar ice cap would last to 2100 in spite of global warming caused by climate change, the dramatic reduction in the size of the ice cap during the northern summer of 2007 has led some scientists to estimate that there will be no ice at the North Pole by 2030 with devastating effects on the environment.


          Other scientists such as Wieslaw Maslowski, a professor at the Naval Postgraduate School, estimate that there will be no summer ice by as soon as 2013. He argues that this projection is already too conservative as his dataset did not include the minima of 2005 and 2007.


          


          South Pole


          The land mass of the Earth's south pole, in Antarctica, is covered by the Antarctic ice sheet. It covers an area of almost 14 million km and contains 25-30 million km of ice. Around 70% of the fresh water on the Earth is held in this ice sheet. In addition, the West Antarctic Ice Sheet covers 3.2 million km and the Ross Ice Shelf covers 0.5 million km. See Climate of Antarctica.


          Global warming has increased the volume of summer meltwater on glaciers, which has weakened ice shelves. The dramatic collapses of The Prince Gustav Channel, Larsen Inlet, Larsen A, Wordie, Muller, and the Jones Ice Shelf show the impacts of climate change on the Antarctic ice cap.


          


          Mars


          
            [image: Mars's north polar region with ice cap, composite of Viking 1 orbiter images (Courtesy NASA/JPL-Caltech)]
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          The planet Mars also has polar ice caps, but they consist of frozen carbon dioxide as well as water. The ice caps change with the Martian seasons-the carbon dioxide ice sublimes in summer, uncovering a surface of layered rocks, and then reforms in winter.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Polar_ice_cap"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Police


        
          

          
            
              	
            

          


          Police are agents or agencies empowered to use force and other forms of coercion and legal means to effect public and social order. The term is most commonly associated with police departments of a state that are authorized to exercise the police power of that state within a defined legal or territorial area of responsibility. The word comes from the Latin politia (civil administration), which itself derives from the Ancient Greek ό, for polis ("city"). The first police force comparable to the present-day police was established in 1667 under King Louis XIV in France, although modern police usually trace their origins to the 1800 establishment of the Marine Police in London, the Glasgow Police, and the Napoleonic police of Paris.


          The first modern police force is also commonly said to be the London Metropolitan Police, established in 1829, which promoted the preventive role of police as a deterrent to urban crime and disorder. The notion that police are primarily concerned with enforcing criminal law was popularized in the 1930s with the rise of the Federal Bureau of Investigation as the pre-eminent " law enforcement agency" in the United States; this however has only ever constituted a small portion of policing activity. Policing has included an array of activities in different contexts, but the predominant ones are concerned with order maintenance and the provision of services. Alternative names for police force include constabulary, gendarmerie, police department, police service, or law enforcement agency, and members can be police officers, constables, troopers, sheriffs, rangers, or peace officers.


          


          History


          


          Pre-modern Europe


          In Ancient Greece, publicly-owned slaves were used by magistrates as police. In Athens, a group of 300 Scythian slaves was used to guard public meetings to keep order and for crowd control, and also assisted with dealing with criminals, manhandling prisoners, and making arrests. Other duties associated with modern policing, such as investigating crimes, was left to the citizens themselves. The Roman Empire had a reasonably effective law enforcement system until the decline of the empire, though there was never an actual police force in the city of Rome. When under the reign of Augustus the capital had grown to almost one million inhabitants, he created 14 wards, which were protected by seven squads of 1,000 men. If necessary, they might have called the Praetorian Guard for assistance. Beginning in the 5th century, policing became a function of clan chiefs and heads of state.


          The Anglo-Saxon system of maintaining public order was a private system of tithings, since the Norman conquest lead by a constable, which was based on a social obligation for the good conduct of the others; more common was that local lords and nobles were responsible to maintain order in their lands, and often appointed a constable, sometimes unpaid, to enforce the law.


          


          The invention of "police"


          In Western culture, the contemporary concept of a police paid by the government was developed by French legal scholars and practitioners in the 17th century and early 18th century, notably with Nicolas Delamare's Trait de la Police ("Treatise of the Police", published between 1705 and 1738). The German Polizeiwissenschaft (Science of Police) was also an important theoretical formulation of police.


          The first police force in the modern sense was created by the government of King Louis XIV in 1667 to police the city of Paris, then the largest city of Europe and considered the most dangerous European city. The royal edict, registered by the Parlement of Paris on March 15, 1667 created the office of lieutenant gnral de police ("lieutenant general of police"), who was to be the head of the new Paris police force, and defined police as the task of "ensuring the peace and quiet of the public and of private individuals, purging the city of what may cause disturbances, procuring abundance, and having each and everyone live according to their station and their duties". This office was held by Gabriel Nicolas de la Reynie, who had 44 commissaires de police (police commissioners) under his authority. In 1709, these commissioners were assisted by inspecteurs de police (police inspectors). The city of Paris was divided into 16 districts policed by the 44 commissaires de police, each assigned to a particular district and assisted in their districts by clerks and a growing bureaucracy. The scheme of the Paris police force was extended to the rest of France by a royal edict of October 1699, resulting in the creation of lieutenants general of police in all large French cities or towns.


          However, this early conceptualization of police was quite different from today's police forces, exclusively in charge of maintaining order and arresting criminals. As conceptualized by the Polizeiwissenschaft, the police had an economical and social duty ("procuring abundance"). It was in charge of demographics concerns and of empowering the population, which was considered by the mercantilist theory to be the main strength of the state. Thus, its functions largely overreached simple law enforcement activities, and included public health concerns, urban planning (which was important because of the miasma theory of disease; thus, cemeteries were moved out of town, etc.), surveillance of prices, etc .


          Development of modern police was contemporary to the formation of the state, later defined by sociologist Max Weber as detaining "the monopoly on the legitimate use of physical force," primarily exerced by the police and the military. Despite its differences, this definition was not completely alien to the Marxist definition of the state as a "repressive apparatus" guarding the bourgeoisie's interests.


          


          Modern police


          After the troubles of the French Revolution the Paris police force was reorganized by Napolon I on February 17, 1800 as the Prefecture of Police, along with the reorganization of police forces in all French cities with more than 5,000 inhabitants. On March 12, 1829, a government decree created the first uniformed policemen in Paris and all French cities, known as sergents de ville ("city sergeants"), which the Paris Prefecture of Police's website claims were the first uniformed policemen in the world.


          In the United Kingdom, the development of police forces was much slower than in the rest of Europe. The word "police" was borrowed from French into the English language in the 18th century, but for a long time it applied only to French and continental European police forces. The word, and the concept of police itself, was "disliked as a symbol of foreign oppression" (according to Britannica 1911). Prior to the 19th century, the only official use of the word "police" recorded in the United Kingdom was the appointment of Commissioners of Police for Scotland in 1714 and the creation of the Marine Police in 1798 (set up to protect merchandise at the Port of London).


          On June 30, 1800, the authorities of Glasgow, Scotland successfully petitioned the Government to pass the Glasgow Police Act establishing the City of Glasgow Police. This was the first professional police service in the country that differed from previous law enforcement in that it was a preventive police force. This was quickly followed in other Scottish towns, which set up their own police forces by individual Acts of Parliament . In London, there existed watchmen hired to guard the streets at night since 1663, the first paid law enforcement body in the country, augmenting the force of unpaid constables. On September 29, 1829, the Metropolitan Police Act was passed by Parliament, allowing Sir Robert Peel, the then home secretary, to found the London Metropolitan Police. This group of Police are often referred to as Bobbies due to the fact that it was Sir Robert (Bobby) Peel who authorized it. They were regarded as the most efficient forerunners of a modern Police force and became a model for the police forces in most countries, such as the United States, and most of the then British Empire (Commonwealth) Bobbies can still be found in many parts of the world. (Normally British Overseas Territories or ex-colonies, Bermuda, Gibraltar or St Helena for example). The model of policing in Britain had as its primary role the keeping of the Queen's Peace and this has continued to the present day. Many of the Commonwealth Countries developed Police Forces using similar models such as Australia and New Zealand.


          In Northern America, the Toronto Police was founded in Canada in 1834, one of the first municipal police departments on that continent, followed by police forces in Montreal and Quebec City both founded in 1838. In the United States, the first organized police service was established in Boston in 1838, New York in 1844, and Philadelphia in 1854.


          


          Police armament and equipment
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          In many jurisdictions, police officers carry firearms, primarily handguns, in the normal course of their duties.


          Police often have specialist units for handling armed offenders, and similar dangerous situations, and can (depending on local laws), in some extreme circumstances, call on the military (since Military Aid to the Civil Power is a role of many armed forces). Perhaps the most high-profile example of this was when, in 1980 the Metropolitan Police handed control of the Iranian Embassy Siege to the Special Air Service. They can also be equipped with non-lethal (more accurately known as "less than lethal" or "less-lethal") weaponry, particularly for riot control. Non-lethal weapons include batons, riot control agents, rubber bullets and electroshock weapons. The use of firearms or deadly force is typically a last resort only to be used when necessary to save human life, although some jurisdictions allow its use against fleeing felons and escaped convicts. Police officers often carry handcuffs to restrain suspects.


          Modern police forces make extensive use of radio communications equipment, carried both on the person and installed in vehicles, to co-ordinate their work, share information, and get help quickly. In recent years, vehicle-installed computers have enhanced the ability of police communications, enabling easier dispatching of calls, criminal background checks on persons of interest to be completed in a matter of seconds, and updating the officer's daily activity log and other required reports on a real-time basis. Other common pieces of police equipment include flashlights, whistles, and, most importantly, notebooks and "ticketbooks" or citations. In the Department of corrections they do not have SWAT (special weapons and tactics) teams, they have CIRT teams. CIRT stands for Critical Incident Response Team. CIRT responds to to most violent crimes in the most dangerous of prisons.


          


          Restrictions upon the power of the police
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          In order for police officers to do their job, they may be vested by the state with a monopoly in the use of certain powers. These include the powers to arrest, search, seize, and interrogate; and if necessary, to use lethal force. In nations with democratic systems and the rule of law, the law of criminal procedure has been developed to regulate officers' discretion, so that they do not exercise their vast powers arbitrarily or unjustly.


          In U.S. criminal procedure the most famous case is Miranda v. Arizona which led to the widespread use of Miranda warnings or constitutional warnings. U.S. police are also prohibited from holding criminal suspects for more than a reasonable amount of time (usually 72 hours) before arraignment, using torture to extract confessions, using excessive force to effect an arrest, and searching suspects' bodies or their homes without a warrant obtained upon a showing of probable cause. Using deception for confessions is permitted, but not coercion. There are exceptions or exigent circumstances such as an articulated need to disarm a suspect or searching a suspect who has already been arrested (Search Incident to an Arrest). The Posse Comitatus Act severely restricts the use of the U.S. military for police activity, giving added importance to police SWAT units.


          British police officers are governed by similar rules, particularly those introduced under the Police and Criminal Evidence Act 1984, but generally have greater powers. They may, for example, legally search any suspect who has been arrested, or their vehicles, home or business premises, without a warrant, and may seize anything they find in a search as evidence. All police officers in the United Kingdom, whatever their actual rank, are 'constables' in terms of their legal position. This means that a newly appointed constable has the same arrest powers as a Chief Constable or Commissioner. However, certain higher ranks have additional powers to authorize certain aspects of police operations, such as a power to authorize a search of a suspect's house (section 18 PACE) by an officer of the rank of Inspector, or the power to authorize a suspect's detention beyond 24 hours by a Superintendent.


          


          Difficult issues


          Police organizations must sometimes deal with the issue of police corruption, which is often abetted by a code of silence that encourages unquestioning loyalty to one's comrades over the cause of justice. In the comparatively rare event that an officer breaks this code on a significant scale, they may receive death threats or even be left for dead, as in the case of Frank Serpico. One way to fight such corruption is by having an independent or semi-independent organization investigate, such as (in the United States) the Federal Justice Department, state Attorneys General, local District Attorneys, a police department's own internal affairs division, or specially appointed commissions. However, independent organizations are generally not called except for the most severe cases of corruption.


          Some believe that police forces have traditionally been responsible for enforcing many bigoted perspectives which have been prevalent at various periods throughout history. Ageism against teens, homophobia, racism, and sexism are views which police have been charged with having held and enforced.


          Some police organizations are faced with routine accusations of racial profiling. Police forces also find themselves under criticism for their use of force, particularly deadly force, when a police officer of one race kills a suspect of another race. In the United States, such events routinely spark protests and accusations of racism against police.


          In the United States since the 1960s, concern over such issues has increasingly weighed upon law enforcement agencies, courts and legislatures at every level of government. Incidents such as the 1965 Watts Riots, the videotaped 1991 beating by Los Angeles Police officers of Rodney King, and the riot following their accquital has depicted American police as dangerously lacking in appropriate controls. The fact that this trend has occurred contemporaneously with the rise of the US civil rights movement, the War on Drugs and a precipitous rise in violent crime from the 1960s to the 1990s has made questions surrounding the role, administration and scope of authority of police specifically and the criminal justice system as a whole increasingly complicated. Police departments and the local governments that oversee them in some jurisdictions have attempted to mitigate some of these issues through community outreach programs and community policing to make the police more accessible to the concerns of local communities; by working to increase hiring diversity; by updating training of police in their responsibilities to the community and under the law; and by increased oversight within the department or by civilian commissions. In cases in which such measures have been lacking or absent, local departments have been compelled by legal action initiated by the US Department of Justice under the 14th Amendment to enter into consent decree settlements to adopt such measures and submit to oversight by the Justice Department.


          Finally, in many places, the social status and pay of police can lead to major problems with recruitment and morale. Jurisdictions lacking the resources or the desire to pay police appropriately, lacking a tradition of professional and ethical law enforcement, or lacking adequate oversight of the police often face a dearth of quality recruits, a lack of professionalism and commitment among their police, and broad mistrust of the police among the public. These situations often strongly contribute to police corruption and brutality. This is particularly a problem in countries undergoing social and political development; countries that lack rule of law or civil service traditions; or countries in transition from authoritarian or Communist governments in which the prior regime's police were little more than praetorians.


          Some cities employ quotas of how many traffic tickets a police officer should write, although the practice is illegal in others. Furthermore, other cities deny that there are quotas, but many police officers have come forward stating that they are pressured to write traffic tickets, since they usually produce revenue for the local government issuing the tickets. Some cities make millions of dollars annually on traffic tickets, which helps fund local government. Many rural jurisdictions (towns) generate 90% of their revenue from traffic tickets. A few cities have actually admitted there are quotas. This can be an issue with the general populace as well as an issue within the police department. In some cities, police complain about being turned into tax collectors by the politicians preventing them from doing their real job, which they consider to be fighting crime and keeping the peace.


          


          Police organization
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          In most Western police forces, perhaps the most significant division is between preventive ("uniformed") police and detectives. Terminology varies from country to country.


          


          Patrol officers


          Preventive Police, also called Uniform Branch, Uniformed Police, Administrative Police, Order Police, or Patrol, designates the police which patrol and respond to emergencies and other incidents, as opposed to detective services. As the name "uniformed" suggests, they wear uniforms and perform functions that require an immediate recognition of an officer's legal authority, such as traffic control, stopping and detaining motorists, and more active crime response and prevention. Preventive police almost always make up the bulk of a police service's personnel. Unusually, in Brazil, preventive police are known as Military Police.


          


          Detective police


          Detective Police, also called CID, Investigations Police, Judiciary Police / Judicial Police, or Criminal Police, are responsible for investigations and detective work. They typically make up roughly 15% - 25% of a police service's personnel.


          Detectives services often contain subgroups whose job it is to investigate particular types of crime.


          Detectives, by contrast to uniform police, typically wear 'business attire' in bureaucratic and investigative functions where a uniformed presence would be either a distraction or intimidating, but a need to establish police authority still exists. "Plainclothes" officers dress in attire consistent with that worn by the general public for purposes of blending in. In some cases, police are assigned to work "undercover", where they conceal their police identity, sometimes for long periods, to investigate crimes, such as organized crime, unsolvable by other means. In some cases this type of policing shares some aspects with espionage.


          Despite popular conceptions promoted by movies and television, many US police departments prefer not to maintain officers in non-patrol bureaus and divisions beyond a certain period of time, such as in the detective bureau, and instead maintain policies that limit service in such divisions to a specified period of time, after which officers must transfer out or return to patrol duties. This is done in part based upon the perception that the most important and essential police work is accomplished on patrol in which officers become acquainted with their beats, prevent crime by their presence, respond to crimes in progress, manage crises, and practice their skills. Detectives, by contrast, usually investigate crimes after they have occurred and after patrol officers have responded first to a situation. Investigations often take weeks or months to complete, during which time detectives spend much of their time away from the streets, in interviews and courtrooms, for example. Rotating officers also promotes cross-training in a wider variety of skills, and serves to prevent "cliques" that can contribute to corruption or other unethical behaviour.


          


          Specialized units


          Specialized preventive and detective groups exist within many law enforcement organizations either for dealing with particular types of crime, such as traffic law enforcement and crash investigation, homicide, or fraud; or for situations requiring specialized skills, such as underwater search, aviation, explosive device disposal (" bomb squad"), and computer crime. Most larger jurisdictions also employ specially-selected and trained quasi-military units armed with military-grade weapons for the purposes of dealing with particularly violent situations beyond the capability of a patrol officer response, including high-risk warrant service and barricaded suspects. In the United States these units go by a variety of names, but are commonly known as SWAT (Special Weapons And Tactics) teams. Because their situational mandate typically focuses on removing innocent bystanders from dangerous people and dangerous situations, not violent resolution, they are often equipped with non-lethal tactical tools like chemical agents, " flashbang" and concussion grenades, and rubber bullets.


          


          Investigating crimes committed by the police


          Police services commonly include units for investigating crimes committed by the police themselves. These units are typically called Inspectorate-General, or in the USA, " internal affairs". In some countries separate organizations outside the police exist for such purposes, such as the British Police Complaints Authority (now Independent Police Complaints Commission). Likewise, some state and local jurisdictions, for example, Springfield, Illinois have similar outside review organizations.


          


          Military police


          There are two types of military police service:


          
            	Gendarmeries are military police services that work in civilian populations.


            	Provost services are military police services that work within the armed forces.

          


          


          Police vehicles
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          Police vehicles are used for detaining, patrolling and transporting. The common Police patrol vehicle is an improved four door sedan (saloon in British English). Police vehicles are usually marked with appropriate logos and are equipped with sirens and lightbars to aid in making others aware of police presence. Unmarked vehicles are used primarily for sting operations or apprehending criminals without alerting them to their presence. Some cities and counties have started using unmarked cars, or cars with minimal markings for traffic law enforcement, since drivers slow down at the sight of marked police vehicles and unmarked vehicles make it easier for officers to catch speeders and traffic violators.


          Motorcycles are also commonly used, particularly in locations that a car may not be able to access, to control potential public order situations involving meetings of motorcyclists and often in escort duties where the motorcycle policeman can quickly clear a path for the escorted vehicle.


          


          Police around the world


          In many countries, particularly those with a federal system of government, there may be several police or police-like organisations, each serving different levels of government and enforcing different subsets of the applicable law.


          


          Australia


          The majority of policing work is carried out by the police forces of the six states that make up the Australian federation. The Australian Federal Police are responsible for policing duties in the Australian Capital Territory, and investigating crimes relating to federal criminal law (particularly crimes with an international dimension) nationwide.


          


          Belgium


          The majority of policing work is carried out by the local police forces. The Federal Police are responsible for policing and investigating crimes relating to federal criminal law (particularly crimes with an international dimension) nationwide.


          


          Brazil


          In Brazil there are six types of police forces: the Brazilian Federal Police, the Brazilian Federal Highway Police, the Brazilian Federal Railway Police, the states military polices and states civilian polices. More than 400 cities have City Guards.


          


          Bulgaria


          


          Colombia


          


          Canada


          In Canada, all criminal law (including the Criminal Code of Canada) falls under federal jurisdiction, but policing is a provincial responsibility. However, there is a national police force known as the RCMP (Royal Canadian Mounted Police), which is tasked with enforcing certain federal laws throughout the country. Additionally, eight of the ten provinces choose to employ the RCMP under contract as their provincial police force rather than establishing their own police services; the exceptions are Ontario, Quebec. Newfoundland has retained the Royal Newfoundland Constabulary for limited use, but still uses the RCMP for the majority of its provincial policing. In most provinces individual towns and cities are allowed, or required, by law to set up their own local police forces to provide policing inside their communities. Those municipalities (approx. 300 in total) who do not have their own police forces instead will contract either the RCMP (with the federal government absorbing some of the cost) or their provincial force to police the community.


          


          China


          In China, civilian police is mainly done by the People's Police, although the paramilitary police, the People's Armed Police, is still prominent. The People's Police is under the administration is Ministry of Public Security, and the People's Armed Police is under the administration of China's People's Liberation Army.


          


          Finland
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          Finland has a single national police force, working under the jurisdiction of the Ministry of the Interior and the interior minister of the government. It is organized into local police and national units. The 90 police departments of the local police are responsible for the usual uniformed police functions and minor criminal investigations. Local state districts are also police districts, and are under the jurisdiction of their provinces. The national police units include the


          
            	National Bureau of Investigation, which is responsible for major criminal investigations. (Finnish: KRP, keskusrikospoliisi / Swedish: CKP Centralkriminalpolisen)


            	National Traffic Police, a highway patrol organization responsible for traffic safety, doubling as a national police reserve. (Finnish: Liikkuva poliisi / Swedish: Rrliga polisen, literally: Mobile police)


            	Security Police, responsible for the national security and the investigation of related crimes. (Finnish: Suojelupoliisi, a.k.a. Supo / Swedish: Skyddspolisen, literally: Protection Police)

          


          In addition, the Police operate a technical support center, an IT centre, a Police School, and a Police College.


          The characteristic colors are silver on deep blue; only these colors are used in the uniform. Police cars are blue and white, and have only blue flashing lights. The insignia features a sword with a lion's head as its handle.


          There are three organizations having limited law enforcement powers, in additions to the Police. The Finnish Border Guard(Rajavartiosto) and Customs (Tulli) have wide enforcement powers in matters pertaining to their jurisdictions. The Border Guard can be seen patrolling urban areas in green vehicles with blue lights and Customs travel in blue vehicles with blue lights. Both organisations' officers are armed with the same equipment as the regular police. Conductors on trains and ticket inspectors also have limited police powers. In addition, the Finnish Defence Forces investigate most military-related crimes of military personnel and military unit commanders have limited police powers within their respective units. The military police guard military bases and installations as well as having the power to interfere in a crime that they can see is happening in a civilian area. In addition, the General Staff of the Finnish Defence Forces includes an investigative section responsible for crime investigation and counter-intelligence.


          


          France


          


          Germany
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          Germany is a federal republic of sixteen states. Each of those states has its own police force (Landespolizei). Each is supervised by the Minister (or, in Bremen, Hamburg and Berlin, the Senator) of Internal Affairs of the state.


          In addition, the federal government has two police agencies, called the Bundeskriminalamt (Federal Investigation Bureau or BKA) and Bundespolizei (Federal Police or BPOL). Until 2005, the BPOL was called Bundesgrenzschutz (Federal Border Protection), but after expanded competence in the 1990s and the abolition of border controls in the European Union, its name was changed.


          


          Greece


          The Greek Police Force ( Greek: ί; IPA: [aˈsti.no.mia]) is the police force of the Hellenic Republic. Tourism Police are an integral part of the Hellenic Police (ELAS), consisting of men and women especially trained and competent to offer tourists information and help, whenever they have any problems. They are trained in resolving minor differences between tourists and commercial enterprises. They all speak foreign languages, including English. They are distinguished by a shoulder badge displaying Tourism Police on their uniforms.


          


          Hong Kong


          The Hong Kong Police Force (Chinese: 香港警察; pinyin: Xiānggǎng Jǐngch ) is the police force of the Hong Kong Special Administrative Region of the People's Republic of China.


          


          Iceland


          The Icelandic National Police (Lgreglan and Rkislgreglan) is Iceland's police force which is under the Ministry of Justice and Ecclesiastical affairs. The National Commissioner is the overall commander, but he answers to the minister. The police is divided into districts. Iceland also has a Customs police force (Tollgslan) which is under the Minstry of Finance. Icelandic policemen generally do not carry firearms, instead they carry telescopic batons and pepper spray. The National Commissioner has a Special operations unit which is called Vkingasveitin.


          


          India


          The Indian Police is a state-operated police force.


          


          International Police


          The International Police is a functional organization made up of police officers from all over the world, serving mostly under the direction of the United Nations, to help train, recruit, and field police forces in war torn countries. The force is usually deployed into a war torn country initially acting as the police, and bringing order. In the process, they recruit and train a local police force, which eventually takes on the responsibilities of enforcing the law and maintaining order, whereas the International Police then take on a supporting role. To date, International Police forces have been deployed to East Timor, Haiti, Kosovo, Bosnia, Iraq, Afghanistan, Sudan, Liberia, Croatia, and Macedonia, among others.


          


          Republic of Ireland


          The Republic of Ireland has an unarmed police agency, the Garda Sochna. Most members are trained in the use of firearms but remain unarmed on patrol; the exceptions are detectives and special unit operatives, who are armed. This was a result of the founding of the Gardai after the Irish Civil War (1921-23) when it was seen as a necessary step to gain public confidence for the new state and its police force. Garda usually patrol in patrol cars or on foot in urban areas, though some use horses or bicycles to assist them in their work.


          They have a police helicopter and a fixed wing aeroplane to assist in high speed chases. There are 12,000+ Members of the Garda Sochna, possibly the highest per-capita police force in the EU.


          


          Israel


          The Israeli Police (Mishteret Yisra'el) is a state-operated police force. It is currently headed by the commissioner Moshe Karadi. The Israeli Police has a military corps called the Border Guard (MAGAV), which has its own elite counter-terrorist units.


          


          Italy


          Italian public security is provided by three separate police forces: Arma dei Carabinieri ( paramilitary police), Guardia di Finanza (customs police, border and financial police, also organized as a military force), Polizia di Stato (state police). In recent years Carabinieri units have been dispatched all over the world in peacekeeping missions, including Kosovo, Afghanistan and Iraq.


          The Guardia di Finanza is a Special Italian Police force at the service of the Ministry of the Economy and Finance. The Guardia di Finanza is a Military Corps and is an integral part of the Italian Armed Forces as well as of the law enforcement agencies. Its duties primarily involve investigating money-related crimes, such as tax evasion, financial crimes, customs and border checks, money laundering, smuggling, international drugs trafficking, illegal immigration, Terrorist Financing, credit cards frauds, money counterfeiting, copyright violations, cybercrime, maintaining public order and safety, political and military defense of the Italian borders. The Guardia di Finanza has a great Naval Fleet for the overseeing of the sea border, and a great air force.


          The Polizia di Stato (State Police) is the National Police of Italy. Among with common patrolling, investigative and law enforcement duties, it is responsible for patrolling the Autostrada (Italy's Express Highway network), and overseeing the security of railways, bridges and waterways.


          


          Luxembourg


          The Grand Ducal Police (French: Police Grand-Ducale) is the primary law enforcement agency in the Grand Duchy of Luxembourg. The police is under the control of the Luxembourgian Minister for Justice, although they operate in the name, and under the ultimate control, of the Grand Duke. The Grand Ducal Police has existed in its current form since 1 January 2000, when the gendarmerie was merged with the police. The Grand Ducal Police is responsible for ensuring Luxembourg's internal security, maintaining law and order, and enforcing all laws and Grand Ducal decrees. It is also responsible for assisting the military in its internal operations, as prescribed by the Grand Duke.


          


          Japan
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          Police in Japan are an apolitical body under the general supervision of an independent agency, the National Police Agency, and free of direct central government executive control. They are checked by an independent judiciary and monitored by a free and active press. The police are generally well respected and can rely on considerable public cooperation in their work.


          Police also protects the residence of the Emperor family (tenno), Fig.1.


          


          Malaysia


          The Royal Malaysian Police or Polis Diraja Malaysia in Malay is a main branch of security forces in Malaysia. The force is a centralized organization that has a gamut of roles that ranges from traffic control to intelligence. Its headquarters is located in Bukit Aman, Kuala Lumpur.


          


          Mexico


          The Mexican Police system is:


          
            	Agencia Federal de Investigaciones ( Federal Investigations Agency) - Mexican FBI


            	Policia Federal Preventiva ( Federal Preventive Police)


            	Policia Estatal Preventiva ( State Preventive Police)


            	Policia Municipal Preventiva ( Municipal Preventive Police)

          


          


          Morocco


          The Moroccan police is called Sret Nationale. It is tasked with upholding the law and public order. It works alongside the Gendarmerie Royale.


          


          Netherlands


          The Dutch police is a government agency charged with upholding the law and public order and providing aid. It is also the investigation service for the Attorney General of the Judiciary.


          


          New Zealand


          The New Zealand Police are charged with enforcing law in New Zealand. They are a single national police force with a broad policing role (community safety, law enforcement & road safety). The New Zealand Police is an unarmed police, although access to firearms is available when circumstances dictate. New Zealand Police works with other government agencies and non-government groups to achieve the best safety outcomes for all New Zealanders.


          


          Norway


          The Norwegian Police force ( Norwegian: Politiet) is a national police force under the department of justice and police. The police force is divided into 27 regional police departments, and seven national special departments. All the departments contains about 11.000 employees, with Oslo police precinct as the biggest with 2300 employees.


          The Norwegian police usually does not carry guns, as one of the few in the world. They are instead armed with a telescopic baton and a can of pepper spray


          


          Pakistan


          The police in Pakistan is under the control of each province. Only Capital city police is an exception which is under federal Government control with its own setup. A separate police force is for managing traffic called traffic police.


          


          Per


          The national police force in Per is called Polica Nacional del Per or PNP ( official site, in Spanish). They are the state police force but they serve many of the same role in the cities that local police forces assume in other countries, such as traffic control at intersections. Peruvian cities (or Lima-area districts) each have their own "Serenazgo" forces, which perform patrol duties like a neighbourhood watch and call upon the PNP as needed. There is more information for tourists on how to deal with the Peruvian police forces if necessary in the wikitravel page on Per.


          


          Philippines


          The police force in the Philippines is called Philippine National Police (Pulisya, Pambansang Pulisya ng Pilipinas in [Tagalog].) It is under the authority of the Department of the Interior and Local Government and while supposedly civilian in character, most of its high ranking officers are graduates of the Philippine Military Academy and are former soldiers. They are often seen in the scene of the crime even before people call for help, and are also majorly involved in organized crime such as drug trafficking and black market activities. Most of the higher officials are paid millions to provide alliance with corrupt government officials who earn their positions based not on election but on power and stolen money.


          


          Poland


          


          Romania


          


          Russia


          The police in Russia are called милиция ( militsiya). This change of name started at the Russian Revolution via a Communist political idea of "replacing the capitalist police by a people's militia"; but the name "militsiya" has persisted after the Communist system collapsed. One reason may be to avoid confusion with the astonishing number and variety of words which start with pol- in Russian and related languages.


          The standard Russian police baton is made of rubber. In some areas however wooden batons are used because the winter cold makes rubber brittle. The normal service uniform is grey with red piping and hat band. Fur hats and heavy greatcoats are worn in winter.


          


          Singapore
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          The Singapore Police Force (Abbreviation: SPF) is the main agency tasked with maintaining law and order in the city-state. Formerly known as the Republic of Singapore Police.


          


          Sri Lanka


          The national police service in Sri Lanka is Sri Lanka Police. The elite counter Police Counter-Terrorist force the Special Task Force has taken security duties around the island.


          


          Sweden


          The police in Sweden (in Swedish: Polisen) is a national police force under the Department of Justice. It is divided into the National Police Board (Rikspolisstyrelsen) and 21 regional police departments corresponding to the Counties of Sweden. The National Police Board is divided into the National Criminal Investigation Department (Rikskriminalpolisen) and SPO, or Skerhetspolisen, the Swedish Security Service. There is also a the national response and counter-terrorism team called "National task force" or Nationella insatsstyrkan.


          The police officers are usually armed with the SIG P226 9 mm pistol, a telescopic baton and a can of pepper spray.


          


          Thailand


          The Thai police are subdivided into several regions and services, each enjoying their own powers.


          
            	Crime Suppression Division, Thai FBI


            	Immigration


            	Traffic police

          


          


          Turkey


          The Turkish Police (Emniyet Genel Mdrlğ) provides law enforcement and security matters mostly in cities and metros.


          


          Vietnam


          The police force in Vietnam is called the People's Police. It answers to the Ministry of Public Security.


          


          United Kingdom
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          There are over 52 police forces in the United Kingdom, of varying sizes and responsibilities. UK police were once known as 'Peelers' (and more commonly as 'Bobbies') after Sir Robert Peel, who created the London Metropolitan Police force in 1829.


          Most British police forces come under the administration of the Home Office, but others do not; Scotland and Northern Ireland have separate forces to the combined England & Wales network.


          There are also non-geographic police forces: The non-Home Office British Transport Police, MOD Police, and special police forces for guarding nuclear power stations and police forces for the Ports of Liverpool and Dover. With the exception of some of the special forces, the majority of British police are never routinely armed, relying on a extendable baton instead and special armed units are called in only when necessary.


          Recently the UK amalgamated several agencies to from SOCA comparable in some ways to the American FBI; though other functions being perfomed by MI5.


          Uniquely in Britain, there are police forces of Crown Dependencies such as the Isle of Man, Falkland Islands, and States of Jersey & Guernsey, who have police forces that share resources with the UK police, whilst having a separate administration within their own governments.


          


          United States
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          In the United States, the FBI (Federal Bureau of Investigation) and other federal agencies such as the United States Secret Service and the US Marshals are limited to the enforcement of federal laws and usually specialize in certain crimes or duties. Most crimes constitutionally fall under the jurisdiction of state police or the thousands of local police forces. These include county police or sheriff's departments as well as municipal or city police forces. Many areas also have special agencies such as campus police, railroad police, housing police, or a district or precinct constable.


          Template:Police by country


          


          Interpol


          Most countries are members of the International Criminal Police Organization (Interpol), established to detect and fight trans-national crime and provide for international co-operation and co-ordination of other police activities, such as notifying relatives of the death of foreign nationals. Interpol does not conduct investigations nor arrests by itself, but only serves as a central point for information on crime, suspects and criminals. Political crimes are excluded from its competencies.
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          The term police state is a term for a state in which the government exercises rigid and repressive controls over the social, economic and political life of the population, especially by means of a secret police force which operates outside the boundaries normally imposed by a constitutional republic. A police state typically exhibits elements of totalitarianism and social control, and there is usually little or no distinction between the law and the exercise of political power by the executive.


          


          Classification of a police state


          The classification of a country or regime as a police state is usually contested and debated. Because of the pejorative connotation of the term, it is rare that a country will identify itself as a police state. The classification is often established by an internal whistleblower or an external critic or activist group. The use of the term is motivated as a response to the laws, policies and actions of that regime, and is often used pejoratively to describe the regime's concept of the social contract, human rights, and similar matters.


          Genuine police states are fundamentally authoritarian, and are often dictatorships. However the degree of government repression varies widely among societies. Most regimes fall into some middle ground between the extremes of pure civil libertarianism and pure police statism.


          The South African apartheid system is generally considered to have been a police state despite having been nominally a democracy (albeit with the native, Black African majority population excluded from the democracy). Nazi Germany, a dictatorship, was, at least initially, brought into being through a nominal democracy.


          The United States and United Kingdom are felt by many to be moving quickly in the direction of a police state, with compulsory vaccinations, ID cards and long term detainment without trial having been either introduced or seriously discussed by the government.


          



          


          Enlightened absolutism


          Under the political model of enlightened absolutism, the ruler is the "highest servant of the state" and exercises absolute power to provide for the general welfare of the population. This model of government proposes that all the power of the state must be directed toward this end, and rejects codified, statutory constraints upon the ruler's absolute power. Thinkers such as Thomas Hobbes supported this type of absolutist government.


          As the enlightened, absolute ruler is said to be charged with the public good, and implicitly infallible by right of appointment, even critical, loyal opposition to the ruler's party is a crime against the state. The concept of loyal opposition is incompatible with these politics. As public dissent is forbidden, it inevitably becomes secret, which, in turn, is countered with political repression via a secret police.


          Liberal democracy, which emphasizes the rule of law, focuses on the police state's not being subject to law. Robert von Mohl, who first introduced the rule of law to German jurisprudence, contrasted the Rechtsstaat ("legal" or "constitutional" state) with the aristocratic Polizeistaat ("police state").


          


          Idiomatic expansion of the term


          In times of national emergency or war, the balance which may usually exist between freedom and national security often tips in favour of security. This shift may lead to allegations that the nation in question has become, or is becoming, a police state.


          Because there are different political perspectives as to what an appropriate balance is between individual freedom and national security, there are no definitive objective standards to determine whether the term "police state" applies to a particular nation at any given point in time. Thus, it is difficult to evaluate objectively the truth of allegations that a nation is, or is becoming, a police state. One way to view the concept of the police state and the free state is through the medium of a seesaw, where any law focused on removing liberty is seen as moving toward a police state, and any law which limits government oversight is seen as moving toward a Free state.


          War is often portrayed in fiction as a perfect precursor to establishing a police state, as citizens are more dependent on their government and the police for safety than usual (see below).


          


          Fictional police states


          George Orwell's novel Nineteen Eighty-Four describes Britain under a socialist totalitarian rgime that continuously invokes (and helps to create) a perpetual war. This perpetual war is used as a pretext for subjecting the people to mass surveillance and invasive police searches. The state destroys not only the literal freedom after action and thought meant by expressions like "freedom of thought", but also literal freedom of thought.


          Yevgeny Zamyatin's novel We depicts a dystopia in which the walls are made out of glass, the only means of getting information is the state newspaper, and imaginations are forcibly removed from people.


          Ray Bradbury's novel Fahrenheit 451 portrays the United States in the future as a police state which enforces extreme censorship and suppresses critical thought.


          Sinclair Lewis' It Can't Happen Here satirically details the rise of fascism in the 1930s United States.


          The ten-part graphic novel V for Vendetta, by Alan Moore and David Lloyd, tells the story of a masked freedom fighter's efforts to subvert the fascist Norsefire Party that has gained control of the United Kingdom. (See also the film of the same name.)
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              	ICD- 10

              	A 80., B 91.
            


            
              	ICD- 9

              	045, 138
            


            
              	DiseasesDB

              	10209
            


            
              	MedlinePlus

              	001402
            


            
              	eMedicine

              	ped/1843 pmr/6
            


            
              	MeSH

              	C02.182.600.700
            

          


          Poliomyelitis, often called polio or infantile paralysis, is an acute viral infectious disease spread from person to person, primarily via the fecal-oral route. The term derives from the Greek polio (ίό), meaning "grey", myelon (ό), referring to the " spinal cord", and -itis, which denotes inflammation. Although around 90% of polio infections have no symptoms at all, affected individuals can exhibit a range of symptoms if the virus enters the blood stream. In fewer than 1% of cases the virus enters the central nervous system, preferentially infecting and destroying motor neurons, leading to muscle weakness and acute flaccid paralysis. Different types of paralysis may occur, depending on the nerves involved. Spinal polio is the most common form, characterized by asymmetric paralysis that most often involves the legs. Bulbar polio leads to weakness of muscles innervated by cranial nerves. Bulbospinal polio is a combination of bulbar and spinal paralysis.


          Poliomyelitis was first recognized as a distinct condition by Jakob Heine in 1840. Its causative agent, poliovirus, was identified in 1908 by Karl Landsteiner. Although major polio epidemics were unknown before the 20th century, the disease has caused paralysis and death for much of human history. Polio had existed for thousands of years quietly as an endemic pathogen until the 1880s, when major epidemics began to occur in Europe; soon after, widespread epidemics appeared in the United States. By 1910, much of the world experienced a dramatic increase in polio cases and frequent epidemics became regular events, primarily in cities during the summer months. These epidemicswhich left thousands of children and adults paralyzedprovided the impetus for a "Great Race" towards the development of a vaccine. The polio vaccines developed by Jonas Salk in 1952 and Albert Sabin in 1962 are credited with reducing the annual number of polio cases from many hundreds of thousands to around a thousand. Enhanced vaccination efforts led by the World Health Organization, UNICEF and Rotary International could result in global eradication of the disease.


          


          Cause
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          Poliomyelitis is caused by infection with a member of the genus enterovirus known as poliovirus (PV). This group of RNA viruses prefers to inhabit the gastrointestinal tract. PV infects and causes disease in humans alone. Its structure is very simple, composed of a single (+) sense RNA genome enclosed in a protein shell called a capsid. In addition to protecting the viruss genetic material, the capsid proteins enable poliovirus to infect certain types of cells. Three serotypes of poliovirus have been identifiedpoliovirus type 1 (PV1), type 2 (PV2), and type 3 (PV3)each with a slightly different capsid protein. All three are extremely virulent and produce the same disease symptoms. PV1 is the most commonly encountered form, and the one most closely associated with paralysis.


          Individuals who are exposed to the virus, either through infection or by immunization with polio vaccine, develop immunity. In immune individuals, IgA antibodies against poliovirus are present in the tonsils and gastrointestinal tract and are able to block virus replication; IgG and IgM antibodies against PV can prevent the spread of the virus to motor neurons of the central nervous system. Infection or vaccination with one serotype of poliovirus does not provide immunity against the other serotypes, and full immunity requires exposure to each serotype.


          


          Transmission


          Poliomyelitis is highly contagious and spreads easily via human-to-human contact. In endemic areas, wild polioviruses can infect virtually the entire human population. It is seasonal in temperate climates, with peak transmission occurring in summer and autumn. These seasonal differences are far less pronounced in tropical areas. The time between first exposure and first symptoms, known as the incubation period, is usually 6 to 20days, with a maximum range of 3 to 35days. Virus particles are excreted in the feces for several weeks following initial infection. The disease is transmitted primarily via the fecal-oral route, by ingesting contaminated food or water. It is occasionally transmitted via the oral-oral route, especially in areas with good sanitation and hygiene. Polio is most infectious from 710 days before to 710 days after the appearance of symptoms, although transmission is possible as long as the virus remains in the saliva or feces.


          Factors that increase the risk of polio infection or affect the severity of the disease include immune deficiency, malnutrition, tonsillectomy, physical activity immediately following the onset of paralysis, skeletal muscle injury due to injection of vaccines or therapeutic agents, and pregnancy. Although the virus can cross the placenta during pregnancy, the fetus does not appear to be affected by either maternal infection or polio vaccination. Maternal antibodies also cross the placenta, providing passive immunity that protects the infant from polio infection during the first few months of life.


          


          Classification


          
            
              Outcomes of poliovirus infection
            

            
              	Outcome

              	Proportion of cases
            


            
              	Asymptomatic

              	9095%
            


            
              	Minor illness

              	48%
            


            
              	Non-paralytic aseptic

              meningitis

              	12%
            


            
              	Paralytic poliomyelitis

              	0.10.5%
            


            
              	 Spinal polio

              	79% of paralytic cases
            


            
              	 Bulbospinal polio

              	19% of paralytic cases
            


            
              	 Bulbar polio

              	2% of paralytic cases
            

          


          The term poliomyelitis is used to identify the disease caused by any of the three serotypes of poliovirus. Two basic patterns of polio infection are described: a minor illness which does not involve the central nervous system (CNS), sometimes called abortive poliomyelitis, and a major illness involving the CNS, which may be paralytic or non-paralytic. In most people with a normal immune system, a poliovirus infection is asymptomatic. Rarely the infection produces minor symptoms; these may include upper respiratory tract infection (sore throat and fever), gastrointestinal disturbances (nausea, vomiting, abdominal pain, constipation or, rarely, diarrhea), and influenza-like illnesses.


          The virus enters the central nervous system in about 3% of infections. Most patients with CNS involvement develop non-paralytic aseptic meningitis, with symptoms of headache, neck, back, abdominal and extremity pain, fever, vomiting, lethargy and irritability. Approximately 1 in 200 to 1 in 1000 cases progress to paralytic disease, in which the muscles become weak, floppy and poorly-controlled, and finally completely paralyzed; this condition is known as acute flaccid paralysis. Depending on the site of paralysis, paralytic poliomyelitis is classified as spinal, bulbar, or bulbospinal. Encephalitis, an infection of the brain tissue itself, can occur in rare cases and is usually restricted to infants. It is characterized by confusion, changes in mental status, headaches, fever, and less commonly seizures and spastic paralysis.


          


          Mechanism
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          Poliovirus enters the body through the mouth, infecting the first cells it comes in contact withthe pharynx (throat) and intestinal mucosa. It gains entry by binding to a immunoglobulin-like receptor, known as the poliovirus receptor or CD155, on the cell surface. The virus then hijacks the host cell's own machinery, and begins to replicate. Poliovirus divides within gastrointestinal cells for about a week, from where it spreads to the tonsils (specifically the follicular dendritic cells residing within the tonsilar germinal centers), the intestinal lymph nodes including the M cells of Peyer's patches, and the deep cervical and mesenteric lymph nodes, where it multiplies abundantly. The virus is subsequently absorbed into the bloodstream.


          Known as viremia, the presence of virus in the bloodstream enables it to be widely distributed throughout the body. Poliovirus can survive and multiply within the blood and lymphatics for long periods of time, sometimes as long as 17 weeks. In a small percentage of cases, it can spread and replicate in other sites such as brown fat, the reticuloendothelial tissues, and muscle. This sustained replication causes a major viremia, and leads to the development of minor influenza-like symptoms. Rarely, this may progress and the virus may invade the central nervous system, provoking a local inflammatory response. In most cases this causes a self-limiting inflammation of the meninges, the layers of tissue surrounding the brain, which is known as non-paralytic aseptic meningitis. Penetration of the CNS provides no known benefit to the virus, and is quite possibly an incidental deviation of a normal gastrointestinal infection. The mechanisms by which poliovirus spreads to the CNS are poorly understood, but it appears to be primarily a chance eventlargely independent of the age, gender, or socioeconomic position of the individual.


          


          Paralytic polio
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          In around 1% of infections, poliovirus spreads along certain nerve fibre pathways, preferentially replicating in and destroying motor neurons within the spinal cord, brain stem, or motor cortex. This leads to the development of paralytic poliomyelitis, the various forms of which (spinal, bulbar, and bulbospinal) vary only with the amount of neuronal damage and inflammation that occurs, and the region of the CNS that is affected.


          The destruction of neuronal cells produces lesions within the spinal ganglia; these may also occur in the reticular formation, vestibular nuclei, cerebellar vermis, and deep cerebellar nuclei. Inflammation associated with nerve cell destruction often alters the colour and appearance of the gray matter in the spinal column, causing it to appear reddish and swollen. Other destructive changes associated with paralytic disease occur in the forebrain region, specifically the hypothalamus and thalamus. The molecular mechanisms by which poliovirus causes paralytic disease are poorly understood.


          Early symptoms of paralytic polio include high fever, headache, stiffness in the back and neck, asymmetrical weakness of various muscles, sensitivity to touch, difficulty swallowing, muscle pain, loss of superficial and deep reflexes, paresthesia (pins and needles), irritability, constipation, or difficulty urinating. Paralysis generally develops one to ten days after early symptoms begin, progresses for two to three days, and is usually complete by the time the fever breaks.


          The likelihood of developing paralytic polio increases with age, as does the extent of paralysis. In children, non-paralytic meningitis is the most likely consequence of CNS involvement, and paralysis occurs in only 1 in 1000 cases. In adults, paralysis occurs in 1 in 75 cases. In children under five years of age, paralysis of one leg is most common; in adults, extensive paralysis of the chest and abdomen also affecting all four limbs quadriplegiais more likely. Paralysis rates also vary depending on the serotype of the infecting poliovirus; the highest rates of paralysis (1 in 200) are associated with poliovirus type 1, the lowest rates (1 in 2,000) are associated with type 2.


          


          Spinal polio
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          Spinal polio is the most common form of paralytic poliomyelitis; it results from viral invasion of the motor neurons of the anterior horn cells, or the ventral (front) gray matter section in the spinal column, which are responsible for movement of the muscles, including those of the trunk, limbs and the intercostal muscles. Virus invasion causes inflammation of the nerve cells, leading to damage or destruction of motor neuron ganglia. When spinal neurons die, Wallerian degeneration takes place, leading to weakness of those muscles formerly innervated by the now dead neurons. With the destruction of nerve cells, the muscles no longer receive signals from the brain or spinal cord; without nerve stimulation, the muscles atrophy, becoming weak, floppy and poorly controlled, and finally completely paralyzed. Progression to maximum paralysis is rapid (two to four days), and is usually associated with fever and muscle pain. Deep tendon reflexes are also affected, and are usually absent or diminished; sensation (the ability to feel) in the paralyzed limbs, however, is not affected.


          The extent of spinal paralysis depends on the region of the cord affected, which may be cervical, thoracic, or lumbar. The virus may affect muscles on both sides of the body, but more often the paralysis is asymmetrical. Any limb or combination of limbs may be affectedone leg, one arm, or both legs and both arms. Paralysis is often more severe proximally (where the limb joins the body) than distally (the fingertips and toes).


          


          Bulbar polio
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          Comprising about 2% of cases of paralytic polio, bulbar polio occurs when poliovirus invades and destroys nerves within the bulbar region of the brain stem. The bulbar region is a white matter pathway that connects the cerebral cortex to the brain stem. The destruction of these nerves weakens the muscles supplied by the cranial nerves, producing symptoms of encephalitis, and causes difficulty breathing, speaking and swallowing. Critical nerves affected are the glossopharyngeal nerve, which partially controls swallowing and functions in the throat, tongue movement and taste; the vagus nerve, which sends signals to the heart, intestines, and lungs; and the accessory nerve, which controls upper neck movement. Due to the effect on swallowing, secretions of mucus may build up in the airway causing suffocation. Other signs and symptoms include facial weakness, caused by destruction of the trigeminal nerve and facial nerve, which innervate the cheeks, tear ducts, gums, and muscles of the face, among other structures; double vision; difficulty in chewing; and abnormal respiratory rate, depth, and rhythm, which may lead to respiratory arrest. Pulmonary edema and shock are also possible, and may be fatal.


          


          Bulbospinal polio


          Approximately 19% of all paralytic polio cases have both bulbar and spinal symptoms; this subtype is called respiratory polio or bulbospinal polio. Here the virus affects the upper part of the cervical spinal cord (C3 through C5), and paralysis of the diaphragm occurs. The critical nerves affected are the phrenic nerve, which drives the diaphragm to inflate the lungs, and those that drive the muscles needed for swallowing. By destroying these nerves this form of polio affects breathing, making it difficult or impossible for the patient to breathe without the support of a ventilator. It can lead to paralysis of the arms and legs and may also affect swallowing and heart functions.


          


          Diagnosis


          Paralytic poliomyelitis may be clinically suspected in individuals experiencing acute onset of flaccid paralysis in one or more limbs with decreased or absent tendon reflexes in the affected limbs, that cannot be attributed to another apparent cause, and without sensory or cognitive loss.


          A laboratory diagnosis is usually made based on recovery of poliovirus from a stool sample or a swab of the pharynx. Antibodies to poliovirus can be diagnostic, and are generally detected in the blood of infected patients early in the course of infection. Analysis of the patient's cerebrospinal fluid (CSF), which is collected by a lumbar puncture ("spinal tap"), reveals an increased number of white blood cells (primarily lymphocytes) and a mildly elevated protein level. Detection of virus in the CSF is diagnostic of paralytic polio, but rarely occurs.


          If poliovirus is isolated from a patient experiencing acute flaccid paralysis, it is further tested through oligonucleotide mapping ( genetic fingerprinting), or more recently by PCR amplification, to determine whether it is " wild type" (that is, the virus encountered in nature) or "vaccine type" (derived from a strain of poliovirus used to produce polio vaccine). It is important to determine the source of the virus because for each reported case of paralytic polio caused by wild poliovirus, it is estimated that another 200 to 3,000 contagious asymptomatic carriers exist.


          


          Prognosis


          Patients with abortive polio infections recover completely. In those that develop only aseptic meningitis, the symptoms can be expected to persist for two to ten days, followed by complete recovery. In cases of spinal polio, if the affected nerve cells are completely destroyed, paralysis will be permanent; cells that are not destroyed but lose function temporarily may recover within four to six weeks after onset. Half the patients with spinal polio recover fully, one quarter recover with mild disability and the remaining quarter are left with severe disability. The degree of both acute paralysis and residual paralysis is likely to be proportional to the degree of viremia, and inversely proportional to the degree of immunity. Spinal polio is rarely fatal.
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          Without respiratory support, consequences of poliomyelitis with respiratory involvement include suffocation or pneumonia from aspiration of secretions. Overall, 510% of patients with paralytic polio die due to the paralysis of muscles used for breathing. The mortality rate varies by age: 25% of children and up to 1530% of adults die. Bulbar polio often causes death if respiratory support is not provided; with support, its mortality rate ranges from 25 to 75%, depending on the age of the patient. When positive pressure ventilators are available, the mortality can be reduced to 15%.


          



          


          Recovery


          Many cases of poliomyelitis result in only temporary paralysis. Nerve impulses return to the formerly paralyzed muscle within a month, and recovery is usually complete in six to eight months. The neurophysiological processes involved in recovery following acute paralytic poliomyelitis are quite effective; muscles are able to retain normal strength even if half the original motor neurons have been lost. Paralysis remaining after one year is likely to be permanent, although modest recoveries of muscle strength are possible 12 to 18 months after infection.


          One mechanism involved in recovery is nerve terminal sprouting, in which remaining brainstem and spinal cord motor neurons develop new branches, or axonal sprouts. These sprouts can reinnervate orphaned muscle fibers that have been denervated by acute polio infection, restoring the fibers' capacity to contract and improving strength. Terminal sprouting may generate a few significantly enlarged motor neurons doing work previously performed by as many as four or five units: a single motor neuron that once controlled 200 muscle cells might control 800 to 1000 cells. Other mechanisms that occur during the rehabilitation phase, and contribute to muscle strength restoration, include myofiber hypertrophyenlargement of muscle fibers through exercise and activityand transformation of type II muscle fibers to type I muscle fibers.


          In addition to these physiological processes, the body possesses a number of compensatory mechanisms to maintain function in the presence of residual paralysis. These include the use of weaker muscles at a higher than usual intensity relative to the muscle's maximal capacity, enhancing athletic development of previously little-used muscles, and using ligaments for stability, which enables greater mobility.


          


          Complications


          Residual complications of paralytic polio often occur following the initial recovery process. Muscle paresis and paralysis can sometimes result in skeletal deformities, tightening of the joints and movement disability. Once the muscles in the limb become flaccid, they may interfere with the function of other muscles. A typical manifestation of this problem is equinus foot (similar to club foot). This deformity develops when the muscles that pull the toes downward are working, but those that pull it upward are not, and the foot naturally tends to drop toward the ground. If the problem is left untreated, the Achilles tendons at the back of the foot retract and the foot cannot take on a normal position. Polio victims that develop equinus foot cannot walk properly because they cannot put their heel on the ground. A similar situation can develop if the arms become paralyzed. In some cases the growth of an affected leg is slowed by polio, while the other leg continues to grow normally. The result is that one leg is shorter than the other and the person limps and leans to one side, in turn leading to deformities of the spine (such as scoliosis). Osteoporosis and increased likelihood of bone fractures may occur. Extended use of braces or wheelchairs may cause compression neuropathy, as well as a loss of proper function of the veins in the legs, due to pooling of blood in paralyzed lower limbs. Complications from prolonged immobility involving the lungs, kidneys and heart include pulmonary edema, aspiration pneumonia, urinary tract infections, kidney stones, paralytic ileus, myocarditis and cor pulmonale.


          


          Post-polio syndrome


          Around a quarter of individuals who survive paralytic polio in childhood develop additional symptoms decades after recovering from the acute infection, notably muscle weakness, extreme fatigue, or paralysis. This condition is known as post-polio syndrome (PPS). The symptoms of PPS are thought to involve a failure of the over-sized motor units created during recovery from paralytic disease. Factors that increase the risk of PPS include the length of time since acute poliovirus infection, the presence of permanent residual impairment after recovery from the acute illness, and both overuse and disuse of neurons. Post-polio syndrome is not an infectious process, and persons experiencing the syndrome do not shed poliovirus.


          


          Treatment
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          There is no cure for polio. The focus of modern treatment has been on providing relief of symptoms, speeding recovery and preventing complications. Supportive measures include antibiotics to prevent infections in weakened muscles, analgesics for pain, moderate exercise and a nutritious diet. Treatment of polio often requires long-term rehabilitation, including physical therapy, braces, corrective shoes and, in some cases, orthopedic surgery.


          Portable ventilators may be required to support breathing. Historically, a noninvasive negative-pressure ventilator, more commonly called an iron lung, was used to artificially maintain respiration during an acute polio infection until a person could breathe independently (generally about one to two weeks). Today many polio survivors with permanent respiratory paralysis use modern jacket-type negative-pressure ventilators that are worn over the chest and abdomen.


          Other historical treatments for polio include hydrotherapy, electrotherapy, massage and passive motion exercises, and surgical treatments such as tendon lengthening and nerve grafting. Devices such as rigid braces and body castswhich tended to cause muscle atrophy due to the limited movement of the userwere also touted as effective treatments.


          


          Prevention


          


          Passive immunization


          In 1950, William Hammon at the University of Pittsburgh purified the gamma globulin component of the blood plasma of polio survivors. Hammon proposed that the gamma globulin, which contained antibodies to poliovirus, could be used to halt poliovirus infection, prevent disease, and reduce the severity of disease in other patients who had contracted polio. The results of a large clinical trial were promising; the gamma globulin was shown to be about 80% effective in preventing the development of paralytic poliomyelitis. It was also shown to reduce the severity of the disease in patients that developed polio. The gamma globulin approach was later deemed impractical for widespread use, however, due in large part to the limited supply of blood plasma, and the medical community turned its focus to the development of a polio vaccine.
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          Vaccine


          Two vaccines are used throughout the world to combat polio. Both vaccines induce immunity to polio, efficiently blocking person-to-person transmission of wild poliovirus, thereby protecting both individual vaccine recipients and the wider community (so-called herd immunity).


          The first polio vaccine was developed in 1952 by Jonas Salk, also at the University of Pittsburgh, and announced to the world on April 12, 1955. The Salk vaccine, or inactivated poliovirus vaccine (IPV), is based on poliovirus grown in a type of monkey kidney tissue culture ( Vero cell line), which is chemically inactivated with formalin. After two doses of IPV (given by injection), 90% or more of individuals develop protective antibody to all three serotypes of poliovirus, and at least 99% are immune to poliovirus following three doses.


          Subsequently, Albert Sabin developed an oral polio vaccine (OPV) using live but weakened ( attenuated) virus, produced by the repeated passage of the virus through non-human cells at sub- physiological temperatures. Human trials of Sabin's vaccine began in 1957 and it was licensed in 1962. The attenuated poliovirus in the Sabin vaccine replicates very efficiently in the gut, the primary site of wild poliovirus infection and replication, but the vaccine strain is unable to replicate efficiently within nervous system tissue. A single dose of oral polio vaccine produces immunity to all three poliovirus serotypes in approximately 50% of recipients. Three doses of live-attenuated OPV produce protective antibody to all three poliovirus types in more than 95% of recipients.


          Because OPV is inexpensive, easy to administer, and produces excellent immunity in the intestine, (which helps prevent infection with wild virus in areas where it is endemic) it has been the vaccine of choice for controlling poliomyelitis in many countries. On very rare occasions (about 1 case per 750,000 vaccine recipients) the attenuated virus in OPV reverts into a form that can paralyze. Most industrialized countries have switched to IPV, which cannot revert, either as the sole vaccine against poliomyelitis or in combination with oral polio vaccine.


          


          Eradication


          Following the widespread use of poliovirus vaccine in the mid-1950s, the incidence of poliomyelitis declined dramatically in many industrialized countries. A global effort to eradicate polio began in 1988, led by the World Health Organization, UNICEF, and The Rotary Foundation. These efforts have reduced the number of annual diagnosed cases by 99%; from an estimated 350,000 cases in 1988 to fewer than 2,000 cases in 2006. Should eradication be successful it will represent only the second time mankind has ever completely eliminated a disease. The first such disease was smallpox, which was officially eradicated in 1979. A number of eradication milestones have already been reached, and several regions of the world have been certified polio-free. The Americas were declared polio-free in 1994. In 2000 polio was officially eradicated in 36 Western Pacific countries, including China and Australia. Europe was declared polio-free in 2002. Today, polio remains endemic in only four countries: Nigeria, India, Pakistan, and Afghanistan.


          Much of this work was documented by Brazilian photographer Sebastio Salgado, as a UNICEF Goodwill Ambassador, in the book The End of Polio: Global Effort to End a Disease.


          


          History
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          The effects of polio have been known since prehistory; Egyptian paintings and carvings depict otherwise healthy people with withered limbs, and children walking with canes at a young age. The first clinical description was provided by the British physician Michael Underwood in 1789, where he refers to polio as "a debility of the lower extremities". The work of physicians Jakob Heine in 1840 and Karl Oskar Medin in 1890 led to it being known as Heine-Medin disease. The disease was later called infantile paralysis, based on its propensity to affect children.


          Before the 20th century, polio infections were rarely seen in infants before six months of age, most cases occurring in children six months to four years of age. Poorer sanitation of the time resulted in a constant exposure to the virus, which enhanced a natural immunity within the population. In developed countries during the late 19th and early 20th centuries, improvements were made in community sanitation, including better sewage disposal and clean water supplies. These changes drastically increased the proportion of children and adults at risk of paralytic polio infection, by reducing childhood exposure and immunity to the disease.


          Small localized paralytic polio epidemics began to appear in Europe and the United States around 1900. Outbreaks reached pandemic proportions in Europe, North America, Australia, and New Zealand during the first half of the 20th century. By 1950 the peak age incidence of paralytic poliomyelitis in the United States had shifted from infants to children aged five to nine years, when the risk of paralysis is greater; about one-third of the cases were reported in persons over 15 years of age. Accordingly, the rate of paralysis and death due to polio infection also increased during this time. In the United States, the 1952 polio epidemic became the worst outbreak in the nation's history. Of nearly 58,000 cases reported that year 3,145 died and 21,269 were left with mild to disabling paralysis.


          The polio epidemics changed not only the lives of those who survived them, but also affected profound cultural changes; spurring grassroots fund-raising campaigns that would revolutionize medical philanthropy, and giving rise to the modern field of rehabilitation therapy. As one of the largest disabled groups in the world polio survivors also helped to advance the modern disability rights movement through campaigns for the social and civil rights of the disabled. The World Health Organization estimates that there are 10 to 20 million polio survivors worldwide. In 1977 there were 254,000 persons living in the United States who had been paralyzed by polio. According to doctors and local polio support groups, some 40,000 polio survivors with varying degrees of paralysis live in Germany, 30,000 in Japan, 24,000 in France, 16,000 in Australia, 12,000 in Canada and 12,000 in the United Kingdom. Many notable individuals have survived polio and often credit the prolonged immobility and residual paralysis associated with polio as a driving force in their lives and careers.


          The disease was very well publicized during the polio epidemics of the 1950s, with extensive media coverage of any scientific advancements that might lead to a cure. Thus, the scientists working on polio became some of the most famous of the century. Fifteen scientists and two laymen who made important contributions to the knowledge and treatment of poliomyelitis are honored by the Polio Hall of Fame at the Roosevelt Warm Springs Institute for Rehabilitation in Warm Springs, Georgia, USA.
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                    	Motto

                    Si Deus Nobiscum quis contra nos

                    (Latin: If God is with us, then who is against us)

                    Pro Fide, Lege et Rege

                    (Latin: For Faith, Law and King, since 18th century)
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                    	Capital

                    	Krakw until 1596, Warsaw (shared with Grodno from 1673)
                  


                  
                    	Language(s)

                    	Lithuanian, Latin, Polish, Chancery Slavonic and others (see Languages of the Commonwealth section for details)
                  


                  
                    	Religion

                    	Roman Catholic, Eastern Orthodox Church, Protestantism (on West), Judaism, Islam (mainly Tartars and Turks at South)
                  


                  
                    	Government

                    	Monarchy
                  


                  
                    	King of Poland

                    	List
                  


                  
                    	Grand Duke of Lithuania

                    	List
                  


                  
                    	Legislature

                    	Sejm
                  


                  
                    	History

                    	
                  


                  
                    	- Union established

                    	July 1,1569
                  


                  
                    	- 1st partition

                    	August 5, 1772
                  


                  
                    	- May 3rd Constitution

                    	May 3, 1791
                  


                  
                    	- 2nd partition

                    	January 23, 1793
                  


                  
                    	- 3rd partition

                    	October 24, 1795
                  


                  
                    	Area
                  


                  
                    	-1582

                    	815,000km (314,673sqmi)
                  


                  
                    	-1618

                    	990,000km (382,241sqmi)
                  


                  
                    	Population
                  


                  
                    	-1582 est.

                    	6,500,000
                  


                  
                    	 Density

                    	8/km (20.7/sqmi)
                  


                  
                    	-1618 est.

                    	10,500,000
                  


                  
                    	 Density

                    	10.6/km (27.5/sqmi)
                  

                

              
            

          


          The PolishLithuanian Commonwealth, official Lenkijos Karalystės ir Lietuvos Didžiosios kunigaiktystės respublika, also known as the Most Serene Republic (Commonwealth) of the Two (Both) Nations (Peoples), ( Polish: Pierwsza Rzeczpospolita or Rzeczpospolita Obojga Narodw; Belarusian: Рэч Паспалітая or Рэч Паспалітая Абодвух Народаў; Lithuanian: Abiejų tautų respublika) or as the "First Republic", was one of the largest and most populous countries in 17th-century Europe. Its political structurethat of a semi-federal, semi-confederal aristocratic republicwas formed in 1569 by the Union of Lublin, which united the Crown of the Polish Kingdom and the Grand Duchy of Lithuania, and lasted in this form until the adoption of the Constitution of May 3, 1791. The Commonwealth covered not only the territories of what is now Poland and Lithuania, but also the entire territory of Belarus and Latvia, large parts of Ukraine and Estonia, and part of present-day western Russia ( Smolensk and Kaliningrad oblasts). Originally the official languages of the Commonwealth were Polish and Latin (in the Kingdom of Poland) and Ruthenian and Lithuanian (in the Grand Duchy of Lithuania).


          The Commonwealth was an extension of the Polish-Lithuanian Union, a personal union between those two states that had existed from 1386 (see Union of Krewo). The Commonwealth's political system, often called the Noble's democracy or Golden Freedom, was characterized by the sovereign's power being reduced by laws and the legislature ( Sejm) controlled by the nobility ( szlachta). This system was a precursor of the modern concepts of broader democracy and constitutional monarchy as well as federation. The two comprising states of the Commonwealth were formally equal, although in reality Poland was a dominant partner in the union. The Roman Catholic Church had a significant influence on the affairs of the Commonwealth, the state however was noted for having religious tolerance, although the degree of it varied with time. Its economy was mainly based on agriculture. While the Commonwealth's first century was a golden age for both Poland and Lithuania, the second century was marked by military defeats, a return to serfdom for the peasants (the second serfdom phenomenon), and growing anarchy in political life. Shortly before its demise, the Commonwealth adopted the world's second-oldest codified national constitution in modern history.


          The Duchy of Warsaw, established in 1807, traced its origins to the Commonwealth. Other revival movements appeared during the January Uprising (186364) and in the 1920s, with Jzef Piłsudski's failed attempt to create a Polish-led Międzymorze ("Between-Seas") federation that would have included Lithuania and Ukraine. Today's Republic of Poland considers itself a successor to the Commonwealth, whereas the Republic of Lithuania, re-established at the end of World War I, saw the participation of the Lithuanian state in the old PolishLithuanian Commonwealth mostly in a negative light, at the early stages of regaining its independence, although the attitude has changed significantly.


          


          History
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          The creation of the Commonwealth by the Union of Lublin in 1569 was one of the signal achievements of Sigismund II Augustus, last king of the Jagiellon dynasty, in an effort to preserve the monarchy by adopting elective monarchy. His death in 1572 was followed by a three-year interregnum during which adjustments were made to the constitutional system that effectively increased the power of the nobility (the szlachta) and established a truly elective monarchy.


          The Commonwealth reached its Golden Age in the first half of the 17th century. Its powerful parliament (the Sejm) was dominated by nobles who were reluctant to get involved in the Thirty Years' War, sparing the country from the ravages of this largely religious conflict devastating most of contemporary Europe. The Commonwealth was able to hold its own against Sweden, Russia, and vassals of the Ottoman Empire, and at times launched successful expansionist offensives against its neighbors. During several invasions of Russia, which was weakened in the early 17th century by the Time of Troubles, Commonwealth troops managed to take Moscow and hold on to it from 27 September 1610 to 4 November 1612, until driven out after a siege.
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          Commonwealth power waned after a double blow in 1648. The first blow was history's greatest Cossack rebellion (the Khmelnytskyi Uprising, supported by Crimean Khanate Tatars, in the eastern territories of Kresy), which resulted in Cossacks asking for the protection of the Russian Tzar (1654) thus leading to Russian influence over Ukraine gradually supplanting the Polish. The other blow to the Commonwealth was the Swedish invasion in 1655 (supported by troops of Transylvanian duke George II Rakoczy and Friedrich Wilhelm I, Elector of Brandenburg), known as The Deluge, provoked by the policies of Commonwealth kings from the Swedish royal House of Vasa.


          In the late 17th century, the weakened Commonwealth under King John III Sobieski in alliance with the forces of the Holy Roman emperor Leopold I dealt crushing defeats to the Ottoman Empire: In 1683, the Battle of Vienna marked the final turning point in a 250-year struggle between the forces of Christian Europe and the Islamic Ottoman Empire. For its centuries-long stance against the Muslim advances, the Commonwealth would gain the name of Antemurale Christianitatis (forefront of Christianity). Over the next 16 years (in the " Great Turkish War"), the Turks would be permanently driven south of the Danube River, never to threaten central Europe again.


          By the 18th century, the Commonwealth was facing many internal problems and was vulnerable to foreign influences. Destabilization of its political system brought it to the brink of anarchy. Attempts at reform, such as those made by the Four-Year Sejm of 178892, which culminated in the May 3rd Constitution of 1791, came too late, and the country was partitioned in three stages by the neighboring Russian Empire, Kingdom of Prussia, and the Habsburg Monarchy. By 1795, the PolishLithuanian Commonwealth had been completely erased from the map of Europe. Poland and Lithuania re-established their independence, as separate countries, only in 1918.


          


          State organization and politics


          


          Golden Liberty
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          The political doctrine of the Commonwealth of Both Nations was: our state is a republic under the presidency of the King. Chancellor Jan Zamoyski summed up this doctrine when he said that Rex regnat et non gubernat ("The King reigns but does not govern"). The Commonwealth had a parliament, the Sejm, as well as a Senat and an elected king. The king was obliged to respect citizens' rights specified in King Henry's Articles as well as in pacta conventa, negotiated at the time of his election.


          The monarch's power was limited, in favour of a sizable noble class. Each new king had to subscribe to King Henry's Articles, which were the basis of Poland's political system (and included near-unprecedented guarantees of religious tolerance). Over time, King Henry's Articles were merged with the pacta conventa, specific pledges agreed to by the king-elect. From that point onwards, the king was effectively a partner with the noble class and was constantly supervised by a group of senators.


          The foundation of the Commonwealth's political system, the " Golden Liberty" ( Polish: Zlota Wolność, a term used from 1573 on), included:


          
            	free election of the king by all nobles wishing to participate;


            	Sejm, the Commonwealth parliament which the king was required to hold every two years;


            	pacta conventa (Latin), "agreed-to agreements" negotiated with the king-elect, including a bill of rights, binding on the king, derived from the earlier King Henry's Articles.


            	rokosz ( insurrection), the right of szlachta to form a legal rebellion against a king who violated their guaranteed freedoms;


            	liberum veto (Latin), the right of an individual Sejm deputy to oppose a decision by the majority in a Sejm session; the voicing of such a "free veto" nullified all the legislation that had been passed at that session; during the crisis of the second half of the 17th century, Polish nobles could also use the liberum veto in provincial sejmiks;


            	konfederacja (from the Latin confederatio), the right to form an organization to force through a common political aim.
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          The three regions (see below) of the Commonwealth enjoyed a degree of autonomy. Each voivodship had its own parliament (sejmik), which exercised serious political power, including choice of poseł ( deputy) to the national Sejm and charging of the deputy with specific voting instructions. The Grand Duchy of Lithuania had its own separate army, treasury and most other official institutions.


          Golden Liberty created a state that was unusual for its time, although somewhat similar political systems existed in the contemporary city-states like the Republic of Venice. (Interestingly, both states were styled the " Most Serene Republic".) At a time when most European countries were headed toward centralization, absolute monarchy and religious and dynastic warfare, the Commonwealth experimented with decentralization, confederation and federation, democracy, religious tolerance, and even pacifism. Since the Sejm usually vetoed a monarch's plans for war, this constitutes a notable argument for the democratic peace theory.


          This political system unusual for its time stemmed from the victories of the szlachta noble class over other social classes and over the political system of monarchy. In time, the szlachta accumulated enough privileges (such as those established by the Nihil novi Act of 1505) that no monarch could hope to break the szlachta's grip on power. The Commonwealth's political system is difficult to fit into a simple category, but it can be tentatively described as a mixture of:


          
            	confederation and federation, with regard to the broad autonomy of its regions. It is, however, difficult to decisively call the Commonwealth either confederation or federation, as it had some qualities of both of them;


            	oligarchy, as only the szlachtaaround 10% of the populationhad political rights;


            	democracy, since all the szlachta were equal in rights and privileges, and the Sejm could veto the king on important matters, including legislation (the adoption of new laws), foreign affairs, declaration of war, and taxation (changes of existing taxes or the levying of new ones). Also, the 10% of Commonwealth population who enjoyed those political rights (the szlachta) was a substantially larger percentage than in any other European country (needs citation); note that in 1831 in France only about 1% of the population had the right to vote, and in 1867 in the United Kingdom, only about 3% (needs citation);
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            	elective monarchy, since the monarch, elected by the szlachta, was Head of State;


            	constitutional monarchy, since the monarch was bound by pacta conventa and other laws, and the szlachta could disobey any king's decrees they deemed illegal.

          


          


          The political players


          The major players in the politics of the Commonwealth were:


          
            	monarchs, who struggled to expand their power and create an absolute monarchy.


            	magnates, the wealthiest of the szlachta, who wanted to rule the country as a privileged oligarchy, and to dominate both the monarch and the poorer nobles.


            	szlachta, who desired a strengthening of the Sejm and rule of the country as a democracy of the szlachta.

          


          The magnates and the szlachta were far from united, with many factions supporting either the monarch or various of the magnates.


          


          Shortcomings of the Commonwealth
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          Once the Jagiellons had disappeared from the scene in 1572, the fragile equilibrium of the Commonwealth's government was disrupted. Power increasingly slipped away from the central government to the nobility.


          When presented with periodic opportunities to fill the throne, the szlachta exhibited a preference for foreign candidates who would not found another strong dynasty. This policy often produced monarchs who were either totally ineffective or in constant debilitating conflict with the nobility. Furthermore, aside from notable exceptions such as the able Transylvanian Stefan Batory (157686), the kings of foreign origin were inclined to subordinate the interests of the Commonwealth to those of their own country and ruling house. This was especially visible in the policies and actions of the first two elected kings from the Swedish House of Vasa, whose politics brought the Commonwealth into conflict with Sweden, culminating in the war known as The Deluge (1648), one of the events that mark the end of the Commonwealth's Golden Age and the beginning of the Commonwealth's decline.


          Zebrzydowski's rokosz (160607) marked a substantial increase in the power of the magnates, and the transformation of szlachta democracy into magnate oligarchy. The Commonwealth's political system was vulnerable to outside interference, as Sejm deputies bribed by foreign powers might use their liberum veto to block attempted reforms. This sapped the Commonwealth and plunged it into political paralysis and anarchy for over a century, from the mid-17th century to the end of the 18th, while its neighbors stabilized their internal affairs and increased their military might.


          


          Late reforms
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          The Commonwealth did eventually make a serious effort to reform its political system, adopting in 1791 the May 3rd Constitution, Europe's first codified national constitution in Modern Times, and the world's second, after the United States Constitution, which had been ratified two years earlier. The revolutionary Constitution recast the erstwhile PolishLithuanian Commonwealth as a PolishLithuanian federal state with a hereditary monarchy and abolished many of the deleterious features of the old system. The new constitution:


          
            	abolished the liberum veto and banned the szlachta's confederations;


            	provided for a separation of powers among legislative, executive and judicial branches of government;


            	established " popular sovereignty" and extended political rights to include not only the nobility but the bourgeoisie;


            	increased the rights of the peasantry;


            	preserved religious tolerance (but with a condemnation of apostasy from the Catholic faith).

          


          These reforms came too late, however, as the Commonwealth was immediately invaded from all sides by its neighbors which were content to leave the Commonwealth alone as a weak buffer state, but reacted strongly to king Stanisław August Poniatowski's and other reformers' attempts to strengthen the country. Russia feared the revolutionary implications of the May 3rd Constitution's political reforms and the prospect of the Commonwealth regaining its position as a European empire. Catherine the Great regarded the May constitution as fatal to her influence and declared the Polish constitution Jacobinical. Grigori Aleksandrovich Potemkin drafted the act for the Confederation of Targowica, referring to the constitution as the "contagion of democratic ideas". Meanwhile, Prussia and Austria, also afraid of a strengthened Poland, used it as a pretext for further territorial expansion. Prussian minister Ewald von Hertzberg called the constitution "a blow to the Prussian monarchy", fearing that strengthened Poland would once again dominate Prussia. In the end, the May 3rd Constitution was never fully implemented, and the Commonwealth entirely ceased to exist only four years after the Constitution's adoption.


          


          Commonwealth military
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          Commonwealth armies were commanded by two Grand Hetmans and two Field Hetmans. The armies comprised:


          
            	Wojsko kwarciane: Regular units with wages paid from taxes (these units were later merged with the wojsko komputowe)


            	Wojsko komputowe: Semi-regular units created for times of war (in 1652 these units were merged with the wojsko kwarciane into a new permanent army)


            	Pospolite ruszenie: Szlachta leve en masse


            	Piechota łanowa and piechota wybraniecka: Units based on peasant recruits


            	Registered Cossacks: Troops made up of Cossacks, used mainly as infantry, less often as cavalry (with tabors) were recruited.


            	Royal guard: A small unit whose primary purpose was to escort the monarch and members of his family


            	Mercenaries: As with most other armies, hired to supplement regular units, such as Germans, Scots, Wallachians, Serbs, Hungarians, Bohemians, Moravians and Silesians.


            	Private armies: In time of peace usually small regiments (few hundred men) were paid for and equipped by magnates or cities. However, in times of war, they were greatly augmented (to even a few thousand men) and paid by state

          


          Some units of the Commonwealth included:


          
            	Hussars: heavy cavalry armed with lances; their charges were extremely effective until advances in firearms in the late 17th century substantially increased infantry firepower. Members were known as towarzysz husarski and were supported by pocztowy's.


            	Pancerni: medium cavalry, armed with sabers or axes, bows, later pistols. Second important cavalry branch of the Polish army.


            	Pocztowi: assistants of pancerni.


            	Cossack cavalry general name for all Commonwealth units of light cavalry, even if they did not contain a single ethnic Cossack; fast and maneuverable like oriental cavalry units of Ottoman Empire vassals, but lacking the firepower of European cavalry such as the Swedish pistol-armed reiters.


            	Tabor: military horse-drawn wagons, usually carrying army supplies. Their use for defensive formations was perfected by the Cossacks, and to a smaller extent by other Commonwealth units.

          


          The Commonwealth Navy was small and played a relatively minor role in the history of the Commonwealth, but won the very important naval battle of Oliwa, breaking Swedish sea blockade in 1627. On the Black Sea, Cossacks with their small boats (czajka) were known for their plundering raids against the Ottoman Empire and its vassals (they even burned suburbs of Istanbul once or twice).


          


          Economy
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          The economy of the Commonwealth was dominated by feudal agriculture based on exploitation of agricultural workforce ( serfs). Slavery in Poland was forbidden in the 15th century; in Lithuania, slavery was formally abolished in 1588. they were replaced by the second enserfment. Typically a nobleman's landholding comprised a folwark, a large farm worked by serfs to produce surpluses for internal and external trade. This economic arrangement worked well for the ruling classes in the early era of the Commonwealth, which was one of the most prosperous eras of the grain trade . However the country's situation worsened from the late 17th century on, when the landed szlachta sought to compensate for falling grain prices by increasing the peasants' workload, thus leading to the creation of second serfdom, a phenomenon common throughout contemporary Eastern Europe.


          The Commonwealth's preoccupation with agriculture, coupled with the szlachta's dominance over the bourgeoisie, resulted in a fairly slow process of urbanization and thus a fairly slow development of industries. While similar conflicts among social classes may be found all over Europe, nowhere were the nobility as dominant at the time as in the Polish-Lithuanian Commonwealth. There is, however, much debate among historians as to which processes most affected those developments, since until the wars and crises of the mid-17th century the cities of the Commonwealth had not markedly lagged in size and wealth behind their western counterparts. The Commonwealth did have numerous towns and cities, commonly founded on Magdeburg rights. Some of the largest trade fairs in the Commonwealth were held at Lublin. See the geography section, below, for a list of major cities in the Commonwealth (commonly capitals of voivodships).


          Although the Commonwealth was Europe's largest grain producer, the bulk of her grain was consumed domestically. Estimated grain consumption in the Polish Crown (Poland proper) and Prussia in 156070 was some 113,000 tons of wheat (or 226,000 łaszt (a łaszt, or " last", being a large bulk measure; in the case of grain, about half a ton). Average yearly production of grain in the Commonwealth in the 16th century was 120,000 tons, 6% of which was exported, while cities consumed some 19% and the remainder was consumed by the villages. The exports probably satisfied about 2% of the demand for grain in Western Europe, feeding 750,000 people there. Commonwealth grain achieved far more importance in poor crop years, as in the early 1590s and the 1620s, when governments throughout southern Europe arranged for large grain imports to cover shortfalls in their jurisdictions.


          Still, grain was the largest export commodity of the Commonwealth. The owner of a folwark usually signed a contract with merchants of Gdansk (German Danzig), who controlled 80% of this inland trade, to ship the grain north to that seaport on the Baltic Sea. Many rivers in the Commonwealth were used for shipping purposes: the Vistula, Pilica, Western Bug, San, Nida, Wieprz, Niemen. The rivers had relatively developed infrastructure, with river ports and granaries. Most of the river shipping moved north, southward transport being less profitable, and barges and rafts were often sold off in Gdańsk for lumber.


          From Gdańsk, ships, mostly from the Netherlands and Flanders, carried the grain to ports such as Antwerp and Amsterdam. Gdańsk ships accounted for only 210% of this maritime trade. Besides grain, other seaborne exports included lumber and wood-related products such as tar and ash.


          By land routes, the Commonwealth exported hides, furs, hemp, cotton (mostly from Wielkopolska) and linen to the German lands of the Holy Roman Empire, including cities like Leipzig and Nuremberg. Large herds (of around 50,000 head) of cattle were driven south through Silesia.


          The Commonwealth imported spices, luxury goods, clothing, fish, beer and industrial products like steel and tools. A few riverboats carried south imports from Gdańsk like wine, fruit, spices and herring. Somewhere between the 16th and 17th centuries, the Commonwealth's trade balance shifted from positive to negative.


          With the advent of the Age of Exploration, many old trading routes such as the Amber Road lost importance as new ones were created. Poland's importance as a caravan route between Asia and Europe diminished, while new local trading routes were created between the Commonwealth and Russia. But even with improvements in shipping technology the Commonwealth remained an important link between Occident and Orient, as many goods and cultural artifacts passed from one region to another via the Commonwealth. For example, Isfahan rugs imported from Persia to the Commonwealth were actually known in the West as "Polish rugs". Also, the price of eastern spices in Poland was several times lower than in western ports, which led to the creation of a distinct Polish cuisine, owing much both to the eastern and western influence.


          Commonwealth currency included the złoty and the grosz. The City of Gdańsk had the privilege of minting its own coinage.


          


          Culture
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          The Commonwealth was an important European centre for the development of modern social and political ideas. It was famous for its rare quasi-democratic political system, praised by philosophers such as Erasmus; and, during the Counter-Reformation, was known for near-unparalleled religious tolerance, with peacefully coexisting Catholic, Jewish, Eastern Orthodox, Protestant and Muslim communities. The Commonwealth gave rise to the famous Christian sect of the Polish Brethren, antecedents of British and American Unitarianism.


          With its political system, the Commonwealth gave birth to political philosophers such as Andrzej Frycz Modrzewski (150372), Wawrzyniec Grzymała Goślicki (15301607) and Piotr Skarga (15361612). Later, works by Stanisław Staszic (17551826) and Hugo Kołłątaj (17501812) helped pave the way for the Constitution of May 3, 1791, the first modern codified national constitution in Europe, which enacted revolutionary political principles for the first time on that continent.


          Krakw's Jagiellonian University is one of the oldest universities in the world. Vilnius University and the Jagiellonian University were the major scholarly and scientific centers in the Commonwealth. The Komisja Edukacji Narodowej, (Polish for Commission for National Education), formed in 1773, was the world's first national Ministry of Education. Commonwealth scientists included:


          
            	Martin Kromer (151289), historian and cartographer,


            	Michał Sędziwj (15661636), alchemist and chemist,


            	Kazimierz Siemienowicz (160051), military engineer, artillery specialist and a founder of rocketry,


            	Johannes Hevelius (161187), astronomer, founder of lunar topography.

          


          The many classics of Commonwealth literature include:


          
            	Jan Kochanowski, (153084), writer, dramatist and poet;


            	Wacław Potocki, (162196), writer, poet;


            	Ignacy Krasicki, (17351801), writer, poet, fabulist, author of the first Polish novel;


            	Julian Ursyn Niemcewicz, (17581841), writer, dramatist and poet.

          


          Many szlachta members wrote memoirs and diaries. Perhaps the most famous are the Memoirs of Polish History by Albrycht Stanisław Radziwiłł (15951656) and the Memoirs of Jan Chryzostom Pasek (ca. 1636  ca. 1701).


          Magnates often undertook construction projects as monuments to themselves: churches, cathedrals, and palaces like the present-day Presidential Palace in Warsaw built by Grand Hetman Stanisław Koniecpolski herbu Pobg. The largest projects involved entire towns, although in time many of them would lapse into obscurity or be totally abandoned. Usually they were named after the sponsoring magnate. Among the most famous is the town of Zamość, founded by Jan Zamoyski and designed by the Italian architect Bernardo Morando.


          


          Szlachta and Sarmatism


          The prevalent ideology of the szlachta became " Sarmatism", named after the Sarmatians, alleged ancestors of the Poles. This belief system was an important part of the szlachta's culture, penetrating all aspects of its life. Sarmatism enshrined equality among szlachta, horseback riding, tradition, provincial rural life, peace and pacifism; championed oriental-inspired attire ( żupan, kontusz, sukmana, pas kontuszowy, delia, szabla); and served to integrate the multi-ethnic nobility by creating an almost nationalistic sense of unity and of pride in the szlachta's Golden Freedoms.


          In its early, idealistic form, Sarmatism represented a positive cultural movement: it supported religious belief, honesty, national pride, courage, equality and freedom. In time, however, it became distorted. Late extreme Sarmatism turned belief into bigotry, honesty into political navet, pride into arrogance, courage into stubbornness and freedom into anarchy.


          


          Demographics and religion
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          The population of the Commonwealth of Both Nations was never overwhelmingly either Roman Catholic or Polish. This circumstance resulted from Poland's possession of Ukraine and confederation with Lithuania, in both of which countries ethnic Poles were a distinct minority. The Commonwealth comprised primarily four nations: Lithuanians, Poles, Belarusians and Ukrainians; the latter two usually referred to as the Ruthenians. Sometimes inhabitants of the Grand Duchy of Lithuania were called Litvins, a Slavic term for Lithuanians, despite being of different ethnicities. Shortly after the Union of Lublin, the Commonwealth population was around 7 million, with a rough breakdown of 4.5 m Poles, 0.75 m Lithuanians, 0.7 m Jews and 2 m Ruthenians. In 1618, after the Truce of Deulino, the Commonwealth population increased together with its territory, reaching 11.5 million people, which was composed roughly of 4.5 m Poles, 3.5 m Ukrainians, 1.5 m Belarusians, 0.75 m Lithuanians, 0.75 m Prussians, 0.5 m Jews, and 0.5 m Livonians. At that time nobility was 10% of the population, and burghers were 15%. In the period from 164857, populations losses are estimated at 4 m. Coupled with further population and territorial losses, in 1717 the Commonwealth population had fallen to 9 m, with roughly 4.5 m Poles, 1.5 m Ukrainians, 1.2 m Belarusians, 0.8 m Lithuanians, 0.5 m Jews, and 0.5 m others.


          To be Polish, in the non-Polish lands of the Commonwealth, was then much less an index of ethnicity than of religion and rank; it was a designation largely reserved for the landed noble class (szlachta), which included Poles but also many members of non-Polish origin who converted to Catholicism in increasing numbers with each following generation. For the non-Polish noble such conversion meant a final step of Polonization that followed the adoption of the Polish language and culture. Poland, as the culturally most advanced part of the Commonwealth, with the royal court, the capital, the largest cities, the second-oldest university in Central Europe (after Prague), and the more liberal and democratic social institutions had proven an irresistible magnet for the non-Polish nobility in the Commonwealth.


          As a result, in the eastern territories a Polish (or Polonized) aristocracy dominated a peasantry whose great majority was neither Polish nor Roman Catholic. Moreover, the decades of peace brought huge colonization efforts to Ukraine, heightening the tensions among nobles, Jews, Cossacks (traditionally Orthodox), Polish and Ruthenian peasants. The latter, deprived of their native protectors among the Ruthenian nobility, turned for protection to cossacks that facilitated violence that in the end broke the Commonwealth. The tensions were aggravated by conflicts between Eastern Orthodoxy and the Greek Catholic Church following the Union of Brest, overall discrimination of Orthodox religions by dominant Catholicism, and several Cossack uprisings. In the west and north, many cities had sizable German minorities, often belonging to Reformed churches. The Commonwealth had also one of the largest Jewish diasporas in the world.


          Until the Reformation, the szlachta were mostly Catholic or Eastern Orthodox. However, many families quickly adopted the Reformed religion. After the Counter-Reformation, when the Roman Catholic Church regained power in Poland, the szlachta became almost exclusively Roman Catholic, despite the fact that Roman Catholicism was not a majority religion (the Roman Catholic and Orthodox churches counted approximately 40% of the population each, while the remaining 20% were Jews and members of various Protestant churches). It should be noted that the Counter-Reformation in Poland, influenced by the Commonwealth tradition of religious tolerance, was based mostly on Jesuit propaganda and was very peaceful when compared to excesses such as the Thirty Years' War elsewhere in Europe.


          


          Languages of the Commonwealth
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            	Polish (officially recognized; dominant language, used by most of Commonwealth nobility and by peasantry in the Crown province; official language in Crown chancellery and since 1697 in Grand Duchy chancellery) Dominant language in the towns.

          


          
            	Latin (off. recog.; commonly used in foreign relations and popular as second language among the nobility)

          


          
            	Lithuanian (not off. recog. but used in some official documents in Grand Duchy and by some peasantry in Grand Duchy)

          


          
            	German (off. recog.; used in some foreign relations, in Royal Prussia and by minorities in cities)

          


          
            	Hebrew (off. recog.; used by the Jews; Yiddish was also used but not recognized as official language)

          


          
            	Ruthenian (also known as Chancery Slavonic; off. recog.; official language in Grand Duchy chancellery until 1697; used in some foreign relations and some peasants in Ruthenian province)

          


          
            	Armenian (off. recog. used by Armenian minority)

          


          


          Provinces and geography
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          The lands that once belonged to the Commonwealth are now largely distributed among several Central and East European countries:

          Poland, Ukraine, Moldova ( Transnistria), Belarus, Russia, Lithuania, Latvia, and Estonia. Also some small towns in Slovakia, then within the Kingdom of Hungary, became a part of Poland in the Treaty of Lubowla.


          While the term "Poland" was also commonly used to denote this whole polity, Poland was in fact only part of a greater wholethe PolishLithuanian Commonwealth, which comprised primarily two parts:


          
            	the Crown of the Polish Kingdom (Poland proper), colloquially "the Crown"; and


            	the Grand Duchy of Lithuania, colloquially "Lithuania".

          


          The Crown in turn comprised two great regions (" prowincjas"): Wielkopolska or Greater Poland and Małopolska or Lesser Poland, and another titular nation of the Commonwealth was the Grand Duchy of Lithuania. The Commonwealth was further divided into smaller administrative units known as voivodships (wojewdztwa). Each voivodship was governed by a voivod (wojewoda, governor). Voivodships were further divided into starostwa, each starostwo being governed by a starosta. Cities were governed by castellans. There were frequent exceptions to these rules, often involving the ziemia subunit of administration: for details on the administrative structure of the Commonwealth, see the article on offices in the Polish-Lithuanian Commonwealth.


          Other notable parts of the Commonwealth often referred to, without respect to region or voivodship divisions, include:


          
            	Lesser Poland (Małopolska), southern Poland, with its capital at Krakw (Cracow);


            	Greater Poland (Wielkopolska), westcentral Poland around Poznań and the Warta River system;


            	Masovia (Mazowsze), central Poland, with its capital at Warszawa (Warsaw);


            	Samogitia (Żmudź), western Lithuania;


            	Royal Prussia (Prusy Krlewskie), at the southern shore of the Baltic Sea, was an autonomous area since the Second Peace of Thorn (1466), incorporated into the Crown in 1569 with the Commonwealth's formation;

              
                	Pomerelia (Pomorze Gdańskie), Pomerania around Gdańsk (Danzig), western part of Royal Prussia;

              

            


            	Ruthenia (Ruś), the eastern Commonwealth, adjoining Russia;


            	Duchy of Livonia (Inflanty), a joint domain of the Crown and the Grand Duchy of Lithuania. Parts lost to Sweden in the 1620s and in 1660;


            	Duchy of Courland (Kurlandia), a northern fief of the Commonwealth. It established a colony in Tobago in 1637 and on St. Andrews Island at the Gambia River in 1651 (see Courland colonization);


            	Silesia (Śląsk) was not within the Commonwealth, but small parts belonged to various Commonwealth kings; in particular, the Vasa kings were dukes of Opole from 1645 to 1666.

          


          Commonwealth borders shifted with wars and treaties, sometimes several times in a decade, especially in the eastern and southern parts.
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          Thought was given at various times to the creation of a Duchy of Ruthenia, particularly during the 1648 Cossack insurrection against Polish rule in Ukraine. Such a Duchy, as proposed in the 1658 Treaty of Hadiach, would have been a full member of the Commonwealth, which would thereupon have become a tripartite PolishLithuanianRuthenian Commonwealth or Commonwealth of Three Nations, but due to szlachta demands, Muscovite invasion, and division among the Cossacks, the plan was never implemented. For similar reasons, plans for a Polish-Lithuanian-Muscovite Commonwealth also were never realized, although during the PolishMuscovite War (160518) the Polish Prince (later, King) Władysław IV Waza was briefly elected Tsar of Muscovy.
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          The Crown had about double the population of Lithuania and five times the income of the latter's treasury. As with other countries, the borders, area and population of the Commonwealth varied over time. After the Peace of Jam Zapolski (1582), the Commonwealth had approximately 815,000 km area and a population of 6.5 million. After the Truce of Deulino (1618), the Commonwealth had an area of some 990,000 km and a population of 1011 million (including some 4 million Poles). In the 16th century, the Polish bishop and cartographer Martin Kromer published a Latin atlas, entitled Poland: about Its Location, People, Culture, Offices and the Polish Commonwealth, which was regarded as the most comprehensive guide to the country.


          Kromer's works and other contemporary maps, such as those of Gerardus Mercator, show the Commonwealth as mostly plains. The Commonwealth's southeastern part, the Kresy, was famous for its steppes. The Carpathian Mountains formed part of the southern border, with the Tatra Mountain chain the highest, and the Baltic Sea formed the Commonwealth's northern border. As with most European countries at the time, the Commonwealth had extensive forest cover, especially in the east. Today, what remains of the Białowieża Forest constitutes the last largely intact primeval forest in Europe.


          


          Voivodeships of the Commonwealth


          Note that some sources use the word palatinate instead of voivodship.


          


          Greater Poland
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            	Brześć Kujawski Voivodeship (wojewdztwo brzesko-kujawskie, Brześć Kujawski)


            	Gniezno Voivodeship (wojewdztwo gnieźnieńskie, Gniezno) from 1768


            	Inowrocław Voivodeship (wojewdztwo inowrocławskie, Inowrocław)


            	Kalisz Voivodeship (wojewdztwo kaliskie, Kalisz)


            	Łęczyca Voivodeship (wojewdztwo łęczyckie, Łęczyca)


            	Mazovian Voivodeship (wojewdztwo mazowieckie, of Mazowsze, Warsaw) consisting of

              
                	County of Ciechanw (ziemia ciechanowska, Ciechanw)


                	County of Czersk (ziemia czerska, Czersk)


                	County of Liw (ziemia liwska, Liw)


                	County of Łomża (ziemia łomżyńska, Łomża)


                	County of Nur (ziemia nurska, Nur)


                	County of Rżan (ziemia rżańska, Rżan)


                	County of Warszawa (ziemia warszawska, Warsaw)


                	County of Wisk (ziemia wiska, Wizna)

              

            


            	Poznań Voivodeship (wojewdztwo poznańskie, Poznań)


            	Płock Voivodeship (wojewdztwo płockie, Płock) consisting of

              
                	County of Wyszogrd (ziemia wyszogrodzka, Wyszogrd)


                	County of Zawkrzeń (ziemia zawkrzeńska, Zawkrzeń)

              

            


            	Podlasie Voivodeship (wojewdztwo podlaskie, Drohiczyn) consisting of:

              
                	County of Bielsk (ziemia bielska, Bielsk)


                	Country of Drohiczyn (ziemia drohicka, Drohiczyn)


                	Country of Mielnik (ziemia mielnicka, Mielnik)

              

            


            	Rawa Voivodeship (wojewdztwo rawskie, Rawa) consisting of

              
                	County of Rawa (ziemia rawska, Rawa)


                	County of Gostyń (ziemia gostyńska, Gostyń)


                	County of Sochaczew (ziema sochaczewska, Sochaczew)

              

            


            	Sieradz Voivodeship (wojewdztwo sieradzkie, Sieradz)


            	County of Dobrzyń (ziemia dobrzyńska, Dobrzyń)


            	County of Michałw (ziemia michałkowicka, Michałw)


            	County of Wieluń (ziemia wieluńska, Wieluń)


            	County of Wschw (ziema wschowska, Wschw)

          


          


          Lesser Poland


          
            	Bełz Voivodeship (wojewdztwo bełzkie, Bełz)


            	Bracław Voivodeship (wojewdztwo bracławskie, Bracław)


            	Czernichw Voivodeship (wojewdztwo czernichowskie, Czernichw)


            	Kijw Voivodeship (wojewdztwo kijowskie, Kijw)


            	Krakw Voivodeship (wojewdztwo krakowskie, Krakw)


            	Lublin Voivodeship (wojewdztwo lubelskie, Lublin)


            	Podole Voivodeship (wojewdztwo podolskie, Kamieniec Podolski)


            	Ruś Voivodeship (wojewdztwo ruskie, Lww), divided into


            	Sandomierz Voivodeship (wojewdztwo sandomierskie, Sandomierz)


            	Wołyń Voivodeship (wojewdztwo wołyńskie, Łuck)

              
                	County of Halicz (ziemia halicka, Halicz)


                	County of Lww (ziemia lwowska, Lww)


                	Country of Przemyśl (ziemia przemyslka, Przemyśl)


                	County of Sanock (ziemia sanocka, Sanok)

              

            


            	Duchy of Siewierz (księstwo Siewierskie, Siewierz)


            	County of Chełm (ziemia chełmska, Chełm)


            	Duchy of Oświęcim and Zator ( Oświęcim, Zator)

          


          


          Grand Duchy of Lithuania


          
            	Eldership of Samogitia (principality of Samogitia, księstwo żmudzkie, Varniai-Medininkai)


            	Brześć Litewski Voivodeship (wojewdztwo brzesko-litewskie, Brest)


            	Mścisław Voivodeship (wojewdztwo mścisławskie, Mstsislau)


            	Mińsk Voivodeship (wojewdztwo mińskie, Minsk)


            	Nowogrdek Voivodeship (wojewdztwo nowogrodzkie, Navahrudak)


            	Połock Voivodeship (wojewdztwo połockie, Polatsk)


            	Smoleńsk Voivodeship (wojewdztwo smoleńskie, Smoleńsk)


            	Trakai Voivodeship (wojewdztwo trockie, Trakai)


            	Vilnius Voivodeship (wojewdztwo wileńskie, Vilnius)


            	Witebsk Voivodeship (wojewdztwo witebskie, Vitsebsk)

          


          


          Royal Prussia


          
            	Duchy of Warmia (Księstwo Warmińskie, episcopal principality of Warmia, Lidzbark Warmiński)


            	Chełmno Voivodeship (wojewdztwo chełmińskie, Chełmno)


            	Malbork Voivodeship (wojewdztwo malborskie, Malbork)


            	Pomeranian Voivodeship (wojewdztwo pomorskie, Gdańsk)

          


          


          Duchy of Livonia (Inflanty)


          
            	Dorpat Voivodeship (wojewdztwo dorpackie, Dorpat) from 1598 to 1620s


            	Livonian Voivodeship (wojewdztwo inflanckie, Dyneburg) from 1620s


            	Parnawa Voivodeship (wojewdztwo parnawskie, Parnawa) from 1598 to 1620s


            	Wenden Voivodeship (wojewdztwo wendeńskie, Wenden) from 1598 to 1620s
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              The final borders layout settled by the war.
            


            
              	
                
                  
                    	Date

                    	19191921
                  


                  
                    	Location

                    	Central and Eastern Europe
                  


                  
                    	Result

                    	Peace of Riga
                  

                

              
            


            
              	Belligerents
            


            
              	[image: Flag of the Ukrainian SSR] Ukrainian Soviet Socialist Republic

              	
                [image: Flag of Poland] Republic of Poland


                [image: Flag of Ukraine] Ukrainian People's Republic


              
            


            
              	Commanders
            


            
              	Leon Trotsky

              Mikhail Tukhachevsky (Western Front)

              Aleksandr Yegorov (Southwestern Front)

              Semyon Budyonny 1st Cavalry Army

              	[image: Flag of Ukraine] Symon Petlyura
            


            
              	Strength
            


            
              	From ~50,000 in early 1919 to almost 800,000 in summer 1920

              	From ~50,000 in early 1919 to ~738,000 in August 1920
            


            
              	Casualties and losses
            


            
              	Unknown

              80,000 taken prisoner (including rear-area personnel)

              	47,571 killed -96,250

              113,518 wounded,

              51,351 taken prisoner
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          The Polish-Soviet War (February 1919  March 1921) was an armed conflict of Soviet Russia and Soviet Ukraine against the Second Polish Republic and the short-lived Ukrainian People's Republic, four states in post-World War I Europe. The war was the result of conflicting expansionist attempts. Poland, whose statehood had just been re-established by the Treaty of Versailles following the Partitions of Poland in the late 18th century, sought to secure territories which she had lost at the time of partitions; the Soviets' aim was to control those same territories, which had been part of Imperial Russia until the turbulent events of the Great War. Both States claimed victory in the war: the Poles claimed a successful defense of their state, while the Soviets claimed a repulse of the Polish eastward invasion of Ukraine and Belarus, which they viewed as a part of foreign intervention in the Russian Civil War.


          The frontiers between Poland and Soviet Russia had not been defined in the Treaty of Versailles and post-war events created turmoil: the Russian Revolution of 1917; the crumbling of the Russian, German and Austrian empires; the Russian Civil War; the Central Powers' withdrawal from the eastern front; and the attempts of Ukraine and Belarus to establish their independence. Poland's Chief of State, Jzef Piłsudski, felt the time expedient to expand Polish borders as far east as feasible, to be followed by the creation of a Polish-led federation ( Międzymorze) of several states in the rest of East-Central Europe as a bulwark against the potential re-emergence of both German and Russian imperialism. Lenin, meanwhile, saw Poland as the bridge that the Red Army would have to cross in order to assist other communist movements and help conduct other European revolutions.


          By 1919, the Polish forces had taken control of much of Western Ukraine, with victory in the Polish-Ukrainian War; the West Ukrainian People's Republic had tried unsuccessfully to create a Ukrainian state on territories to which both Poles and the Ukrainians laid claim. At the same time, the Bolsheviks began to gain the upper hand in the Russian Civil War and advance westward towards the disputed territories. By the end of 1919 a clear front had formed. Border skirmishes escalated into open warfare following Piłsudski's major incursion further east into Ukraine in April 1920. He was met by a nearly simultaneous and initially very successful Red Army counterattack. The Soviet operation threw the Polish forces back westward all the way to the Polish capital, Warsaw. Meanwhile, western fears of Soviet troops arriving at the German frontiers increased the interest of Western powers in the war. In midsummer, the fall of Warsaw seemed certain but in mid-August the tide had turned again as the Polish forces achieved an unexpected and decisive victory at the Battle of Warsaw. In the wake of the Polish advance eastward, the Soviets sued for peace and the war ended with a ceasefire in October 1920. A formal peace treaty, the Peace of Riga, was signed on 18 March 1921, dividing the disputed territories between Poland and Soviet Russia. The war largely determined the Soviet-Polish border for the period between the World Wars. Much of the territory ceded to Poland in the Treaty of Riga became part of the Soviet Union after World War II, when Poland's eastern borders were redefined by the Allies in close accordance with the British-drawn Curzon Line of 1920.


          


          Names and dates


          The war is referred to by several names. "Polish-Soviet War" may be the most common, but is potentially confusing since "Soviet" is usually thought of as relating to the Soviet Union, which (by contrast with " Soviet Russia") did not officially come into being until December 1922. Alternative names include "Russo-Polish War [or Polish-Russian War] of 191920/21" (to distinguish it from earlier Polish-Russian wars) and "Polish-Bolshevik War". This second term (or just "Bolshevik War" ( Polish: Wojna bolszewicka)) is most common in Polish sources. In some Polish sources it is also referred as the "War of 1920" (Polish: Wojna 1920 roku).


          Other points of contention are the starting and ending dates of the war. For example, Encyclopedia Britannica begins its article with the date (19191920), but then says "Although there had been hostilities between the two countries during 1919, the conflict began when the Polish head of state Jzef Pilsudski formed an alliance with the Ukrainian nationalist leader Symon Petlyura (April 21, 1920) and their combined forces began to overrun Ukraine, occupying Kiev on May 7." while the Polish Internetowa encyklopedia PWN as well as some historianslike Norman Daviesclearly consider 1919 as the starting year of the war. The ending date is given as either 1920 or 1921; this confusion stems from the fact that while the ceasefire was put in force in fall 1920, the official treaty ending the war was signed months later, in March 1921.


          While the events of 1919 can be described as a border conflict and only in early 1920 did both sides realize that they were in fact engaged in an all-out war, the conflicts that took place in 1919 are closely related to the war that began in earnest a year later. In the end, the events of 1920 were only a logical, though unforeseen, consequence of the 1919 prelude.


          


          Prelude
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          In the aftermath of World War I, the map of Central and Eastern Europe had drastically changed. Germany's defeat rendered its plans for the creation of Eastern European puppet states ( Mitteleuropa) obsolete, and Russia saw its Empire collapse followed by a descent into Revolution and Civil War. Many small nations of the region saw a chance for real independence and were not prepared to relinquish the opportunity; Soviet Russia viewed these territories as rebellious Russian provinces, vital for Russian security, but was unable to react swiftly.


          With the success of the Greater Poland Uprising in 1918, Poland had re-established its statehood for the first time since the 1795 partition and seen the end of a 123 years of rule by three imperial neighbors: Russia, Germany, and Austria-Hungary. The country, reborn as a Second Polish Republic, proceeded to carve out its borders from the territories of its former partitioners.


          Poland was not alone in its newfound opportunities and troubles. Virtually all of the newly independent neighbours began fighting over borders: Romania fought with Hungary over Transylvania, Yugoslavia with Italy over Rijeka, Poland with Czechoslovakia over Cieszyn Silesia, with Germany over Poznań and with Ukrainians over Eastern Galicia. Ukrainians, Belarusians, Lithuanians, Estonians and Latvians fought against each other and against the Russians, who were just as divided. Spreading communist influences resulted in communist revolutions in Munich, Berlin, Budapest and Preov. Winston Churchill commented: "The war of giants has ended, the wars of the pygmies begin." All of those engagements  with the sole exception of the Polish-Soviet war  would be shortlived conflicts.


          


          The Polish-Soviet war likely happened more by accident than design, as it is unlikely that anyone in Soviet Russia or in the new Second Republic of Poland would have deliberately planned a major foreign war. Poland, its territory a major frontline of the First World War, was unstable politically; it had just won the difficult conflict with the West Ukrainian National Republic and was already engaged in new conflicts with Germany (the Silesian Uprisings) and with Czechoslovakia. The attention of revolutionary Russia, meanwhile, was predominantly directed at thwarting counter-revolution and intervention by the western powers. While the first clashes between Polish and Soviet forces occurred in February 1919, it would be almost a year before both sides realised that they were engaged in a full war.
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          In late 1919 the leader of Russia's new communist government, Vladimir Lenin, was inspired by the Red Army's civil-war victories over White Russian anti-communist forces and their western allies, and began to see the future of the revolution with greater optimism. The Bolsheviks proclaimed the need for the dictatorship of the proletariat, and agitated for a worldwide communist community. Their avowed intent was to link the revolution in Russia with an expected revolution in Germany and to assist other communist movements in Western Europe; Poland was the geographical bridge that the Red Army would have to cross in order to do so. Lenins aim was to restore control of the territories ceded by Russia in the Brest-Litovsk Treaty, to infiltrate the borderlands, set up soviet governments there as well as in Poland, and reach Germany where he expected a socialist revolution to break out. He believed that Soviet Russia could not survive without the support of a socialist Germany. By the end of summer 1919 the Soviets managed to take over most of Ukraine, driving the Ukrainian government from Kiev. In early 1919, they also set up a Lithuanian-Belorussian Republic (Litbel). This government was very unpopular due to terror and the collection of food and goods for the army. It was not until after the Kiev Offensive had been repelled, however, that some of the Soviet leaders would see the war as the real opportunity to spread the revolution westwards. Indeed, the Bolsheviks stated:


          
            
              	

              	But our enemies and yours deceive you when they say that the Russian Soviet Government wishes to plant communism in Polish soil with the bayonets of Russian Red Army men. A communist order is possible only where the vast majority of the working people are penetrated with the idea of creating it by their own strength. Only then can it be solid; for only then can communist policy strike deep roots in a country. The communists of Russia are at present striving only to defend their own soil, their own constructive work; they are not striving, and cannot strive, to plant communism by force in other countries.

              	
            

          


          Before the start of the Polish-Soviet War Polish politics were strongly influenced by Chief of State ( naczelnik państwa) Jzef Piłsudski. Piłsudski wanted to break the Russian Empire and create a Polish-led " Międzymorze Federation" of independent states: Poland, Lithuania, Ukraine, and other Central and East European countries emerging out of crumbling empires after the First World War. This new union was to become a counterweight to any potential imperialist intentions on the part of Russia or Germany. Piłsudski argued that "There can be no independent Poland without an independent Ukraine", but he may have been more interested in Ukraine being split from Russia than in Ukrainians' welfare. He did not hesitate to use military force to expand the Polish borders to Galicia and Volhynia, crushing a Ukrainian attempt at self-determination in the disputed territories east of the Western Bug river, which contained a significant Polish minority, mainly in cities like Lww (Lviv), but a Ukrainian majority in the countryside. Speaking of Poland's future frontiers, Piłsudski said: "All that we can gain in the west depends on the Ententeon the extent to which it may wish to squeeze Germany," while in the east "there are doors that open and close, and it depends on who forces them open and how far." In the chaos to the east the Polish forces set out to expand there as much as it was feasible. On the other hand, Poland had no intention of joining the western intervention in the Russian Civil War or of conquering Russia itself.



          


          Course
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          1919


          


          Chaos in Eastern Europe


          In 1918 the German Army in the east, under the command of Max Hoffmann, began to retreat westwards. The territories abandoned by the Central Powers (Germany, Austria-Hungary, the Ottoman Empire, and Bulgaria) became a field of conflict among local governments created by Germany, other local governments that independently sprang up after the German retreat, and the Bolsheviks, who hoped to incorporate those areas into Soviet Russia. As a result, almost all of Eastern Europe was in chaos.


          On November 18, 1918, the Soviet Supreme Command issued orders to the Western Army of the Red Army to begin a westward movement that would follow the withdrawing German troops of Oberkommando Ostfront ( Ober-Ost). The basic aim was to secure as much territory as possible with the few resources locally available.


          At the start of 1919, Polish-Soviet fighting broke out almost by accident and without any orders from the respective governments when self-organized Polish military units in Vilnius (Wilno) clashed with Bolshevik forces of Litbel, each trying to secure the territories for its own incipient government. Eventually the more organized Soviet forces quelled most of the resistance and drove the remaining Polish forces west. On January 5, 1919, the Red Army entered Minsk almost unopposed, thus putting an end to the short-lived Belarusian People's Republic. At the same time, more and more Polish self-defense units sprang up across western Belarus and Lithuania (such as the Lithuanian and Belarusian Self-Defence). and engaged in a series of local skirmishes with pro-Bolshevik groups operating in the area. The newly organized Polish Army began sending the first of their units east to assist the self-defense forces, while the Soviets sent their own units west.


          In the spring of 1919, Soviet conscription produced a Red Army of 2,300,000. Few of these were sent west that year, as the majority of Red Army forces were engaged against the Russian White movement; the Western Army in February 1919 had just 46,000 men. In February 1919, the entire Polish army numbered 110,000 men; in April, 170,000, including 80,000 combatants while by September 1919, it had 540,000 men; 230,000 of these were on the Soviet front.


          By 14 February, the Poles, who had been advancing eastwards, secured positions along the line of Kobryn, Pruzhany, and the rivers Zalewianka and Neman. Around 14 February, at Mosty, the first organised Polish units made contact with the advance units of the Red Army. Bolshevik units withdrew without a shot. A frontline slowly began to form from Lithuania, through Belarus to Ukraine.


          


          First Polish-Soviet conflicts


          The first serious armed conflict of the war took place around February 14 - February 16, near the towns of Maniewicze and Biaroza in Belarus. By late February the Soviet advance had come to a halt. Both Polish and Soviet forces had also been engaging the Ukrainian forces, and active fighting was going on in the territories of the Baltic countries (cf. Estonian Liberation War, Latvian War of Independence, Freedom wars of Lithuania).
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          In early March 1919, Polish units started an offensive, crossing the Neman River, taking Pinsk, and reaching the outskirts of Lida. Both the Soviet and Polish advances began around the same time in April (Polish forces started a major offensive on April 16), resulting in increasing numbers of troops arriving in the area. That month the Bolsheviks captured Grodno, but soon were pushed out by a Polish counteroffensive. Unable to accomplish their objectives and facing strengthening offensives from the White forces, the Red Army withdrew from their positions and reorganized. Soon the Polish-Soviet War would begin in earnest.


          Polish forces continued a steady eastern advance. They took Lida on April 17 and Nowogrdek on April 18, and recaptured Vilnius on April 19, driving the Litbel government from their proclaimed capital. On August 8, Polish forces took Minsk and on the 28th of that month they deployed tanks for the first time. After heavy fighting, the town of Babruysk near the Berezina River was captured. By October 2, Polish forces reached the Daugava river and secured the region from Desna to Daugavpils (Dyneburg).


          Polish success continued until early 1920. Sporadic battles erupted between Polish forces and the Red Army, but the latter was preoccupied with the White counter-revolutionary forces and was steadily retreating on the entire western frontline, from Latvia in the north to Ukraine in the south. In early summer 1919, the White movement had gained the initiative, and its forces under the command of Anton Denikin were marching on Moscow. Piłsudski was aware that the Soviets were not friends of independent Poland, and considered the that war with Soviet Russia inevitable. He viewed their advance west as a major issue but also thought that he could get a better deal for Poland from the Bolsheviks than their Russian-civil-war contenders, as the White Russians - representative of the old Russian Empire, partitioner of Poland - were willing to accept only limited independence of Poland, likely in the borders similar to that of Congress Poland, and clearly objected to Ukrainian independence, crucial for Piłsudski's Międzymorze, while the Bolsheviks did proclaim the partitions null and void. Piłsudski thus speculated that Poland will be better of with the Bolsheviks, alienated from the Western powers, than with restored Russian Empire. By his refusal to join the attack on Lenin's struggling government, ignoring the strong pressure from the Entente, Piłsudski had likely saved the Bolshevik government in SummerFall 1919. He later wrote that in case of a White victory, in the east Poland could only gain the "ethnic border" at best (the Curzon line). At the same time Lenin offered Poles the territories of Minsk, Zhytomyr, Khmelnytskyi, in what was described as mini " Brest"; Polish military leader Kazimierz Sosnkowski wrote that the territorial proposals of the Bolsheviks were much better than what the Poles had wanted to achieve.


          


          Diplomatic Front, Part 1: The alliances
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          In 1919, several unsuccessful attempts at peace negotiations were made by various Polish and Russian factions. In the meantime, Polish-Lithuanian relations worsened as Polish politicians found it hard to accept the Lithuanians' demands for independence and territories, especially on ceding the city of Vilnius (Wilno), Lithuania's historical capital which had a Polish ethnic majority. Polish negotiators made better progress with the Latvian Provisional Government, and in late 1919 and early 1920 Polish and Latvian forces were conducting joint operations against Soviet Russia.


          The Warsaw Treaty, an agreement with the exiled Ukrainian nationalist leader Symon Petlura signed on April 21, 1920, was the main Polish diplomatic success. Petlura, who formally represented the government of the Ukrainian People's Republic (by then de facto defeated by Bolsheviks), along with some Ukrainian forces, fled to Poland, where he found asylum. His control extended only to a sliver of land near the Polish border. In such conditions, there was little difficulty convincing Petlura to join an alliance with Poland, despite recent conflict between the two nations that had been settled in favour of Poland. By concluding an agreement with Piłsudski, Petlura accepted the Polish territorial gains in Western Ukraine and the future Polish-Ukrainian border along the Zbruch River. In exchange, he was promised independence for Ukraine and Polish military assistance in reinstalling his government in Kiev.


          For Piłsudski, this alliance gave his campaign for the Międzymorze federation the legitimacy of joint international effort, secured part of the Polish eastward border, and laid a foundation for a Polish dominated Ukrainian state between Russia and Poland. For Petlura, this was a final chance to preserve the statehood and, at least, the theoretical independence of the Ukrainian heartlands, even while accepting the loss of Western Ukrainian lands to Poland.


          Yet both of them were opposed at home. Piłsudski faced stiff opposition from Dmowski's National Democrats who opposed Ukrainian independence. Petlura, in turn, was criticized by many Ukrainian politicians for entering a pact with the Poles and giving up on Western Ukraine.


          The alliance with Petliura did result in 15,000 pro-Polish allied Ukrainian troops at the beginning of the campaign, increasing to 35,000 through recruitment and desertion from the Soviet side during the war. But in the end, this would prove too few to support Petlura's hopes for independent Ukraine, or Piłsudski's dreams of the Ukrainian ally in the Międzymorze federation.
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          Opposing forces
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          Norman Davies notes that estimating strength of the opposing sides is very tricky; even generals often had incomplete reports of their own forces.


          By early 1920, the Red Army had been very successful against the White armies. They defeated Denikin and signed peace treaties with Latvia and Estonia. The Polish front became their most important war theatre and a plurality of Soviet resources and forces were diverted to it. In January 1920, the Red Army began concentrating a 700,000-strong force near the Berezina River and on Belarus.


          By the time Poles launched their Kiev offensive, The Red Southwestern Front had about 82,847 soldiers including 28,568 front-line troops. The Poles had some numerical superiority, estimated from 12,000 to 52,000 personnel. By the time of the Soviet counter-offensive in mid 1920 the situation had been reversed: Soviets had about 790,000 people - at least 50,000 or more than the Poles; Tukhachevsky estimated that he had 160,000 "combat-ready" soldiers; Piłsudski estimated enemy's forces at 200,000220,000.


          In the course of 1920, almost 800,000 Red Army personnel were sent to fight in the Polish war, of whom 402,000 went to the Western front and 355,000 to the armies of the South-West front in Galicia. Grigoriy Krivosheev gives similar numbers, with 382,000 personnel for Western Fron and 283,000 personnel for Southwestern Front.


          Norman Davies shows the growth of Red Army forces in the Polish front in early 1920:


          
            	
              
                	1 January 1920 - 4 infantry divisions, 1 cavalry brigade


                	1 February 1920 - 5 infantry divisions, 5 cavalry brigades


                	1 March 1920 - 8 infantry divisions, 4 cavalry brigades


                	1 April 1920 - 14 infantry divisions, 3 cavalry brigades


                	15 April 1920 - 16 infantry divisions, 3 cavalry brigades


                	25 April 1920 - 20 infantry divisions, 5 cavalry brigades

              

            

          


          Bolshevik commanders in the Red Army's coming offensive would include Leon Trotsky, Mikhail Tukhachevsky (new commander of the Western Front), Aleksandr Yegorov (new commander of the Southwestern Front), the future Soviet ruler Joseph Stalin, and the founder of the Cheka (secret police), Felix Edmundovich Dzerzhinsky.


          The Polish Army was made up of soldiers who had formerly served in the various partitioning empires, supported by some international volunteers, such as the Kościuszko Squadron. Boris Savinkov was at the head of an army of 20,000 to 30,000 largely Russian POWs, and was accompanied by Dmitry Merezhkovsky and Zinaida Gippius. The Polish forces grew from approximately 100,000 in 1918 to over 500,000 in early 1920. In August, 1920, the Polish army had reached a total strength of 737,767 people; half of that was on the frontline. Given Soviet losses, there was rough numerical parity between the two armies; and by the time of the battle of Warsaw Poles might have even had a slight advantage in numbers and logistics.


          Logistics, nonetheless, were very bad for both armies, supported by whatever equipment was left over from World War I or could be captured. The Polish Army, for example, employed guns made in five countries, and rifles manufactured in six, each using different ammunition. The Soviets had many military depots at their disposal, left by withdrawing German armies in 191819, and modern French armaments captured in great numbers from the White Russians and the Allied expeditionary forces in the Russian Civil War. Still, they suffered a shortage of arms; both the Red Army and the Polish forces were grossly underequipped by Western standards.


          The Soviet High Command planned a new offensive in late April/May. Since March 1919, Polish intelligence was aware that the Soviets had prepared for a new offensive and the Polish High Command decided to launch their own offensive before their opponents. The plan for Operation Kiev was to beat the Red Army on Poland's southern flank and install a Polish-friendly Petlura government in Ukraine.


          


          The tide turns: Operation Kiev
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          Until April, the Polish forces had been slowly but steadily advancing eastward. The new Latvian government requested and obtained Polish help in capturing Daugavpils. The city fell after heavy fighting in January and was handed over to the Latvians, who viewed the Poles as liberators. By March, Polish forces had driven a wedge between Soviet forces to the north (Byelorussia) and south (Ukraine).


          On April 24, Poland began its main offensive, Operation Kiev. Its goal was the creation of independent Ukraine that would become part of Piłsudski's project of a " Międzymorze" Federation. Poland's forces were assisted by 15,000 Ukrainian soldiers under Symon Petlura, representing the Ukrainian People's Republic.


          On April 26, in his "Call to the People of Ukraine", Piłsudski assured that "the Polish army would only stay as long as necessary until a legal Ukrainian government took control over its own territory". Despite this, many Ukrainians were just as anti-Polish as anti-Bolshevik, and resented the Polish advance.


          The Polish 3rd Army easily won border clashes with the Red Army in Ukraine but the Reds withdrew with minimal losses. The combined Polish-Ukrainian forces entered an abandoned Kiev on May 7, encountering only token resistance.


          The Polish military thrust was met with Red Army counterattacks on 29 May. Polish forces in the area, preparing for an offensive towards Zhlobin, managed to push the Soviets back, but were unable to start their own planned offensive. In the north, Polish forces had fared much worse. The Polish 1st Army was defeated and forced to retreat, pursued by the Russian 15th Army which recaptured territories between the Western Dvina and Berezina rivers. Polish forces attempted to take advantage of the exposed flanks of the attackers but the enveloping forces failed to stop the Soviet advance. At the end of May, the front had stabilised near the small river Auta, and Soviet forces began preparing for the next push.


          On May 24 1920, the Polish forces in the south were engaged for the first time by Semyon Budionny's famous 1st Cavalry Army (Konarmia). Repeated attacks by Budionny's Cossack cavalry broke the Polish-Ukrainian front on June 5. The Soviets then deployed mobile cavalry units to disrupt the Polish rearguard, targeting communications and logistics. By June 10, Polish armies were in retreat along the entire front. On June 13, the Polish army, along with the Petlura's Ukrainian troops, abandoned Kiev to the Red Army.


          


          String of Soviet victories
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          The commander of the Polish 3rd Army in Ukraine, General Edward Rydz-Śmigły, decided to break through the Soviet line toward the northwest. Polish forces in Ukraine managed to withdraw relatively unscathed, but were unable to support the northern front and reinforce the defenses at the Auta River for the decisive battle that was soon to take place there.


          Due to insufficient forces, Poland's 200-mile-long front was manned by a thin line of 120,000 troops backed by some 460 artillery pieces with no strategic reserves. This approach to holding ground harked back to Great War practice of "establishing a fortified line of defense". It had shown some merit on a Western Front saturated with troops, machine guns, and artillery. Poland's eastern front, however, was weakly manned, supported with inadequate artillery, and had almost no fortifications.


          Against the Polish line the Red Army gathered their Northwest Front led by the young General Mikhail Tukhachevski. Their numbers exceeded 108,000 infantry and 11,000 cavalry, supported by 722 artillery pieces and 2,913 machine guns. The Soviets at some crucial places outnumbered the Poles four-to-one.


          Tukhachevski launched his offensive on July 4, along the Smolensk- Brest-Litovsk axis, crossing the Auta and Berezina rivers. The northern 3rd Cavalry Corps, led by Gayk Bzhishkyan (Gay Dmitrievich Gay, Gaj-Chan), were to envelope Polish forces from the north, moving near the Lithuanian and Prussian border (both of these belonging to nations hostile to Poland). The 4th, 15th, and 3rd Armies were to push decisively west, supported from the south by the 16th Army and Grupa Mozyrska. For three days the outcome of the battle hung in the balance, but the Soviet' numerical superiority proved decisive and by July 7 Polish forces were in full retreat along the entire front. However, due to the stubborn defense by Polish units, Tukhachevsky's plan to break through the front and push the defenders southwest into the Pinsk Marshes failed.


          Polish resistance was offered again on a line of "German trenches", a heavily fortified line of World War I field fortifications that presented a unique opportunity to stem the Red Army offensive. However, the Polish troops were insufficient in number. Soviet forces selected a weakly defended part of the front and broke through. Gej-Chan and Lithuanian forces captured Wilno on 14 July, forcing the Poles to retreat again. In Galicia to the south, General Semyon Budyonny's cavalry advanced far into the Polish rear, capturing Brodno and approaching Lww and Zamość. In early July, it became clear to the Poles that the Soviets' objectives were not limited to pushing their borders westwards. Poland's very independence was at stake.


          Soviet forces moved forward at the remarkable rate of 20miles (32km) a day. Grodno in Belarus fell on 19 July; Brest-Litovsk fell on 1 August. The Polish attempted to defend the Bug River line with 4th Army and Grupa Poleska units, but were able to stop the Red Army advance for only one week. After crossing the Narew River on 2 August, the Soviet Northwest Front was only 60miles (97km) from Warsaw. The Brest-Litovsk fortress which was to be the headquarters of the planned Polish counteroffensive fell to the 16th Army in the first attack. Stalin in charge of the Soviet Southwest Front, and was pushing the Polish forces out of Ukraine and then disobeyed orders and closed on Zamość and Lww, the largest city in southeastern Poland and an important industrial centre, defended by the Polish 6th Army. Polish Galicia's Lviv (Lww) was soon besieged. So opening up a hole in the lines of the Red Army as at the same time the way to the Polish capital lay open and five Soviet armies approached Warsaw. Polish politicians tried to secure peace with Moscow on any conditions but the Bolsheviks refused.


          Polish forces in Galicia near Lviv launched a successful counteroffensive to slow the Soviets down which stopped the retreat of Polish forces on the southern front. However, the worsening situation near the Polish capital of Warsaw prevented the Poles from continuing that southern counteroffensive and pushing east. Forces were mustered to take part in the coming battle for Warsaw.


          


          Diplomatic Front, Part 2: The political games


          With the tide turning against Poland, Piłsudski's political power weakened, while his opponents', including Roman Dmowski's, rose. Piłsudski did manage to regain his influence, especially over the military, almost at the last possible momentas the Soviet forces were approaching Warsaw. The Polish political scene had begun to unravel in panic, with the government of Leopold Skulski resigning in early June.


          Meanwhile, the Soviet leadership's confidence soared. In a telegram, Lenin exclaimed: "We must direct all our attention to preparing and strengthening the Western Front. A new slogan must be announced: 'Prepare for war against Poland'." Soviet communist theorist Nikolay Bukharin, writer for the newspaper Pravda, wished for the resources to carry the campaign beyond Warsaw "right up to London and Paris". General's Tukhachevsky order of the day, 2 July, 1920 read: "To the West! Over the corpse of White Poland lies the road to world-wide conflagration. March on Vilno, Minsk, Warsaw!" and "onward to Berlin over the corpse of Poland!"


          By order of the Soviet Communist Party, a Polish puppet government, the Provisional Polish Revolutionary Committee (Polish: Tymczasowy Komitet Rewolucyjny Polski, TKRP), had been formed on 28 July in Białystok to organise administration of the Polish territories captured by the Red Army. The TKRP had very little support from the ethnic Polish population and recruited its supporters mostly from the ranks of Jews. In addition, political intrigues between Soviet commanders grew in the face of their increasingly certain victory. Eventually the lack of cooperation between the top commanders would cost them dearly in the decisive battle of Warsaw.
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          Britain's Prime Minister, David Lloyd George, who wanted to negotiate a favourable trade agreement with the Bolsheviks pressed Poland to make peace on Soviet terms and refused any assistance to Poland which would alienate the Whites in the Russian Civil War. In July 1920, Britain announced it would send huge quantities of World War I surplus military supplies to Poland, but a threatened general strike by the Trades Union Congress, who objected to British support of "White Poland", ensured that none of the weapons destined for Poland left British ports. David Lloyd George had never been enthusiastic about supporting the Poles, and had been pressured by his more right-wing Cabinet members such as Lord Curzon and Winston Churchill into offering the supplies. On the 11 July, 1920, the government of Great Britain issued a de facto ultimatum to the Soviets. The Soviets were ordered to stop hostilities against Poland and the Russian Army (the White Army in Southern Russia lead by Baron Wrangel), and to accept what later was called the " Curzon line" as a temporary border with Poland, until a permanent border could be established in negotiations. In case of Soviet refusal, the British threatened to assist Poland with all the means available, which, in reality, were limited by the internal political situation in the United Kingdom. On the 17 July, the Bolsheviks refused and made a counter-offer to negotiate a peace treaty directly with Poland. The British responded by threatening to cut off the on-going trade negotiations if the Soviets conducted further offensives against Poland. These threats were ignored.


          The threatened general strike was a convenient excuse for Lloyd George to back out of his commitments. On August 6, 1920, the British Labour Party published a pamphlet stating that British workers would never take part in the war as Poland's allies, and labour unions blocked supplies to the British expeditionary force assisting Russian Whites in Arkhangelsk. French Socialists, in their newspaper L'Humanit, declared: "Not a man, not a sou, not a shell for reactionary and capitalist Poland. Long live the Russian Revolution! Long live the Workmen's International!" Poland also suffered setbacks due to sabotage and delays in deliveries of war supplies, when workers in Austria, Czechoslovakia and Germany refused to transit such materials to Poland.


          Lithuania's stance was mostly anti-Polish; and the country had decided to support the Soviet side in July 1920. Lithuania's decision to not join forces with the Poles was dictated by a desire to incorporate the city of Wilno (in Lithuanian, Vilnius) and nearby areas into Lithuania and, to a lesser extent, Soviet diplomatic pressure, backed by the threat of the Red Army stationed on Lithuania's borders. The conflict culminated in the Polish-Lithuanian War, often considered part of the Polish-Soviet War, occurred in August of 1920.


          Polish allies were few. France, continuing her policy of countering Bolshevism now that the Whites in Russia proper had been almost completely defeated, sent a 400-strong advisory group to Poland's aid in 1919. It was mostly comprised of French officers, although it also included a few British advisers led by Lieutenant General Sir Adrian Carton De Wiart. The French officers included a future President of France, Charles de Gaulle; during the war he won Poland's highest military decoration, the Virtuti Militari. In addition to the Allied advisors, France also facilitated the transit to Poland from France of the " Blue Army" in 1919: troops mostly of Polish origin, plus some international volunteers, formerly under French command in World War I. The army was commanded by the Polish general, Jzef Haller. Hungary offered to send a 30,000 cavalry corps to Poland's aid, but the Czechoslovakian government refused to allow them through; some trains with weapon supplies from Hungary did, however, arrive in Poland.


          In mid-1920, the Allied Mission was expanded by some advisers (becoming the Interallied Mission to Poland). They included: French diplomat, Jean Jules Jusserand; Maxime Weygand, chief of staff to Marshal Ferdinand Foch, Supreme Commander of the victorious Entente; and British diplomat, Lord Edgar Vincent D'Abernon. The newest members of the mission achieved little; indeed, the crucial Battle of Warsaw was fought and won by the Poles before the mission could return and make its report. Nonetheless for many years, a myth persisted that it was the timely arrival of Allied forces that had saved Poland, a myth in which Weygand occupied the central role. Nonetheless Polish-French cooperation would continue. Eventually, on the 21 February, 1921, France and Poland entered into a formal military alliance, which became an important factor during the subsequent Soviet-Polish negotiations.


          


          The tide turns: Miracle at the Vistula
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          On August 10, 1920, Soviet Cossack units under the command of Gayk Bzhishkyan crossed the Vistula river, planning to take Warsaw from the west while the main attack came from the east. On August 13, an initial Soviet attack was repulsed. The Polish 1st Army resisted a direct assault on Warsaw as well as stopping the assault at Radzymin.


          The Soviet commander-in-chief, Mikhail Tukhachevsky, felt certain that all was going according to his plan. However, Polish military intelligence had decrypted the Red Army's radio messages, and Tukhachevsky was actually falling into a trap set by Piłsudski and his Chief of Staff, Tadeusz Rozwadowski. The Soviet advance across the Vistula River in the north was moving into an operational vacuum, as there were no sizable Polish forces in the area. On the other hand, south of Warsaw, where the fate of the war was about to be decided, Tukhachevski had left only token forces to guard the vital link between the Soviet northwest and southwest fronts. Another factor that influenced the outcome of the war was the effective neutralization of Budionny's 1st Cavalry Army, much feared by Piłsudski and other Polish commanders, in the battles around Lww. The Soviet High Command, at Tukhachevski's insistence, had ordered the 1st Cavalry Army to march north toward Warsaw and Lublin, but Budionny disobeyed the order due to a grudge between Tukhachevski and Yegorov, commander of the southwest front. Additionally, the political games of Joseph Stalin, chief political commissar of the Southwest Front, decisively influenced the disobedience of Yegorov and Budionny. Stalin, seeking a personal triumph, was focused on capturing Lwwfar to the southeast of Warsawwhich was besieged by Bolshevik forces but still resisted their assaults.


          The Polish 5th Army under General Władysław Sikorski counterattacked on August 14 from the area of the Modlin fortress, crossing the Wkra River. It faced the combined forces of the numerically and materially superior Soviet 3rd and 15th Armies. In one day the Soviet advance toward Warsaw and Modlin had been halted and soon turned into retreat. Sikorski's 5th Army pushed the exhausted Soviet formations away from Warsaw in a lightning operation. Polish forces advanced at a speed of thirty kilometers a day, soon destroying any Soviet hopes for completing their enveloping manoeuvre in the north. By August 16, the Polish counteroffensive had been fully joined by Marshal Piłsudski's "Reserve Army." Precisely executing his plan, the Polish force, advancing from the south, found a huge gap between the Soviet fronts and exploited the weakness of the Soviet "Mozyr Group" that was supposed to protect the weak link between the Soviet fronts. The Poles continued their northward offensive with two armies following and destroying the surprised enemy. They reached the rear of Tukhachevski's forces, the majority of which were encircled by August 18. Only that same day did Tukhachevski, at his Minsk headquarters 300miles (480km) east of Warsaw, become fully aware of the proportions of the Soviet defeat and ordered the remnants of his forces to retreat and regroup. He hoped to straighten his front line, halt the Polish attack, and regain the initiative, but the orders either arrived too late or failed to arrive at all.


          The Soviet armies in the centre of the front fell into chaos. Tukhachevski ordered a general retreat toward the Bug River, but by then he had lost contact with most of his forces near Warsaw, and all the Bolshevik plans had been thrown into disarray by communication failures.


          The Bolshevik armies retreated in a disorganised fashion; entire divisions panicking and disintegrating. The Red Army's defeat was so great and unexpected that, at the instigation of Piłsudski's detractors, the Battle of Warsaw is often referred to in Poland as the "Miracle at the Vistula". Previously unknown documents from Polish Central Military Archive found in 2004 proved that successful breaking of Red Army radio communications ciphers by Polish cryptographers played great role in the victory.


          


          

          The advance of Budyonny's 1st Cavalry Army toward Lww was halted, first at the battle of Brody ( July 29 August 2), and then on August 17 at the Battle of Zadwrze, where a small Polish force sacrificed itself to prevent Soviet cavalry from seizing Lww and stopping vital Polish reinforcements from moving toward Warsaw. Moving through weakly defended areas, Budyonny's cavalry reached the city of Zamość on 29 August and attempted to take it in the battle of Zamość; however, he soon faced an increasing number of Polish units diverted from the successful Warsaw counteroffensive. On August 31, Budyonny's cavalry finally broke off its siege of Lww and attempted to come to the aid of Soviet forces retreating from Warsaw. The Soviet forces were intercepted and defeated by Polish cavalry at the Battle of Komarw near Zamość, the greatest cavalry battle since 1813 and one of the last cavalry battles in history. Although Budionny's Army managed to avoid encirclement, it suffered heavy losses and its morale plummeted. The remains of Budionny's 1st Cavalry Army retreated towards Volodymyr-Volynskyi on 6 September and was defeated shortly thereafter at the Battle of Hrubieszw.


          Tukhachevski managed to reorganize the eastward-retreating forces and in September established a new defensive line running from the Polish-Lithuanian border to the north to the area of Polesie, with the central point in the city of Grodno in Belarus. In order to break this line, the Polish Army had to fight the Battle of the Niemen River. Polish forces crossed the Niemen River and outflanked the Bolshevik forces, which were forced to retreat again. Polish forces continued to advance east on all fronts, repeating their successes from the previous year. After the early October Battle of the Szczara River, the Polish Army had reached the Ternopil- Dubno-Minsk- Drisa line.


          In the south, Petliura's Ukrainian forces defeated the Bolshevik 14th Army and on September 18th took control of the left bank of the Zbruch river. During the next month they moved east to the line Yaruha on the Dniester-Sharharod- Bar-Lityn.


          


          Conclusion


          Soon after the Battle of Warsaw the Bolsheviks sued for peace. The Poles, exhausted, constantly pressured by the Western governments and the League of Nations, and with its army controlling the majority of the disputed territories, were willing to negotiate. The Soviets made two offers: one on 21 September and the other on 28 September. The Polish delegation made a counteroffer on 2 October. On the 5th, the Soviets offered amendments to the Polish offer which Poland accepted. The armistice between Poland on one side and Soviet Ukraine and Soviet Russia on the other was signed on 12 October and went into effect on 18 October. Long negotiations of the peace treaty ensued.


          Meanwhile, Petliura's Ukrainian forces, which now numbered 23,000 soldiers and which controlled territories immediately to the east of Poland, planned an offensive in Ukraine for November 11 but were attacked by the Bolsheviks on November 10. By November 21, after several battles, they were driven into Polish-controlled territory.


          


          Aftermath


          According to the British historian A.J.P. Taylor, the Polish-Soviet War "largely determined the course of European history for the next twenty years or more. [] Unavowedly and almost unconsciously, Soviet leaders abandoned the cause of international revolution." It would be twenty years before the Bolsheviks would send their armies abroad to 'make revolution'. According to American sociologist Alexander Gella "the Polish victory had gained twenty years of independence not only for Poland, but at least for an entire central part of Europe.


          After the peace negotiations Poland did not maintain all the territories it had controlled at the end of hostilities. Due to their losses in and after the Battle of Warsaw, the Soviets offered the Polish peace delegation substantial territorial concessions in the contested borderland areas, closely resembling the border between the Russian Empire and the Polish-Lithuanian Commonwealth before the first partition of 1772. Polish resources were exhausted, however, and Polish public opinion was opposed to a prolongation of the war. The Polish government was also pressured by the League of Nations, and the negotiations were controlled by Dmowski's National Democrats: Piłsudski might have controlled the military, but parliament ( Sejm) was controlled by Dmowski, and the peace negotiations were of a political nature. National Democrats, like Stanisław Grabski, who earlier had resigned his post to protest the PolishUkrainian alliance and now wielded much influence over the Polish negotiators, cared little for Piłsudski's Międzymorze; this post-war situation proved a death blow to Piłsudski's dream of reviving the multicultural Polish-Lithuanian Commonwealth in the form of the Międzymorze. More than one million Poles were abandoned in the SU, systematically persecuted by Soviet authorities because of political, economical and religious reasons (see the Polish operation of the NKVD).


          The National Democrats in charge of the state also had few concerns about the fate of Ukrainians, and cared little that their political opponent, Piłsudski, felt honour-bound by his treaty obligations; his opponents did not hesitate to scrap the treaty. National Democrats wanted only the territory that they viewed as 'ethnically or historically Polish' or possible to polonize. Despite the Red Army's crushing defeat at Warsaw and the willingness of Soviet chief negotiator Adolf Joffe to concede almost all disputed territory, National Democrats ideology allowed the Soviets to regain certain territories. The Peace of Riga was signed on March 18, 1921, splitting the disputed territories in Belarus and Ukraine between Poland and Russia. The treaty, which Piłsudski called an act of cowardice, and for which he apologized to the Ukrainians, actually violated the terms of Poland's military alliance with Ukraine, which had explicitly prohibited a separate peace; Ukrainian allies of Poland suddenly found themselves interned by the Polish authorities. The internment worsened relations between Poland and its Ukrainian minority: those who supported Petliura felt that Ukraine had been betrayed by its Polish ally, a feeling that grew stronger due to the assimilationist policies of nationalist inter-war Poland towards its minorities. To a large degree, this inspired the growing tensions and eventual violence against Poles in the 1930s and 1940s.


          The war and its aftermath also resulted in other controversies, such as situation of prisoners of war of both sides, treatment of the civilian population and behaviour of some commanders like Stanisław Bułak-Bałachowicz or Vadim Yakovlev. The Polish military successes in the autumn of 1920 allowed Poland to capture the Wilno (Vilnius) region, where a Polish-dominated Governance Committee of Central Lithuania (Komisja Rządząca Litwy Środkowej) was formed. A plebiscite was conducted, and the Wilno Sejm voted on February 20, 1922, for incorporation into Poland. This worsened Polish-Lithuanian relations for decades to come. However the loss of Vilnius might have safeguarded the very existence of the Lithuanian state in the interwar period. Despite an alliance with Soviets ( Soviet-Lithuanian Treaty of 1920) and the war with Poland, Lithuania was very close to being invaded by the Soviets in summer 1920 and having been forcibly converted into a socialist republic. It was only the Polish victory against the Soviets in the Polish-Soviet War (and the fact that the Poles did not object to some form of Lithuanian independence) that derailed the Soviet plans and gave Lithuania an experience of interwar independence. Another controversy concerned the pogroms of Jews, which has caused the United States to send a commission lead by Henry Morgenthau, Sr. to investigage the matter.
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          Military strategy in the Polish-Soviet War influenced Charles de Gaulle, then an instructor with the Polish Army who fought in several of the battles. He and Władysław Sikorski were the only military officers who, based on their experiences of this war, correctly predicted how the next one would be fought. Although they failed in the interbellum to convince their respective militaries to heed those lessons, early in World War II they rose to command of their armed forces in exile. The Polish-Soviet War also influenced Polish military doctrine, which for the next 20 years would place emphasis on the mobility of elite cavalry units.


          In 1943, during the course of World War II, the subject of Poland's eastern borders was re-opened, and they were discussed at the Teheran Conference. Winston Churchill argued in favour of the 1920 Curzon Line rather than the Treaty of Riga's borders, and an agreement among the Allies to that effect was reached at the Yalta Conference in 1945. The Western Allies, despite having alliance treaties with Poland and despite Polish contribution also ceded Poland to the Soviet sphere of influence. This is known as the Western Betrayal.


          Until 1989, while communists held power in a People's Republic of Poland, the Polish-Soviet War was omitted or minimized in Polish and other Soviet bloc countries' history books, or was presented as foreign intervention during the Russian Civil War to fit in with communist ideology.


          


          List of battles


          For a chronological list of important battles of the Polish-Soviet War, see List of battles of the Polish-Soviet War.
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          Political economy was the original term for the study of production, the acts of buying and selling, and their relationships to laws, customs and government. It developed in the 18th century as the study of the economies of states (also known as polities, hence the word "political" in "political economy"). In contradistinction to the theory of the Physiocrats, in which land was seen as the source of all wealth, some political economists proposed the labour theory of value (first introduced by John Locke, developed by Adam Smith and later Karl Marx), according to which labour is the real source of value. Many political economists also attracted attention to the accelerating development of technology, whose role in economic and social relationships grew ever more important.


          In late 19th century, the term "political economy" was generally superseded by the term economics, which was used by those seeking to place the study of economy on a mathematical and axiomatic basis, rather than studying the structural relationships within production and consumption. (See marginalism, Alfred Marshall)


          In the present, political economy refers to a variety of different, but related, approaches to studying economic and political behaviour, which range from combining economics with other fields, to using different fundamental assumptions which challenge those of orthodox economics:


          
            	Political economy is most commonly used to refer to interdisciplinary studies that draw on economics, law and political science in order to understand how political institutions, the political environment and capitalism influence each other.


            	Within political science, the term refers to modern liberal, realist, Marxian, institutionalist political economy and constructivist theories concerning the relationship between economic and political power among and within states. This is also of concern to students of economic history and institutional economics.


            	Historians have employed the term to explore the various ways in the past that individuals or groups with common economic interests have utilized the political process to effect change over time that is beneficial to their interest.


            	" International political economy" (IPE) is an interdisciplinary field comprising a variety of approaches that are concerned with international trade and finance, and state policies that affect international trade, such as monetary and fiscal policy. In the U.S. these approaches are associated with the journal International Organization, which became the leading journal of international political economy in the 1970s under the editorship of Robert Keohane; subsequent editors Peter J. Katzenstein and Stephen Krasner. They are also associated with the journal The Review of International Political Economy (RIPE), which is edited by both British and U.S. scholars.


            	Economists and political scientists often associate the term with approaches using rational choice assumptions, particularly game theory, to explain phenomena beyond the standard remit of economics. In this context, the term "positive political economy" is common.


            	Others, especially anthropologists, sociologists and geographers, use the term "political economy" to refer to neo-Marxian approaches to development and underdevelopment set forth by Andre Gunder Frank and Immanuel Wallerstein.

          


          


          History of the term


          The term political economy originally meant the study of the conditions under which production was organized in the nation-states of the new-born capitalist system. The term was first used in England in the 18th Century, to replace the earlier approach of the (French) physiocrats. The main exponents of Political Economy are Adam Smith, David Ricardo and Karl Marx. In 1805 Thomas Malthus became Britain's first professor of political economy at the East India Company College at Haileybury in Hertfordshire. The world's first professorship for political economy was established in 1763 at the University of Vienna, with Joseph von Sonnenfels as the first professor.


          In America, political economy was first taught at the College of William and Mary in 1784; Adam Smith's Wealth of Nations was a required textbook. . Glasgow University, where Smith held the chairs of Logic and Moral Philosophy, changed the name of its Department of Political Economy to the Department of Economics (ostensibly to avoid confusing prospective undergraduates) in academic year 1997-98, leaving the class of 1998 as the last to graduate with a Scottish MA degree in Political Economy.


          


          Disciplines which relate to political economy


          Because political economy is not a unified discipline, there are a variety of studies that use the term which have overlapping subject matter, but radically different viewpoints.


          Sociology is the study of the effects of involvement in society on individuals as members groups, and how this changes their ability to function. Many sociologists begin from a framework of production determining relationship drawn from Karl Marx.


          Anthropology often studies political economy by studying the relationship between the world capitalist system and local cultures.


          Psychology is frequently the fulcrum around which political economy centers, in that it deals with decision making, not as being a black box whose effects are seen only in price decisions, but as being a source of study, and therefore the assumptions in a model of political economy.


          History since it documents change over time, is often used as a means of arguing in political economy, and often historical works have a framework of political economy which they assume or argue as the basis for the narrative structure.


          Economics because political economy grows out of an economic framework.


          Law since it concerns the creation of policy, or the mediation of policy ends through political acts which have specific individual results, is seen, in political economy, as both political capital and social infrastructure, on one hand - and as the result of the sociology of a society on the other.


          Human Geography is concerned, amongst others, with economic and political processes with an emphasis on spatial and environmental aspects thereof.


          Ecology is often involved in political economy, because human activity is one of the single largest effects on the environment, and because the suitability of the environment for human beings is a central concern. The ecological effects of economic activity on the environment have spurred research on changing incentives in the market economy.


          International Relations often uses political economy to study political and economic development.
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          Political history is the narrative and analysis of political events, ideas, movements, and leaders. It is usually structured around the nation state. It is distinct from, but related to, other fields of history such as social history, economic history, and military history.


          Generally, political history focuses on events relating to nation-states and the formal political process. According to Hegel, Political History "is an idea of the state with a moral and spiritual force beyond the material interests of its subjects: it followed that the state was the main agent of historical change" This contrasts with one, for instance, social history, which focuses predominantly on the actions and lifestyles of ordinary people, or people's history, which is historical work from the perspective of common people.


          


          Description


          Diplomatic history, sometimes referred to as "Rankian History" in honour of Leopold von Ranke, focuses on politics, politicians and other high rulers and views them as being the driving force of continuity and change in history. This type of political history is the study of the conduct of international relations between states or across state boundaries over time. This is the most common form of history and is often the classical and popular belief of what history should be.


          Diplomatic history is the past aggregate of the art and practice of conducting negotiations between accredited persons representing groups or nations. It is the continuum of events occurring in succession leading from the past to the present and even into the future regarding diplomacy, the conduct of state relations through the intercession of individuals with regard to issues of peace-making, culture, economics, trade and war. Diplomatic history records or narrates events relating to or characteristic of diplomacy.


          


          Aspects of political history


          The first "scientific" political history was written by Leopold von Ranke in Germany in the 19th century. His methodologies profoundly affected the way historians critically examine sources; see historiography for a more complete analysis of the methodology of various approaches to history. An important aspect of political history is the study of ideology as a force for historical change. One author asserts that "political history as a whole cannot exist without the study of ideological differences and their implications." Studies of political history typically centre around a single nation and its political change and development. Some historians identify the growing trend towards narrow specialisation in political history during recent decades: "while a college professor in the 1940s sought to identify himself as a "historian", by the 1950s "American historian" was the designation."


          From the 1970s onwards, new movements sought to challenge traditional approaches to political history. The development of social history and women's history shifted the emphasis away from the study of leaders and national decisions, and towards the role of ordinary citizens; "...by the 1970s "the new social history" began replacing the older style. Emphasis shifted to a broader spectrum of American life, including such topics as the history of urban life, public health, ethnicity, the media, and poverty." As such, political history is sometimes seen as the more 'traditional' kind of history, in contrast with the more 'modern' approaches of other fields of history.


          


          Early developments


          Although much of existing written history might be classified as diplomatic history - Thucydides, certainly, is among other things, highly concerned with the relations among states - the modern form of diplomatic history was codified in the 19th century by Leopold von Ranke, a German historian. Ranke wrote largely on the history of Early Modern Europe, using the diplomatic archives of the European powers (particularly the Venetians) to construct a detailed understanding of the history of Europe wie es eigentlich gewesen ("as it actually happened.") Ranke saw diplomatic history as the most important kind of history to write because of his idea of the "Primacy of Foreign Affairs" (Primat der Aussenpolitik), arguing that the concerns of international relations drive the internal development of the state. Ranke's understanding of diplomatic history relied on the large number of official documents produced by modern western governments as sources.


          Ranke's understanding of the dominance of foreign policy, and hence an emphasis on diplomatic history, remained the dominant paradigm in historical writing through the first half of the twentieth century. This emphasis, combined with the effects of the War Guilt Clause in the Treaty of Versailles (1919) which ended the First World War, led to a huge amount of historical writing on the subject of the origins of the war in 1914, with the involved governments printing huge, carefully edited, collections of documents and numerous historians writing multi-volume histories of the origins of the war. In general, the early works in this vein, including Fritz Fischer's controversial (at the time) 1961 thesis that German goals of "world power" were the principal cause of the war, fit fairly comfortably into Ranke's emphasis on Aussenpolitik.


          


          Modern developments


          In the course of the 1960s, however, some German historians (notably Hans-Ulrich Wehler and his cohort) began to rebel against this idea, instead suggesting a "Primacy of Domestic Politics" (Primat der Innenpolitik), in which the insecurities of (in this case German) domestic policy drove the creation of foreign policy. This led to a considerable body of work interpreting the domestic policies of various states and the ways this influenced their conduct of foreign policy.


          At the same time, the middle of the twentieth century began to see a general de-emphasis on diplomatic history. The French Annales school had already put an emphasis on the role of geography and economics on history, and of the importance of broad, slow cycles rather than the constant apparent movement of the "history of events" of high politics. The most important work of the Annales school, Fernand Braudel's The Mediterranean and the Mediterranean World in the Age of Philip II, contains a traditional Rankean diplomatic history of Philip II's Mediterranean policy, but only as the third and shortest section of a work largely focusing on the broad cycles of history in the longue dure ("long term"). The Annales were broadly influential, leading to a turning away from diplomatic and other forms of political history towards an emphasis on broader trends of economic and environmental change. In the 1960s and 1970s, an increasing emphasis on giving a voice to the voiceless and writing the history of the underclasses, whether by using the quantitative statistical methods of social history or the more qualitative assessments of cultural history, also undermined the centrality of diplomatic history to the historical discipline.


          Nevertheless, diplomatic history has always remained a historical field with a great interest to the general public, and considerable amounts of work are still done in the field, often in much the same way that Ranke pioneered in the middle years of the 19th century.


          


          Major works of political history


          Edward Gibbon's The History of the Decline and Fall of the Roman Empire, published in four volumes between 1776 and 1781, was one of the earliest comprehensive works of political history. Gibbon has been described as "the first modern historian of ancient Rome." Leopold von Ranke, often considered the founder of the modern source-based approach to political history, published a number of pioneering works during his lifetime, including History of the Reformation in Germany (published 1881).
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          At the time of Indian independence, India was divided into two sets of territories, the first being the territories under the control of the British Empire, and the second being the territories over which the Crown had suzerainty, but which were under the control of their hereditary rulers. In addition, there were several colonial enclaves controlled by France and Portugal. The political integration of these territories into India was a declared objective of the Indian National Congress, which the Government of India pursued over the next decade. Through a combination of factors, Vallabhbhai Patel and V.P. Menon convinced the rulers of the various princely states to accede to India. Having secured their accession, they then proceeded to, in a step-by-step process, secure and extend the central government's authority over these states and transform their administration until, by 1956, there was little difference between the territories that had formerly been part of British India and those that had been part of princely states. Simultaneously, the Government of India through a combination of diplomatic and military means acquired de facto and de jure control over the remaining colonial enclaves, which too were integrated into India.


          Although this process successfully integrated the vast majority of princely states into India, it was not as successful in relation to a few states, notably the former princely states of Kashmir, Tripura and Manipur, where active secessionist movements exist.


          


          Princely States in British India
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          The early history of British expansion in India was characterised by the co-existence of two approaches towards the existing princely states. The first was a policy of annexation, where the British sought to forcibly absorb the Indian princely states into the provinces which constituted their Empire in India. The second was a policy of indirect rule, where the British assumed suzerainty and paramountcy over princely states, but conceded some degree of sovereignty to them. During the early part of the nineteenth century, the policy of the British tended towards annexation, but the Indian Rebellion of 1857 forced a change in this approach, by demonstrating both the difficulty of absorbing and subduing annexed states, and the usefulness of princely states as a source of support. In 1858, the policy of annexation was formally renounced, and British relations with the princely states thereafter were based on indirect rule, whereby the British exercised paramountcy over all princely states with the British crown as ultimate suzerain, but at the same time respected and protected them as allies. The exact relations between the British and each princely state were regulated by individual treaties, and varied widely, with some states having significant autonomy, some being subject to significant control in internal affairs, and some being in effect the owners of a few acres of land with little autonomy.


          During the 20th century, the British made several attempts to integrate the princely states more closely with British India, creating the Chamber of Princes in 1921 as a consultative and advisory body, transferring the responsibility for supervision of smaller states from the provinces to the centre in 1936, and creating direct relations between the Government of India and the larger princely states superseding political agents. The most ambitious was a scheme of federation in the Government of India Act, 1935, which envisaged the princely states and British India being united under a federal government. This scheme came close to success, but was abandoned in 1939 as a result of the outbreak of the Second World War. As a result, in the 1940s, the relationship between the princely states and the crown remained regulated by the principle of paramountcy and the various treaties between the British crown and the states.


          Neither paramountcy nor these arrangements could continue after Indian independence. The British took the view that because they had been established directly between the British crown and the princely states, they could not be transferred to independent India. At the same time, they imposed obligations on Britain that it was not prepared to continue to carry out, such as the obligation to maintain troops in India for the defence of the princely states. The British government therefore decided that paramountcy, together with all treaties between them and the princely states, would come to an end upon the transfer of power.


          


          Reasons for integration
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          The termination of paramountcy would have in principle have meant that all rights that flowed from the states' relationship with the British crown would return to them, leaving them free to negotiate relationships with the new states of India and Pakistan "on a basis of complete freedom." Early British plans for the transfer of power, such as the offer produced by the Cripps Mission, recognised the possibility that some princely states might choose to stand out of independent India. This was unacceptable to the Congress, which regarded the independence of princely states as a denial of the course of Indian history, and consequently regarded this scheme as a " Balkanisation" of India. The Congress had traditionally been less active in the princely states because of their limited resources which restricted their ability to organise there and their focus on the goal of independence from the British, and because Congress leaders, in particular Gandhi, were sympathetic to the more progressive princes as examples of the capacity of Indians to rule themselves. This changed in the 1930s as a result of the federation scheme contained in the Government of India Act, 1935 and the rise of socialist Congress leaders such as Jayaprakash Narayan, and the Congress began to actively engage with popular political and labour activity in the princely states. By 1939, the Congress' official stance was that the states must enter independent India, on the same terms and with the same autonomy as the provinces of British India, and with their people granted responsible government. As a result, it insisted on the incorporation of the princely states into India in its negotiations with Mountbatten.


          A few British leaders, particularly Lord Mountbatten, the last British viceroy in India, were also uncomfortable with breaking links between independent India and the princely states. The development of trade, commerce and communications during the 19th and 20th centuries had bound the princely states to British India through a complex network of interests. Agreements relating to railways, customs, irrigation, the use of ports, and other similar agreements would disappear, posing a serious threat to the economic life of the subcontinent. Mountbatten was also persuaded by the argument of Indian leaders such as V.P. Menon that the integration of the princely states into independent India would to some extent assuage the wounds of partition. The result was that Mountbatten personally favoured and worked towards the accession of princely states to India following the transfer of power, as proposed by the Congress.


          


          Accepting integration


          


          The princes' position


          The rulers of the princely states were not uniformly enthusiastic about integrating their domains into independent India. Some, such as the kings of Bikaner and Jawhar, were motivated to join India out of ideological and patriotic considerations, but others insisted that they had the right to join either India or Pakistan, to remain independent, or form a union of their own. Bhopal, Travancore and Hyderabad announced that they did not intend to join either dominion. Hyderabad went as far as to appoint trade representatives in European countries and commencing negotiations with the Portuguese to lease or buy Goa to give it access to the sea, and Travancore pointed to the strategic importance to western countries of its thorium reserves while asking for recognition. Some states proposed a subcontinent-wide confederation of princely states, as a third entity in addition to India and Pakistan. Bhopal attempted to build an alliance between the princely states and the Muslim League to counter the pressure being put on rulers by the Congress.


          A number of factors contributed to the collapse of this initial resistance and to nearly all princely states agreeing to accede to India. An important factor was the lack of unity amongst the princes. The smaller states did not trust the larger states to protect their interests, and many Hindu rulers did not trust Muslim princes, in particular Hamidullah Khan, the Nawab of Bhopal and a leading proponent of independence, who they viewed as an agent for Pakistan. Others, believing integration inevitable, sought to build bridges with the Congress, hoping thereby to gain a say in shaping the final settlement. The resultant inability to present a united front or agree on a common position significantly reduced their bargaining power in negotiations with the Congress. The decision by the Muslim League to stay out of the Constituent Assembly was also fatal to the princes' plan to build an alliance with it to counter the Congress, and attempts to boycott the Constituent Assembly altogether failed on 28 April 1947, when the states of Baroda, Bikaner, Cochin, Gwalior, Jaipur, Jodhpur, Patiala and Rewa took their seats in the Assembly.


          Many princes were also pressured by popular sentiment favouring integration with India, which meant their plans for independence had little support from their subjects. The king of Travancore, for example, definitively abandoned his plans for independence after the attempted assassination of his dewan, Sir C.P. Ramaswamy Aiyar. In a few states, the chief ministers or dewans played a significant role in convincing the princes to accede to India. The key factors that led the states to accept integration into India were, however, the efforts of Lord Mountbatten, the last Viceroy of British India, and Vallabhbhai Patel and V.P. Menon, who were respectively the political and administrative heads of the Indian Government's States Department, which was in charge of relations with the princely states.


          


          Mountbatten's role
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          Mountbatten believed that securing the states' accession to India was crucial to reaching a negotiated settlement with the Congress for the transfer of power. As a relative of the British Emperor, he was trusted by most of the princes and was a personal friend of many, especially the Nawab of Bhopal, Hamidullah Khan. The princes also believed that he would be in a position to ensure the independent India adhered to any terms that might be agreed upon, because Jawaharlal Nehru and Patel had asked him to become the first Governor General of the Dominion of India.


          Mountbatten used his influence with the princes to push them towards accession. He declared that the British Government would not grant dominion status to any of the princely states, nor would it accept them into the British Commonwealth, which meant that the states would sever all connections with the British crown unless they joined either India or Pakistan. He pointed out that the Indian subcontinent was one economic entity, and that the states would suffer most if the link were broken. He also pointed to the difficulties that princes would face maintaining order in the face of threats such as the rise of communal violence and communist movements.


          Mountbatten stressed that he would act as the trustee of the princes' commitment, as he would be serving as India's head of state well into 1948. He engaged in a personal dialogue with reluctant princes, such as the Nawab of Bhopal, who he asked through a confidential letter to sign the Instrument of Accession making Bhopal part of India, which Mountbatten would keep locked up in his safe. It would be handed to the States Department on 15 August only if the Nawab did not change his mind before then, which he was free to do. The Nawab agreed, and did not renege over the deal.


          At the time, several princes complained that they were being betrayed by Britain, who they regarded as an ally, and Sir Conrad Corfield resigned his position as head of the Political Department in protest at Mountbatten's policies. Mountbatten's policies were also criticised by the opposition Conservative Party. Winston Churchill compared the language used by the Indian government with that used by Adolf Hitler before the invasion of Austria. Modern historians such as Lumby and Moore, however, take the view that Mountbatten played a crucial role in ensuring that the princely states agreed to accede to India.


          


          Pressure and diplomacy
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          By far the most significant factor that led to the princes' decision to accede to India was the policy of the Congress and, in particular, of the two key figures in the States Department, Sardar Vallabhbhai Patel and V.P. Menon. The Congress' stated position was that the princely states were not sovereign entities, and as such could not opt to be independent notwithstanding the end of paramountcy. The princely states, it declared, must therefore accede to either India or Pakistan. In July 1946, Nehru pointedly observed that no princely state could prevail militarily against the army of independent India. In January 1947, he said that independent India would not accept the Divine Right of Kings, and in May 1947, he declared that any princely state which refused to join the Constituent Assembly would be treated as an enemy state. Other Congress leaders, such as C. Rajagopalachari, argued that as paramountcy "came into being as a fact and not by agreement", it would necessarily pass to the government of independent India, as the successors of the British.


          Patel and Menon, who were charged with the actual job of negotiating with the princes, took a more conciliatory approach than Nehru. The official policy statement of the Government of India made by Patel on 5 July 1947 made no threats. Instead, it emphasised the unity of India and the common interests of the princes and independent India, reassured them about the Congress' intentions, and invited them to join independent India "to make laws sitting together as friends than to make treaties as aliens." He reiterated that the States Department would not attempt to establish a relationship of domination over the princely states. Unlike the Political Department of the British Government, it would not be an instrument of paramountcy, but a medium whereby business could be conducted between the states and India as equals.


          


          Instruments of Accession


          Patel and Menon backed up their diplomatic efforts by producing treaties that were designed to be attractive to rulers of princely states. Two key documents were produced. The first was the Standstill Agreement, which confirmed that the agreements and administrative practices that existed as between the princely state in question and the British would be continued by India. The second was the Instrument of Accession, by which the ruler of the princely state in question agreed to the accession of his kingdom to independent India, and to granting India control over specified subject matters. The nature of the subject matters varied depending on the acceding state. The states which had internal autonomy under the British signed an Instrument of Accession which only ceded three subjects to the government of India  defence, external affairs, and communications, each defined in accordance with List 1 to Schedule VII of the Government of India Act, 1935. Rulers of states which were in effect estates or talukas, where substantial administrative powers were exercised by the Crown, signed a different Instrument of Accession, which vested all residuary powers and jurisdiction in the government of India. Rulers of states which had an intermediate status signed a third type of Instrument, which preserved the degree of power they had under the British.


          The Instruments of Accession implemented a number of other safeguards. Clause 7 provided that the princes would not be bound to the Indian constitution as and when it was drafted. Clause 8 guaranteed their autonomy in all areas in which authority was not expressly ceded to the Government of India. This was supplemented by a number of promises. Rulers who agreed to accede would receive guarantees that their extra-territorial rights, such as immunity from prosecution in Indian courts and exemption from customs duty, would be protected, that they would be allowed to democratise slowly, that none of the eighteen major states would be forced to merge, and that they would remain eligible for British honours and decorations. In discussions, Lord Mountbatten reinforced the statements of Patel and Menon by emphasising that the documents gave the princes all the "practical independence" they needed. Mountbatten, Patel and Menon also sought to give princes the impression that if they did not accept the terms put to them then, they would subsequently have to accede on substantially less favourable terms. The Standstill Agreement was also used as a negotiating tool, as the States Department categorically ruled out signing a Standstill Agreement with princely states that did not sign an Instrument of Accession.


          


          The accession process


          The limited scope of the Instruments of Accession and the promise of a wide-ranging autonomy and the other guarantees they offered, gave sufficient comfort to many rulers, who saw this as the best deal they could strike given the lack of support from the British, and popular internal pressures. Between May 1947 and the transfer of power on 15 August 1947, the vast majority of states signed Instruments of Accession. A few, however, held out. Some simply delayed signing the Instrument of Accession. Piploda, a small state in central India, did not accede until March 1948. The biggest problems, however, arose with a few border states, such as Jodhpur, which tried to negotiate better deals with Pakistan, with Junagadh, which actually did accede to Pakistan, and with Hyderabad and Kashmir, which declared that they intended to remain independent.


          


          Border states


          The ruler of Jodhpur, Hanwant Singh, was antipathetic to the Congress, and did not see much future in India for him or the lifestyle he wished to lead, and entered into negotiations with Jinnah, who was the designated head of state for Pakistan, along with the ruler of Jaisalmer. Jinnah was keen to attract some of the larger border states, hoping thereby to attract other Rajput states to Pakistan and compensate for the loss of half of Bengal and Punjab. He offered to permit Jodhpur and Jaisalmer to accede to Pakistan on any terms they chose, giving their rulers blank sheets of paper and asking them to write down their terms, which he would sign. Jaisalmer refused, arguing that it would be difficult for him to side with Muslims against Hindus in the event of communal problems. Hanwant Singh came close to signing. However, the atmosphere in Jodhpur was in general hostile to accession to Pakistan. Mountbatten also pointed out that the accession of a predominantly Hindu state to Pakistan would violate the principle of the two-nation theory on which Partition was based, and was likely to cause communal violence in the State. Hanwant Singh was persuaded by these arguments, and somewhat reluctantly agreed to accede to India.


          


          Junagadh


          Although the states were in theory free to choose whether they wished to accede to India or Pakistan, Mountbatten had pointed out that "geographic compulsions" meant that most of them must choose India. In effect, he took the position that only the states that shared a border with Pakistan could choose to accede to it.


          The nawab of Junagadh, a princely state located on the south-western end of Gujarat and having no common border with Pakistan, chose to accede to Pakistan ignoring Mountbatten's views, arguing that it could be reached from Pakistan by sea. The rulers of two states that were subject to the suzerainty of Junagadh  Mangrol and Babariawad  reacted to this by declaring their independence from Junagadh and acceding to India. In response, the nawab of Junagadh militarily occupied the states. The rulers of neighbouring states reacted angrily, sending their troops to the Junagadh frontier and appealed to the Government of India for assistance. A group of Junagadhi people, led by Samaldas Gandhi, formed a government-in-exile, the Aarzi Hukumat ("temporary government").


          India believed that if Junagadh was permitted to go to Pakistan, the communal tension already simmering in Gujarat would worsen, and refused to accept the accession. The government pointed out that the state was 80% Hindu, and called for a plebiscite to decide the question of accession. Simultaneously, they cut off supplies of fuel and coal to Junagadh, severed air and postal links, sent troops to the frontier, and reoccupied the principalities of Mangrol and Babariawad that had acceded to India. Pakistan agreed to discuss a plebiscite, subject to the withdrawal of Indian troops, a condition India rejected. On 26 October, the Nawab and his family fled to Pakistan following clashes with Indian troops. On 7 November, Junagadh's court, facing collapse, invited the Government of India to take over the State's administration. The Government of India agreed. A plebiscite was conducted in February 1948, which went almost unanimously in favour of accession to India.


          


          Kashmir
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          At the time of the transfer of power, Kashmir was ruled by Maharaja Hari Singh, a Hindu, although the state itself had a Muslim majority. Hari Singh was equally hesitant about acceding to either India or Pakistan, as either would have provoked adverse reactions in parts of his kingdom. He signed a Standstill Agreement with Pakistan and proposed one with India as well, but announced that Kashmir intended to remain independent. However, his rule was opposed by Sheikh Abdullah, the popular leader of Kashmir's largest political party, the National Conference, who demanded his abdication.


          Pakistan, attempting to force the issue of Kashmir's accession, cut off supplies and transport links. The chaos in Punjab resulting from Partition had also severed transport links with India, meaning that Kashmir's only links with the two dominions was by air. Rumours about atrocities against the Muslim population of Poonch by the Maharajah's forces caused the outbreak of civil unrest. Shortly thereafter, Pathan tribesmen from the North-West Frontier Province of Pakistan crossed the border and entered Kashmir. The invaders made rapid progress towards Srinagar. The Maharaja of Kashmir wrote to India, asking for military assistance, offering an Instrument of Accession, and setting up an interim government headed by Sheikh Abdullah. The accession was accepted, but Nehru declared that it would have to be confirmed by a plebiscite although there was no legal requirement to seek such confirmation.


          Indian troops secured Jammu, Srinagar and the valley itself during the First Kashmir War, but the intense fighting flagged with the onset of winter, which made much of the state impassable. Prime Minister Nehru, recognising the degree of international attention brought to bear on the dispute, declared a ceasefire and sought U.N. arbitration, arguing that India would otherwise have to invade Pakistan itself, in view of its failure to stop the tribal incursions. The plebiscite was never held, and on 26 January 1957, the Constitution of India came into force in Kashmir, but with special provisions made for it in the Constitution's Article 370. India did not, however, secure administrative control over all of Kashmir. The northern and western portions of Kashmir came under Pakistan's control in 1947, and are today Pakistan-administered Kashmir. In 1962, China occupied Aksai Chin, the north-eastern region bordering Ladakh, which it continues to control and administer.


          


          Hyderabad
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          Hyderabad was a landlocked state that stretched over 82,000 square miles (over 212,000 square kilometres) in south-eastern India. Whilst 87% of its 17 million people were Hindus, its ruler Nizam Osman Ali Khan was a Muslim, and its politics were dominated by a Muslim elite. The Muslim nobility and the Ittehad-ul-Muslimeen, a powerful pro-Nizam Muslim party, insisted that Hyderabad must remain an independent state and stand on an equal footing to India and Pakistan. Accordingly, the Nizam in June 1947 issued a firman announcing that on the transfer of power, his state would be resuming independence. The Government of India rejected the firman, terming it a " legalistic claim of doubtful validity." It argued that the strategic location of Hyderabad, which lay astride the main lines of communication between northern and southern India, meant it could easily be used by "foreign interests" to threaten India, and that in consequence, the issue involved India's peace and security. It also pointed out that the state's people, history and location made it unquestionably Indian, and that its own "common interests" therefore mandated its integration into India.


          The Nizam was prepared to enter into a limited treaty with India, which gave Hyderabad safeguards not provided for in the standard Instrument of Accession, such as a provision guaranteeing Hyderabad's neutrality in the event of a conflict between India and Pakistan. India rejected this proposal, arguing that other states would demand similar concessions. A temporary Standstill Agreement was signed as a stopgap measure, even though Hyderabad had not yet agreed to accede to India. By December 1947, however, India was accusing Hyderabad of repeatedly violating the Agreement, while the Nizam alleged that India was blockading his state, a charge India denied.


          The situation deteriorated further in 1948. The Razakars ("volunteers"), a militia affiliated to the Ittehad-ul-Muslimeen and set up under the influence of Muslim radical Qasim Razvi, assumed the role of supporting the Muslim ruling class against upsurges by the Hindu populace, and began intensifying its activities and was accused of attempting to intimidate villages. The Hyderabad State Congress Party, affiliated to the Indian National Congress, launched a political agitation. Matters were made worse by Communist groups, which had originally supported the Congress but now switched sides and began attacking Congress groups. Attempts by Mountbatten to find a negotiated solution failed and, in August, the Nizam, claiming that he feared an imminent invasion, attempted to approach the UN Security Council and the International Court of Justice. Patel now insisted that if Hyderabad was allowed to continue its independence, the prestige of the Government would be tarnished and then neither Hindus nor Muslims would feel secure in its realm. On 13 September, the Indian Army was sent into Hyderabad in Operation Polo on the ground that the law and order situation there threatened the peace of South India. The troops met little resistance and between 13 and 18 September took complete control of the state. The Nizam was retained as the head of state in the same manner as the other princes who acceded to India. He thereupon disavowed the complaints that had been made to the UN and, despite vehement protests from Pakistan and strong criticism from other countries, the Security Council did not deal further with the question, and Hyderabad was absorbed into India.


          


          Completing integration
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          The Instruments of Accession were limited, transferring control of only three matters to India, and would by themselves have produced a rather loose federation, with significant differences in administration and governance across the various states. Full political integration, in contrast, would require a process whereby the political actors in the various states were "persuaded to shift their loyalties, expectations, and political activities towards a new centre," namely, the Republic of India. This was not an easy task. Whilst some princely states such as Mysore had legislative systems of governance that were based on a broad franchise and not significantly different from those of British India, in others, political decision-making took place in small, limited aristocratic circles and governance was, as a result, at best paternalistic and at worst the result of courtly intrigue. Having secured the accession of the princely states, the Government of India between 1948 and 1950 turned to the task of welding the states and the former British provinces into one polity under a single republican constitution.


          


          Fast-track integration


          The first step in this process, carried out between 1947 and 1949, was to merge the smaller states that were not seen by the Government of India to be viable administrative units either into neighbouring provinces, or with other princely states to create a "princely union." This policy was contentious, since it involved the dissolution of the very states whose existence India had only recently guaranteed in the Instruments of Accession. Patel and Menon emphasised that without integration, the economies of states would collapse, and anarchy would arise if the princes were unable to provide democracy and govern properly. They pointed out that many of the smaller states were very small and lacked resources to sustain their economies and support their growing populations. Many also imposed tax rules and other restrictions that impeded free trade, and which had to be dismantled in a united India. Given that merger involved the breach of guarantees personally given by Mountbatten, Patel and Nehru initially intended to wait until after his term as Governor-General. An adivasi uprising in Orissa in late 1947, however, forced their hand. In December 1947, princes from the Eastern and Chhatisgarh Agencies were summoned to an all-night meeting with Menon, in the course of which they were persuaded to sign Merger Agreements integrating their states into Orissa, the Central Provinces and Bihar with effect from 1 January 1948. Later that year, sixty-six states in Gujarat and the Deccan were merged into Bombay, including the large states of Kolhapur and Baroda. Other small states were merged into Madras, East Punjab, West Bengal, the United Provinces and Assam. Not all states that signed Merger Agreements were integrated into provinces, however. Thirty states of the former Punjab Hill States Agency which lay near the international border and had signed Merger Agreements were integrated into Himachal Pradesh, a distinct entity which was administered directly by the centre as a Chief Commissioner's Province, for reasons of security.


          The Merger Agreements required rulers to cede "full and exclusive jurisdiction and powers for and in relation to governance" of their state to the Dominion of India. In return for their agreement to entirely cede their states, it gave princes a large number of guarantees. Princes would receive an annual payment from the Indian government in the form of a privy purse as compensation for the surrender of their powers and the dissolution of their states. Whilst state property would be taken over, their private property would be protected, as would all personal privileges, dignities and titles. Succession was also guaranteed according to custom. In addition, the provincial administration was obliged to take on the staff of the princely states with guarantees of equal pay and treatment.


          Although the Merger Agreements were principally intended for smaller, non-viable states, they were also applied to a few larger states. Kutch in western India, and Tripura and Manipur in North-East India, all of which lay along international borders, were also asked to sign Merger Agreements, despite being larger states, following which they became Chief Commissioners' Provinces. Bhopal, whose ruler was proud of the efficiency of his administration and feared that it would lose its identity if merged with the Maratha states that were its neighbours, also became a directly-administered Chief Commissioner's Province, as did Bilaspur, much of which was likely to be flooded on completion of the Bhakra dam.


          


          Four-step integration


          


          Merger


          The bulk of the larger states, and some groups of small states, were integrated through a different, four-step, process. The first step in this process was to convince groups of large states to combine to form a "princely union" through the execution by their rulers of Covenants of Merger. Under the Covenants of Merger, all rulers lost their ruling powers, save one who became the Rajpramukh of the new union. The other rulers were associated with two bodies, the council of rulers whose members were the rulers of salute states, and a presidium, one or more of whose members were elected by the rulers of non-salute states, with the rest elected by the council. The Rajpramukh and a deputy Rajpramukh, or Uprajpramukh, were chosen by the council from amongst the members of the presidium. The Covenants made provision for the creation of a constituent assembly for the new union which would be charged with framing its constitution. In return for agreeing to the extinction of their states as discrete entities, the rulers were given a privy purse and guarantees similar to those provided under the Merger Agreements.


          Through this process, Patel obtained the unification of 222 states in the Kathiawar peninsula of his native Gujarat into the princely union of Saurashtra in January 1948, with six more states joining the union the following year. Madhya Bharat emerged on 28 May 1948 from a union of Gwalior, Indore and eighteen smaller states. In Punjab, the Patiala and East Punjab States Union was formed on 15 July 1948 from Patiala, Kapurthala, Jind, Nabha, Faridkot, Malerkotla, Nalargarh, and Kalsia. The United State of Rajasthan was formed as the result of a series of mergers, the last of which was completed on 15 May 1949. Travancore and Cochin were merged in the middle of 1949 to form the princely union of Travancore-Cochin. The only princely states which signed neither Covenants of Merger nor Merger Agreements were Kashmir, Mysore and Hyderabad.


          


          Democratisation


          Merging the administrative machineries of each state and integrating them into one political and administrative entity was not easy, particularly as many of the merged states had a history of rivalry. In the former Central India Agency, whose princely states had initially been merged into a princely union called Vindhya Pradesh, the rivalry between two groups of states became so bad that the Government of India persuaded the rulers to sign a Merger Agreement abrogating the old Covenants of Merger, and took direct control of the state as a Chief Commissioner's State. As such, the mergers did not meet the expectations of the Government of India or the States Department. In December 1947, Menon suggested requiring the rulers of states to take "practical steps towards the establishment of popular government." The States Department accepted his suggestion, and implemented it through a special covenant signed by the rajpramukhs of the merged princely unions, binding them to act as constitutional monarchs. This meant that their powers were de facto no different from those of the Governors of the former British provinces, thus giving the people of their territories the same measure of responsible government as the people of the rest of India.


          The result of this process has been described as being, in effect, an assertion of paramountcy by the Government of India over the states in a more pervasive form. Whilst this contradicted the British statement that paramountcy would lapse on the transfer of power, the Congress position had always been that independent India would inherit the position of being the paramount power.


          


          Centralisation and constitutionalisation


          Democratisation still left open one important distinction between the former princely states and the former British provinces, namely, that since the princely states had signed limited Instruments of Accession covering only three subjects, they were insulated from government policies in other areas. The Congress viewed this as hampering its ability to frame policies that brought about social justice and national development. Consequently, they sought to secure to the central government the same degree of powers over the former princely states as it had over the former British provinces. In May 1948, at the initiative of V.P. Menon, a meeting was held in Delhi between the Rajpramukhs of the princely unions and the States Department, at the end of which the Rajpramukhs signed new Instruments of Accession which gave the Government of India the power to pass laws in respect of all matters that fell within the seventh schedule of the Government of India Act, 1935. Subsequently, each of the princely unions, as well as Mysore and Hyderabad, agreed to adopt the Constitution of India drafted by the constituent assembly as the constitution of that state, thus ensuring that they were placed in exactly the same legal position vis--vis the central government as the former British provinces. The only exception was Kashmir, whose relationship with India continued to be governed by the original Instrument of Accession, and the constitution produced by the state's Constituent Assembly.


          The Constitution of India classified the constituent units of India into three classes, which it termed Part A, B, and C states. The former British provinces, together with the princely states that had been merged into them, were the Part A states. The princely unions, plus Mysore and Hyderabad, were the Part B states. The former Chief Commissioners' Provinces and other centrally administered areas, except the Andaman and Nicobar Islands, were the Part C states. The only practical difference between the Part A states and the Part B states was that the constitutional heads of the Part B states were the Rajpramukhs appointed under the terms of the Covenants of Merger, rather than Governors appointed by the central government. In addition, Constitution gave the central government a significant range of powers over the former princely states, providing amongst other things that their governance shall be under the general control of, and comply with such particular directions, if any, as may from time to time be given by, the President." Apart from that, the form of government in both was identical.


          


          Reorganisation


          The distinction between Part A and Part B states was only intended to last for a brief, transitional period. In 1956, the States Reorganization Act reorganised the former British provinces and princely states on the basis of language. Simultaneously, the Seventh Amendment to the Constitution removed the distinction between Part A and Part B states, both of which were now treated only as "states", with Part C states being renamed " union territories." The Rajpramukhs lost their authority, and were replaced as the constitutional heads of state by Governors, who were appointed by the central government. These changes finally ended the princely order to an end. In both legal and practical terms, the territories that formerly were part of the princely states were now fully integrated into India and did not differ in any way from those that were formerly part of British India. The personal privileges of the princes - the privy purse, the exemption from customs duty, and customary dignities - survived slightly longer, but were abolished in 1971.


          


          Post-integration issues


          


          The princes


          Whilst the progressive integration of the princely states into India was largely peaceful, not all princes were happy with the outcome. Many had expected the Instruments of Accession to be permanent, and were unhappy about losing the autonomy and the guaranteed continued existence of their states they had expected to gain. Some felt uneasy about the disappearance of states that generations of their family had controlled, whilst others were unhappy about the disappearance of administrative structures they had worked hard to build up and which they believed to be efficient. The majority, however, despite the "strain and tension" of adapting to life as private citizens, content to retire on the generous pension provided by the privy purse. Several took advantage of their eligibility to hold public offices under the central government. The Maharaja of Bhavnagar, for example, became the Governor of Madras State, while several others were appointed to diplomatic posts overseas.


          


          Colonial enclaves
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          The integration of the princely states raised the question of the future of the remaining colonial enclaves in India. At independence, the regions of Pondicherry, Karikal, Yanaon, Mahe and Chandernagore were still colonies of France, and Daman and Diu, Dadra and Nagar Haveli and Goa remained colonies of Portugal. An agreement between France and India in 1948 provided for an election in France's remaining Indian possessions to choose their political future. A plebiscite held in Chandernagore on 19 June 1949 resulted in a vote of 7,463 to 114 in favour of being integrated with India. It was ceded to India on a de facto basis on 14 August 1949 and de jure on 2 May 1950. In the other enclaves, however, the pro-French camp, led by Edouard Goubert, used the administrative machinery to suppress the pro-merger groups. Popular discontent rose, and in 1954 demonstrations in Yanam and Mahe resulted in pro-merger groups assuming power. A referendum in Pondicherry and Karaikal in October 1954 resulted in a vote in favour of merger, and on 1 November 1954, de facto control over all four enclaves was transferred to the Republic of India. A treaty of cession was signed in May 1956, and following ratification by the French National Assembly in May 1962, de jure control of the enclaves was also transferred.


          Portugal, in contrast, resisted diplomatic solutions. It viewed its continued possession of its Indian enclaves as a matter of national pride and, in 1951, it amended its constitution to convert its possessions in India into Portuguese provinces. In July 1954, an uprising in Dadra and Nagar Haveli threw off Portuguese rule. The Portuguese attempted to send forces from Daman to reoccupy the enclaves, but were prevented from doing so by Indian troops. Portugal initiated proceedings before the International Court of Justice to compel India to allow its troops access to the enclave, but the Court rejected its complaint in 1960, holding that India was within its rights in denying Portugal military access. In 1961, the Constitution of India was amended to incorporate Dadra and Nagar Haveli into India as a Union Territory.


          Goa, Daman and Diu remained an outstanding issue. On 15 August 1955, five thousand non-violent demonstrators marched against the Portuguese at the border, and were met with gunfire, killing 22. In December 1960, the United Nations General Assembly rejected Portugal's contention that its overseas possessions were provinces, and formally listed them as "non-self-governing territories." Although Nehru continued to favour a negotiated solution, the Portuguese suppression of a revolt in Angola in 1961 radicalised Indian public opinion, and increased the pressure on the Government of India to take military action. African leaders, too, put pressure on Nehru to take action in Goa, which they argued would save Africa from further horrors. On 18 December 1961, following the collapse of an American attempt to find a negotiated solution, the Indian Army entered Goa, Daman and Diu. The Portuguese took the matter to the Security Council but a resolution calling on India to withdraw its troops immediately was defeated by the USSR's veto. Portugal surrendered on 19 December. This take-over ended the last of the European colonies in India. Goa was incorporated into India as a centrally-administered union territory and, in 1987, became a state.


          


          Sikkim
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          Three princely states bordering India  Nepal, Bhutan and Sikkim  were not integrated into the Republic of India in the period between 1947 and 1950. Nepal had been recognised by the British and the Government of India as being de jure independent. Bhutan had in the British period been considered a protectorate outside the international frontier of India. The Government of India entered into a treaty with Bhutan in 1949 continuing this arrangement, and providing that Bhutan would abide by the advice of the Government of India in the conduct of its external affairs.


          Historically, Sikkim was a British dependency, with a status similar to that of the other princely states, and was therefore considered to be within the frontiers of India in the colonial period. On independence, however, the Chogyal of Sikkim resisted full integration into India. Given the region's strategic importance to India, the Government of India signed first a Standstill Agreement and then in 1950 a full treaty with the Chogyal of Sikkim which in effect made it a protectorate which was no longer part of India. India had responsibility for defence, external affairs and communications, and ultimate responsibility for law and order, but Sikkim was otherwise given full internal autonomy. In the late 1960s and early 1970s, the Chogyal, supported by the minority Bhutia and Lepcha upper classes, attempted to negotiate greater powers, particularly over external affairs, in order to give Sikkim more of an international personality. These policies were opposed by Kazi Lhendup Dorji and the Sikkim State Congress, who represented the ethnic Nepali middle classes and took a more pro-Indian view. In April 1973, an anti-Chogyal agitation broke out. The agitators demanded the conduct of popular elections. The Sikkim police were unable to control the demonstrations, and Dorji asked India to exercise its responsibility for law and order and intervene. India facilitated negotiations between the Chogyal and Dorji, and produced an agreement which envisaged the reduction of the Chogyal to the role of a constitutional monarch and the holding of elections based on a new ethnic power-sharing formula. The Chogyal's opponents won an overwhelming victory, and a new Constitution was drafted providing for Sikkim to be associated with the Republic of India. On 10 April 1975, the Sikkim Assembly passed a resolution calling for the state to be fully integrated into India. This resolution was endorsed by 97% of the vote in a referendum held on 14 April 1975, following which the Indian Government amended the constitution to admit Sikkim into India as its 22nd state.


          


          Secessionism and sub-nationalism


          Whilst the majority of princely states absorbed into India have been fully integrated, a few outstanding issues remain. The most prominent of these is in relation to Kashmir, where a violent secessionist insurgency has been raging since the late 1980s.


          Some academics suggest that the insurgency in Kashmir is at least partly a result of the manner in which it was integrated into India. Kashmir, uniquely amongst princely states, was not required to sign either a Merger Agreement or a revised Instrument of Accession giving India control over a larger number of issues than the three originally provided for. Instead, the power to make laws relating to Kashmir was granted to the Government of India by Article 5 of the Constitution of Jammu and Kashmir and was, under Article 370 of the Constitution of India, somewhat more restricted than in relation to other states. Widmalm argues that during the 1980s, a number of Kashmiri youth began to feel that the Indian government was increasingly interfering in the politics of Jammu and Kashmir. The elections of 1987 caused them to lose faith in the political process and begin the violent insurgency which is still ongoing. Similarly, Ganguly suggests that the policies of the Indian government towards Kashmir meant that the state, unlike other parts of India, never developed the solid political institutions associated with a modern multi-ethnic democracy. As a result, the growing dissatisfaction with the status quo felt by an increasingly politically aware youth was expressed through non-political channels which Pakistan, seeking to weaken India's hold over Kashmir, transformed into an active insurgency.


          Separatist movements also exist in two other former princely states located in North-East India, Tripura and Manipur. These separatist movements are generally treated by scholars as being part of the broader problem of insurgencies in North-east India, rather being a result of specific problems in integrating the princely states into India, as the Kashmir problem is and, in particular, to reflect the failure of the Government of India to adequately address the aspirations of tribal groups in the Northeast, or to tackle the tensions arising from the immigration of people from other parts of India to the north-eastern areas.


          The integration of former princely states with other provinces to form new states has also given rise to some issues. The Telengana region, comprising the Telugu-speaking districts of the former Hyderabad State, were in many ways different from the Telugu-speaking areas of British India with which they were merged. In recognition of these differences, the States Reorganisation Commission originally recommended that Telengana be created as a separate state, rather than as part of a broader Telugu-speaking entity. This recommendation was rejected by the Government of India, and Telengana was merged into Andhra Pradesh. The result was the emergence in the 1960s of a movement demanding a separate Telengana state, which continues to be strong in the region. A similar movement, although less strong, exists in the Vidarbha region of Maharashtra, which consists of the former Nagpur state and the Berar region of the former Hyderabad state.


          


          Critical perspectives on the process of integration
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          As this article has discussed, the integration process repeatedly brought Indian and Pakistani leaders into conflict. During negotiations, Jinnah, representing the Muslim League, strongly supported the right of the princely states to remain independent, joining neither India nor Pakistan, an attitude which was diametrically opposed to the stance taken by Nehru and the Congress and which was reflected in Pakistan's support of Hyderabad's bit to stay independent. Post-partition, the Government of Pakistan accused India of hypocrisy on the ground that there was little difference between the accession of the ruler of Junagadh to Pakistan  which India refused to recognise  and the accession of the Maharajah of Kashmir to India, and for several years refused to recognise the legality of India's incorporation of Junagadh, treating it as de jure Pakistani territory.


          Different theories have been proposed to explain the designs of Indian and Pakistani leaders in this period. Rajmohan Gandhi postulates that an ideal deal working in the mind of Patel was that if Muhammad Ali Jinnah let India have Junagadh and Hyderabad, Patel would not object to Kashmir acceding to Pakistan. In his book Patel: A Life, Gandhi asserts that Jinnah sought to engage the questions of Junagadh and Hyderabad in the same battle. It is suggested that he wanted India to ask for a plebiscite in Junagadh and Hyderabad, knowing thus that the principle then would have to be applied to Kashmir, where the Muslim-majority would, he believed, vote for Pakistan. A speech by Patel at the Bahauddin College in Junagadh following the latter's take-over, where he said that "we would agree to Kashmir if they agreed to Hyderabad" suggests that he may have been amenable to this idea. Whilst Patel's opinions were not India's policy, nor were they shared by Nehru, both leaders were angered at Jinnah's courting the princes of Jodhpur, Bhopal and Indore, leading them to take a harder stance on a possible deal with Pakistan.


          Modern historians have also re-examined the role of the States Department and Lord Mountbatten during the accession process. Ian Copland argues that the Congress leaders did not intend the settlement contained in the Instruments of Accession to be permanent even when they were signed, and at all times privately contemplated a complete integration of the sort that ensued between 1948 and 1950. He points out that the mergers and cession of powers to the Government of India between 1948 and 1950 contravened the terms of the instruments of accession, and were incompatible with the express assurances of internal autonomy and preservation of the princely states which Mountbatten had given the princes. Menon in his memoirs stated that the changes to the initial terms of accession were in every instance freely consented to by the princes with no element of coercion. Copland disagrees, on the basis that foreign diplomats at the time believed that the princes had been given no choice but to sign, and that a few princes expressed their unhappiness with the arrangements. He also criticises Mountbatten's role, saying that whilst he stayed within the letter of the law, he was at least under a moral obligation to do something for the princes when it became apparent that the Government of India was going to alter the terms on which accession took place, and that he should never have lent his support to the bargain given that it could not be guaranteed after independence. Both Copland and Ramusack argue that, in the ultimate analysis, one of the reasons why the princes consented to the demise of their states was that they felt abandoned by the British, and saw themselves as having little other option. Older historians such as Lumby, in contrast, take the view that the princely states could not have survived as independent entities after the transfer of power, and that their demise was inevitable. They therefore view successful integration of all princely states into India was a triumph for the Government of India and Lord Mountbatten, and as a tribute to the sagacity of the majority of princes, who jointly achieved in a few months what the Empire had attempted, unsuccessfully, to do for over a century  unite all of India under one rule.
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          Political philosophy is the study of fundamental questions about the state, government, politics, liberty, justice, property, rights, law and the enforcement of a legal code by authority: what they are, why (or even if) they are needed, what makes a government legitimate, what rights and freedoms it should protect and why, what form it should take and why, what the law is, and what duties citizens owe to a legitimate government, if any, and when it may be legitimately overthrownif ever. In a vernacular sense, the term "political philosophy" often refers to a general view, or specific ethic, belief or attitude, about politics that does not necessarily belong to the technical discipline of philosophy.


          Three central concerns of political philosophy have been the political economy by which property rights are defined and access to capital is regulated, the demands of justice in distribution and punishment, and the rules of truth and evidence that determine judgments in the law. Sometimes though, the law determines judgments, creating a Catch-22.


          



          


          History of political philosophy


          


          Antiquity
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          As an academic discipline, Western political philosophy has its origins in ancient Greek society, when city-states were experimenting with various forms of political organization including monarchy, tyranny, aristocracy, oligarchy, and democracy. One of the first, extremely important classical works of political philosophy is Plato's The Republic, which was followed by Aristotle's Politics. Roman political philosophy was influenced by the Stoics, and the Roman statesman Cicero wrote on political philosophy.


          Independently, Confucius, Mencius, Mozi and the Legalist school in China, and the Laws of Manu and Chanakya in India, all sought to find means of restoring political unity and stability; in the case of the former three through the cultivation of virtue, in the last by imposition of discipline. In India, Chanakya, in his Arthashastra, developed a viewpoint which recalls both the Legalists and Niccol Machiavelli. Ancient Chinese and Indian civilization resembled Greek in that there was a unified culture divided into rival states. In the case of China, philosophers found themselves obliged to confront social and political breakdown, and seek solutions to the crisis that confronted their entire civilization.


          The early Christian philosophy of Augustine of Hippo was by and large a rewrite of Plato in a Christian context. The main change that Christian thought brought was to moderate the Stoicism and theory of justice of the Roman world, and emphasize the role of the state in applying mercy as a moral example. Augustine also preached that one was not a member of his or her city, but was either a citizen of the City of God (Civitas Dei) or the City of Man (Civitas Terrena). Augustine's The City of God is an influential work of this period that refuted the thesis, after the First Sack of Rome, that the Christian view could be realized on Earth at all - a view many Christian Romans held.


          


          Medieval Islam


          The rise of Islam, based on both the Qur'an and Muhammad strongly altered the power balances and perceptions of origin of power in the Mediterranean region. Early Muslim philosophy emphasized an inexorable link between science and religion, and the process of ijtihad to find truth - in effect all philosophy was "political" as it had real implications for governance. This view was challenged by the Mutazilite philosophers, who held a more Greek view and were supported by secular aristocracy who sought freedom of action independent of the mosque. By the medieval period, however, the Asharite view of Islam had in general triumphed.


          Islamic political philosophy, was, indeed, rooted in the very sources of Islam, i.e. the Qur'an and the Sunnah, the words and practices of Muhammad. However, in the Western thought, it is generally supposed that it was a specific area peculiar merely to the great philosophers of Islam: al-Kindi (Alkindus), al-Farabi (Abunaser), İbn Sina (Avicenna), Ibn Bajjah (Avempace), Ibn Rushd (Averroes), and Ibn Khaldun. The political conceptions of Islam such as kudrah, sultan, ummah, cemaa -and even the "core" terms of the Qur'an, i.e. ibada, din, rab and ilah- is taken as the basis of an analysis. Hence, not only the ideas of the Muslim political philosophers but also many other jurists and ulama posed political ideas and theories. For example, the ideas of the Khawarij in the very early years of Islamic history on Khilafa and Ummah, or that of Shia Islam on the concept of Imamah are considered proofs of political thought. The clashes between the Ehl-i Sunna and Shia in the 7th and 8th centuries had a genuine political character.


          The 14th century Arab scholar Ibn Khaldun is considered one of the greatest political theorists. The British philosopher-anthropologist Ernest Gellner considered Ibn Khaldun's definition of government, "an institution which prevents injustice other than such as it commits itself", the best in the history of political theory.


          Muslim political philosophy did not cease in the classical period. Despite the fluctuations in its original character during the medieval period, it has lasted even in the modern era. Especially with the emergence of Islamic radicalism as a political movement, political thought has revived in the Muslim world. The political ideas of Abduh, Afgani, Kutub, Mawdudi, Shariati and Khomeini has caught on an ethusiasm especially in Muslim youth in the 20th century.


          


          Medieval Europe


          Medieval political philosophy in Europe was heavily influenced by Christian thinking. It had much in common with the Islamic thinking in that the Roman Catholics also subordinated philosophy to theology. Perhaps the most influential political philosopher of the medieval period was St. Thomas Aquinas who helped reintroduce Aristotle's works, which had only been preserved by the Muslims, along with the commentaries of Averroes. Aquinas's use of them set the agenda for scholastic political philosophy, and dominated European thought for centuries.


          


          European Renaissance


          During the Renaissance secular political philosophy began to emerge after about a century of theological political thought in Europe. While the Middle Ages did see secular politics in practice under the rule of the Holy Roman Empire, the academic field was wholly scholastic and therefore Christian in nature. One of the most influential works during this burgeoning period was Niccol Machiavelli's The Prince, written between 1511-12 and published in 1532, after Machiavelli's death. That work, as well as The Discourses, a rigorous analysis of the classical period, did much to influence modern political thought in the West. A minority (including Jean-Jacques Rousseau) could interpret The Prince as a satire meant to give the Medici after their recapture of Florence and their subsequent expulsion of Machiavelli from Florence. Though the work was written for the di Medici family in order to perhaps influence them to free him from exile, Machiavelli supported the Republic of Florence rather than the oligarchy of the di Medici family. At any rate, Machiavelli presents a pragmatic and somewhat consequentialist view of politics, whereby good and evil are mere means used to bring about an end, i.e. the secure and powerful state. Thomas Hobbes, well known for his theory of the social contract, goes on to expand this view at the start of the 17th century during the English Renaissance.


          


          European Age of Enlightenment
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          During the Enlightenment period, new theories about what the human was and is and about the definition of reality and the way it was perceived, along with the discovery of other societies in the Americas, and the changing needs of political societies (especially in the wake of the English Civil War, the American Revolution and the French Revolution) led to new questions and insights by such thinkers as Jean-Jacques Rousseau, Montesquieu and John Locke.


          These theorists were driven by two basic questions: one, by what right or need do people form states; and two, what the best form for a state could be. These fundamental questions involved a conceptual distinction between the concepts of "state" and "government." It was decided that "state" would refer to a set of enduring institutions through which power would be distributed and its use justified. The term "government" would refer to a specific group of people who occupied, and indeed still occupy the institutions of the state, and create the laws and ordinances by which the people, themselves included, would be bound. This conceptual distinction continues to operate in political science, although some political scientists, philosophers, historians and cultural anthropologists have argued that most political action in any given society occurs outside of its state, and that there are societies that are not organized into states which nevertheless must be considered in political terms.


          Political and economic relations were drastically influenced by these theories as the concept of the guild was subordinated to the theory of free trade, and Roman Catholic dominance of theology was increasingly challenged by Protestant churches subordinate to each nation-state, which also (in a fashion the Roman Catholic church often decried angrily) preached in the vulgar or native language of each region.


          In the Ottoman Empire, these ideological reforms did not take place and these views did not integrate into common thought until much later. As well, there was no spread of this doctrine within the New World and the advanced civilizations of the Aztec, Maya, Inca, Mohican, Delaware, Huron and especially the Iroquois. The Iroquois philosophy in particular gave much to Christian thought of the time and in many cases actually inspired some of the institutions adopted in the United States: for example, Benjamin Franklin was a great admirer of some of the methods of the Iroquois Confederacy, and much of early American literature emphasized the political philosophy of the natives.


          


          Industrialization and the Modern Era
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          The industrial revolution produced a parallel revolution in political thought. Urbanization and capitalism greatly reshaped society. During this same period, the socialist movement began to form. In the mid-19th century, Marxism was developed, and socialism in general gained increasing popular support, mostly from the urban working class. By the late 19th century, socialism and trade unions were established members of the political landscape. In addition, the various branches of anarchism and syndicalism also gained some prominence. In the Anglo-American world, anti-imperialism and pluralism began gaining currency at the turn of the century.


          World War I was a watershed event in human history. The Russian Revolution of 1917 (and similar, albeit less successful, revolutions in many other European countries) brought communism - and in particular the political theory of Leninism, but also on a smaller level Luxemburgism (gradually) - on the world stage. At the same time, social democratic parties won elections and formed governments for the first time, often as a result of the introduction of universal suffrage.


          


          Contemporary political philosophy


          After World War II political philosophy moved into a temporary eclipse in the Anglo-American academic world, as analytic philosophers expressed skepticism about the possibility that normative judgments had cognitive content, and political science turned toward statistical methods and behavioralism. The 1950s saw pronouncements of the 'death' of the discipline, followed by debates about that thesis. A handful of continental European emigres to Britain and the United Statesincluding Hannah Arendt, Karl Popper, Friedrich Hayek, Leo Strauss, Isaiah Berlin, Eric Voegelin and Judith Shklarencouraged continued study in the field, but in the 1950s and 60s they and their students remained somewhat marginal in their disciplines.


          Communism remained an important focus especially during the 1950s and 60s. Zionism, racism and colonialism were important issues that arose. In general, there was a marked trend towards a pragmatic approach to political issues, rather than a philosophical one. Much academic debate regarded one or both of two pragmatic topics: how (or whether) to apply utilitarianism to problems of political policy, or how (or whether) to apply economic models (such as rational choice theory) to political issues. The rise of feminism and the end of colonial rule and of the political exclusion of such minorities as African Americans in the developed world has led to feminist, postcolonial, and multicultural thought becoming significant.


          In Anglo-American academic political philosophy the publication of John Rawls's A Theory of Justice in 1971 is considered a milestone. Rawls used a thought experiment, the original position, in which representative parties choose principles of justice for the basic structure of society from behind a veil of ignorance. Rawls also offered a criticism of utilitarian approaches to questions of political justice. Robert Nozick's book Anarchy, State, and Utopia (1974) responded to Rawls from a libertarian perspective.


          Contemporaneously with the rise of analytic ethics in Anglo-American thought, in Europe several new lines of philosophy directed at critique of existing societies arose between the 1950s and 1980s. Many of these took elements of Marxist economic analysis, but combined them with a more cultural or ideological emphasis. Out of the Frankfurt School, thinkers like Herbert Marcuse, Theodor W. Adorno, Max Horkheimer, and Jrgen Habermas combined Marxian and Freudian perspectives. Along somewhat different lines, a number of other continental thinkersstill largely influenced by Marxismput new emphases on structuralism and on a "return to Hegel". Within the (post-) structuralist line (though mostly not taking that label) are thinkers such as Gilles Deleuze, Michel Foucault, Claude Lefort, and Jean Baudrillard. The Situationists were more influenced by Hegel; Guy Debord, in particular, moved a Marxist analysis of commodity fetishism to the realm of consumption, and looked at the relation between consumerism and dominant ideology formation.


          Another debate developed around the (distinct) criticisms of liberal political theory made by Michael Sandel and Charles Taylor. The liberalism- communitarianism debate is often considered valuable for generating a new set of philosophical problems, rather than a profound and illuminating clash of perspectives.


          Today some debates regarding punishment and law centre on the question of natural law and the degree to which human constraints on action are determined by nature, as revealed by science in particular. Other debates focus on questions of cultural and gender identity as central to politics.


          


          Influential political philosophers


          A larger list of political philosophers is intended to be closer to exhaustive. Listed below are a few of the most canonical or important thinkers, and especially philosophers whose central focus was in political philosophy and/or who are good representatives of a particular school of thought.


          
            	Confucius: The first thinker to relate ethics to the political order.


            	Chanakya: Founder of an independent political thought in India, laid down rules and guidelines for social, law and political order in society.


            	Mozi: Eponymous founder of the Mohist school, advocated a strict utilitarianism.


            	Socrates/Plato: Named their practice of inquiry "philosophy", and thereby stand at the head of a prominent (often called "Western") tradition of systematic intellectual analysis. Set as a partial basis to that tradition the relation between knowledge on the one hand, and a just and good society on the other. Socrates is widely considered founder of Western political philosophy, via his spoken influence on Athenian contemporaries; since Socrates never wrote anything, much of what we know about him and his teachings comes through his most famous student, Plato.


            	Aristotle: Wrote his Politics as an extension of his Nicomachean Ethics. Notable for the theories that humans are social animals, and that the polis (Ancient Greek city state) existed to bring about the good life appropriate to such animals. His political theory is based upon an ethics of perfectionism (as is Marx's, on some readings).


            	Mencius: One of the most important thinkers in the Confucian school, he is the first theorist to make a coherent argument for an obligation of rulers to the ruled.


            	Han Feizi: The major figure of the Chinese Fajia ( Legalist) school, advocated government that adhered to laws and a strict method of administration.


            	Thomas Aquinas: In synthesizing Christian theology and Peripatetic teaching, Aquinas contends that God's gift of higher reason, coupled with divine virtues and human law, provides the foundation for righteous government.


            	Niccol Machiavelli: First systematic analyses of: (1) how consent of a populace is negotiated between and among rulers rather than simply a naturalistic (or theological) given of the structure of society; (2) precursor to the concept of ideology in articulating the epistemological structure of commands and law.


            	Thomas Hobbes: Generally considered to have first articulated how the concept of a social contract that justifies the actions of rulers (even where contrary to the individual desires of governed citizens), can be reconciled with a conception of sovereignty.


            	Baruch Spinoza: Set forth the first analysis of " rational egoism", in which the rational interest of self is conformance with pure reason. To Spinoza's thinking, in a society in which each individual is guided of reason, political authority would be superfluous.


            	John Locke: Like Hobbes, described a social contract theory based on citizens' fundamental rights in the state of nature. He departed from Hobbes in that, based on the assumption of a society in which moral values are independent of governmental authority and widely shared, he argued for a government with power limited to the protection of personal property. His arguments may have been deeply influential to the formation of the United States Constitution.


            	Baron de Montesquieu: Analyzed protection of liberty by a "balance of powers" in the divisions of a state.


            	David Hume: Hume criticized the social contract theory of John Locke and others as resting on a myth of some actual agreement. Hume was a realist in recognizing the role of force to forge the existence of states and that consent of the governed was merely hypothetical. He also introduced the concept of utility, later picked up on and developed by Jeremy Bentham.


            	Jean-Jacques Rousseau: Analyzed the social contract as an expression of the general will, and controversially argued in favour of absolute democracy where the people at large would act as sovereign.


            	Immanuel Kant: Argued that participation in civil society is undertaken not for self-preservation, as per Thomas Hobbes, but as a moral duty. First modern thinker who fully analyzed structure and meaning of obligation. Argued that an international organization was needed to preserve world peace.


            	Adam Smith: Often said to have founded modern economics; explained emergence of economic benefits from the self-interested behaviour ("the invisible hand") of artisans and traders. While praising its efficiency, Smith also expressed concern about the effects of industrial labor (e.g. repetitive activity) on workers. His work on moral sentiments sought to explain social bonds outside the economic sphere.


            	Edmund Burke: Irish member of the British parliament, Burke is credited with the creation of conservative thought. Burke's Reflections on the Revolution in France is the most popular of his writings where he denounced the French revolution. Burke was one of the biggest supporters of the American Revolution.


            	John Adams: Enlightenment writer who defended the American cause for independence. Adams was a Lockean thinker, who was appalled by the French revolution. Adams is known for his outspoken commentary in favour of the American revolution. He defended the American form of republicanism over the French liberal democracy. Adams is considered the founder of American conservative thought.


            	Thomas Paine: Enlightenment writer who defended liberal democracy, the American Revolution, and French Revolution in Common Sense and The Rights of Man.


            	Jeremy Bentham: The first thinker to analyze social justice in terms of maximization of aggregate individual benefits. Founded the philosophical/ethical school of thought known as utilitarianism.


            	John Stuart Mill: A utilitarian, and the person who named the system; he goes further than Bentham by laying the foundation for liberal democratic thought in general and modern, as opposed to classical, liberalism in particular. Articulated the place of individual liberty in an otherwise utilitarian framework.


            	Thomas Hill Green: modern liberal thinker and early supporter of positive freedom.


            	Karl Marx: In large part, added the historical dimension to an understanding of society, culture and economics. Created the concept of ideology in the sense of (true or false) beliefs that shape and control social actions. Analyzed the fundamental nature of class as a mechanism of governance and social interaction.


            	Giovanni Gentile: Known as the 'Philosopher of Fascism' and ghostwrote the Doctrine of Fascism with Mussolini and argued that the Fascist State is an ethical and educational state and that the individual should put the interests of the State first.


            	John Dewey: Co-founder of pragmatism and analyzed the essential role of education in the maintenance of democratic government.


            	Antonio Gramsci: Instigated the concepts hegemony and social formation. Fused the ideas of Marx, Engels, Spinoza and others within the so-called dominant ideology thesis (the ruling ideas of society are the ideas of its rulers).


            	Herbert Marcuse: One of the principal thinkers within the Frankfurt School, and generally important in efforts to fuse the thought of Freud and Marx. Introduced the concept of repressive desublimation, in which social control can operate not only by direct control, but also by manipulation of desire. Analyzed the role of advertising and propaganda in societal consensus.


            	Friedrich Hayek: He argued that central planning was impossible because members of central bodies could not know enough to match the preferences of consumers with the existing supply of goods and materials. He further argued that attempts to create economic egalitarianism would lead to a central government with totalitarian powers. For him, the social democratic welfare state is leading us down the 'road to serfdom.' He advocated free-market capitalism in which the sole role of the state is to maintain the rule of law.


            	Hannah Arendt: Analyzed the roots of totalitarianism and introduced the concept of the "banality of evil" (how ordinary technocratic rationality comes to deplorable fruition). Brought distinctive elements of and revisions to the philosophy of Martin Heidegger into political thought.


            	Georg Hegel: Emphasized history and continuity, influenced Marx and Oakeschott.


            	Leo Strauss: Strauss is known for his writings on the classical and modernity philosophers and denouncement of the modern politics.


            	John Rawls: Revitalised the study of normative political philosophy in Anglo-American universities with his 1971 book A Theory of Justice, which uses a version of social contract theory to answer fundamental questions about justice and to criticise utilitarianism.


            	Robert Nozick: Criticized Rawls, and argued for Libertarianism, by appeal to a hypothetical history of the state and the real history of property.


            	Michael Oakeshott: Provided a conservative philosophy anchored in history and Hegelianism.


            	Philippe Van Parijs: Further developed the notion of positive freedom and ignited discussion on the provision of a basic universal income.

          


          Some notable contemporary political philosophers are Amy Gutmann, Seyla Benhabib, George Kateb, Wendy Brown, Stephen Macedo, Martha Nussbaum, Thomas Pogge
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          Political science is a branch of social science that deals with the theory and practice of politics and the description and analysis of political systems and political behaviour. Political Science is often described as the study of who gets what, where, when and why. Discovering a proper balance between the individual, the society and its Government for civilization and human progress is paramount.


          Fields and subfields of political science include political theory and philosophy, civics and comparative politics, theory of direct democracy, apolitical governance, participatory direct democracy, national systems, cross-national political analysis, political development, international relations, foreign policy, international law, politics, public administration, administrative behavior, public law, judicial behaviour, and public policy. Political science also studies power in international relations and the theory of Great powers and Superpowers.


          Political science is methodologically diverse. Approaches to the discipline include classical political philosophy, interpretivism, structuralism, and behavioralism, realism, pluralism, and institutionalism. Political science, as one of the social sciences, uses methods and techniques that relate to the kinds of inquiries sought: primary sources such as historical documents and official records, secondary sources such as scholarly journal articles, survey research, statistical analysis, case studies, and model building.


          


          Overview


          Political scientists study the allocation and transfer of power in decision-making, the roles and systems of governance including governments and international organizations, political behaviour and public policies. They measure the success of governance and specific policies by examining many factors, including stability, justice, material wealth, and peace. Some political scientists seek to advance positive theses by analyzing politics. Others advance normative theses, by making specific policy recommendations.


          Political Scientists provide the frameworks that journalists, special interest groups, politicians, and the electorate analyze issues. Political scientists may serve as advisers to specific politicians, or even run for office as politicians themselves. Political scientists can be found working in governments, in political parties or as civil servants. They may be involved with non-governmental organizations (NGOs) or political movements. In a variety of capacities, people educated and trained in political science can add value and expertise to corporations. Private enterprises such as think tanks, research institutes, polling and public relations firms often employ political scientists. In the United States, political scientists known as "Americanists" look at a variety of data including elections, public opinion and public policy such as Social Security reform, foreign policy, U.S. congressional power, and the U.S. Supreme Courtto name only a few issues.


          Most American colleges and universities offer B.A. programs in political science. M.A. and Ph.D programs are common at larger universities. Some universities offer B.S or M.S. degrees. The term political science is more popular in North America than elsewhere; other institutions, especially those outside the United States, see political science as part of a broader discipline of political studies, politics, or government. While political science implies use of the scientific method, political studies implies a broader approach, although the naming of degree courses does not necessarily reflect their content.


          


          History
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          Antecedents


          Political science is a late arrival in terms of social sciences. However, the discipline has a clear set of antecedents such as moral philosophy, political philosophy, political economy, history, and other fields concerned with normative determinations of what ought to be and with deducing the characteristics and functions of the ideal state. In each historic period and in almost every geographic area, we can find someone studying politics and increasing political understanding.


          In ancient India, the antecedents of politics can be traced back to the Rig-Veda, Samhitas, Brahmanas, and Buddhist Pali Canon. Chanakya (c. 350-275 BC) was a professor of political science at Takshashila University, and later the Prime Minister of Mauryan emperor Chandragupta Maurya. Chanakya is regarded as one of the earliest political thinkers, and is also known as the Indian Machiavelli. He wrote the Arthashastra, which was one of the earliest treatises on political thought, economics and social order, and can be considered a precursor to Machiavelli's The Prince. It discusses monetary and fiscal policies, welfare, international relations, and war strategies in detail, among other topics on political science.The ancient Tamil literary work Thirukural written 2000 years back has extensively dealt with political science.The topics discussed by Thirukural include the art of public administration, warfare, political diplomacy, civil society, espionage, qualifications for public office, public revenue and financial administration and local administration.


          The antecedents of Western politics can also trace their roots back even earlier than Plato and Aristotle, particularly in the works of Homer, Hesiod, Thucydides, Xenophon, and Euripides. Later, Plato analysed political systems, abstracted their analysis from more literary- and history- oriented studies and applied an approach we would understand as closer to philosophy. Similarly, Aristotle built upon Plato's analysis to include historical empirical evidence in his analysis.


          During the height of the Roman Empire, famous historians such as Polybius, Livy and Plutarch documented the rise of the Roman Republic, and the organization and histories of other nations, while statesmen like Julius Caesar, Cicero and others provided us with examples of the politics of the republic and Rome's empire and wars. The study of politics during this age was oriented toward understanding history, understanding methods of governing, and describing the operation of governments.


          With the fall of the Roman Empire, there arose a more diffuse arena for political studies. The rise of monotheism and, particularly for the Western tradition, Christianity, brought to light a new space for politics and political action. Works such as Augustine of Hippo's The City of God synthesized current philosophies and political traditions with those of Christianity, redefining the borders between what was religious and what was political. During the Middle Ages, the study of politics was widespread in the churches and courts. Most of the political questions surrounding the relationship between church and state were clarified and contested in this period.


          In the Middle East and later other Islamic areas, works such as the Rubaiyat of Omar Khayyam and Epic of Kings by Ferdowsi provided evidence of political analysis, while the Islamic Aristotelians such as Avicenna and later Maimonides and Averroes, continued Aristotle's tradition of analysis and empiricism, writing commentaries on Aristotle's works.


          During the Italian Renaissance, Niccol Machiavelli established the emphasis of modern political science on direct empirical observation of political institutions and actors. Later, the expansion of the scientific paradigm during the Enlightenment further pushed the study of politics beyond normative determinations.


          


          Studies


          Since Political Science is essentially a study of human behaviour, observations in controlled environments are usually not available and impossible to reproduce or duplicate. Because of this Political Scientists seek patterns in the reasons and outcomes for political events so that generalizations and theories can be made. Again, study is still difficult since humans make conscious choices unlike other subjects in science, such as organisms, or even inanimate objects as in physics. Despite the complexities, consensus has been reached on various political topics with the help of proper study.


          The advent of political science as a university discipline was marked by the creation of university departments and chairs with the title of political science arising in the late 19th century. In fact, the designation "political scientist" is typically reserved for those with a doctorate in the field. Integrating political studies of the past into a unified discipline is ongoing, and the history of political science has provided a rich field for the growth of both normative and positive political science, with each part of the discipline sharing some historical predecessors. The American Political Science Association was founded in 1903 and the American Political Science Review was founded in 1906 in an effort to distinguish the study of politics from economics and other social phenomena.


          In the 1950s and the 1960s, a behavioural revolution stressing the systematic and rigorously scientific study of individual and group behaviour swept the discipline. At the same time that political science moved toward greater depth of analysis, it also moved toward a closer working relationship with other disciplines, especially sociology, economics, history, anthropology, psychology, public administration and statistics. Increasingly, students of political behaviour have used the scientific method to create an intellectual discipline based on the postulating of hypotheses followed by empirical verification and the inference of political trends, and of generalizations that explain individual and group political actions. Over the past generation, the discipline placed an increasing emphasis on relevance, or the use of new approaches and methodologies to solve political and social problems.


          Political science has, broadly, five subfields: international relations, political theory, public policy and public administration, national politics, and comparative politics. Separate degree granting programs in international relations and public policy are not uncommon at both the undergraduate and graduate levels. Master's level programs in public administration are common.


          The national honour society for college and university students of government and politics in the United States is Pi Sigma Alpha.
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          Politics is the process by which groups make decisions. It is the authoritative allocation of values. Although the term is generally applied to behaviour within governments, politics is observed in all human group interactions, including corporate, academic, and religious institutions.


          In its most basic form, politics consists of "social relations involving authority or power". In practice, the term refers to the regulation and government of a nation-state or other political unit, and to the methods and tactics used to formulate and apply government policy.


          In a broader sense, any situation involving power, or any maneouvring in order to enhance one's power or status within a group, may be described as politics (e.g. office politics). This form of politics "is most associated with a struggle for ascendancy among groups having different priorities and power relations."


          Political science (also political studies) is the study of political behaviour and examines the acquisition and application of power. Related areas of study include political philosophy, which seeks a rationale for politics and an ethic of public behaviour, and public administration, which examines the practices of governance.


          


          Key political concepts


          


          Government


          A government is the body that has the authority to make and enforce rules or laws. Government may be classified in numerous ways; the philosopher Plato classified governments into monarchy (the rule of one individual), oligarchy (rule by a small elite), timocracy (rule by one race or group over another) and democracy (rule by the whole people).


          In more recent times, the distinction between forms of government has become more complex; in a constitutional monarchy, for instance, there is a monarch as head of state, but actual power is typically held by a parliament or legislative assembly of some description. A republic is the term usually used to describe nations without a monarchy.


          Likewise, the definition of "democracy" has become less clear in more recent times; many nations with widely differing forms of government describe themselves as democratic. The North Korean constitution, for instance, describes North Korea as a democratic state, but some commentators in Western nations have described it as a totalitarian dictatorship.


          Dictatorship is a form of government in which unlimited or near-unlimited power is held by an individual or group, without effective constitutional limitations, who derive their power from force, rather than legitimacy. The term is frequently viewed as pejorative, and many nations described as "dictatorships" have disputed this claim.


          


          Sovereignty


          Sovereignty is the ability of a government to exert control over its territory free from outside influence. One commentator highlights the difficulty of precisely defining sovereignty, but describes it as possessing meanings including "absolute, unlimited control or power", "a symbol of political legitimacy", "self-determined national independence", and " constitutional order".


          


          Political philosophies


          


          Confucius


          The Chinese philosopher Confucius, who lived from 551 to 479 BCE, was one of the first non- Western thinkers to adopt a distinct approach to political philosophy. His philosophy, according to one scholar, was "rooted in his belief that a ruler should learn self-discipline, should govern his subjects by his own example, and should treat them with love and concern." His political beliefs were strongly linked to personal ethics and morality, believing that only a morally upright ruler who possessed "de", or virtue, should be able to exercise power, and that the behaviour of an individual ought to be consistent with their rank in society. He stated that "Good government consists in the ruler being a ruler, the minister being a minister, the father being a father, and the son being a son."


          


          Plato


          The Greek philosopher Plato, in his book The Republic, argued that all conventional political systems (democracy, monarchy, oligarchy and timarchy) were inherently corrupt, and that the state ought to be governed by an elite class of educated philosopher-rulers, who would be trained from birth and selected on the basis of aptitude: "those who have the greatest skill in watching over the community." This has been characterised as authoritarian and elitist by some later scholars, notably Karl Popper in his book The Open Society and its Enemies, who described Plato's schemes as essentially totalitarian and criticised his apparent advocacy of censorship. The Republic has also been labelled as communist, due to its advocacy of abolishing private property and the family among the ruling classes; however, this view has been discounted by many scholars, as there are implications in the text that this will extend only to the ruling classes, and that ordinary citizens "will have enough private property to make the regulation of wealth and poverty a concern."


          


          Aristotle
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          In his book Politics, the Greek philosopher Aristotle asserted that man is, by nature, a political animal. He argued that ethics and politics are closely linked, and that a truly ethical life can only be lived by someone who participates in politics.


          Like Plato, Aristotle identified a number of different forms of government, and argued that each "correct" form of government may devolve into a "deviant" form of government, in which its institutions were corrupted. According to Aristotle, kingship, with one ruler, devolves into tyranny; aristocracy, with a small group of rulers, devolves into oligarchy; and polity, with collective rule by many citizens, devolves into democracy. In this sense, Aristotle does not use the word "democracy" in its modern sense, carrying positive connotations, but in its literal sense of rule by the demos, or common people.


          


          Niccolo Machiavelli


          In his work The Prince, the Renaissance Italian political theorist Machiavelli put forward a political worldview which described practical methods for an absolute ruler to attain and maintain political power. His work is sometimes viewed as rejecting traditional views of morality for a ruler: "for Machiavelli, there is no moral basis on which to judge the difference between legitimate and illegitimate uses of power." It is from Machiavelli that the term Machiavellian is derived, refering to an amoral person who uses manipulative methods to attain power; however, many scholars have questioned this view of Machiavelli's theory, arguing that "Machiavelli did not invent 'Machiavellism' and may not even have been a 'Machiavellian' in the sense often ascribed to him." Instead, Machiavelli considered the stability of the state to be the most important goal, and argued that qualities traditionally considered morally desirable, such as generosity, were undesirable in a ruler and would lead to the loss of power.


          


          Thomas Hobbes


          In 1651, Thomas Hobbes published his most famous work, Leviathan, in which he proposed a model of early human development to justify the creation of polities, i.e. governed bodies. Hobbes described an ideal state of nature wherein every person had equal right to every resource in nature and was free to use any means to acquire those resources. He claimed that such an arrangement created a war of all against all ( bellum omnium contra omnes). The book has been interpreted by scholars as posing two "stark alternatives"; total obedience to an absolute ruler, or "a state of nature, which closely resembles civil war...where all have reason to fear a violent death". Hobbes' view can therefore be interpreted as a defense of absolutism, arguing that human beings enter into a social contract for their protection and agree to obey the dictates of the sovereign; in Hobbes' worldview, "the sovereign is nothing more than the personal embodiment of orderly government." Hobbes himself argued "The final cause, end, or design of men (who naturally love liberty, and dominion over others) in the introduction of that restraint upon themselves, in which we see them live in Commonwealths, is the foresight of their own preservation, and of a more contented life thereby."


          


          John Locke


          The English philosopher John Locke was "one of the greatest philosophers in Europe at the end of the seventeenth century". His political philosophy is contained primarily in his Two Treatises of Government. In the First Treatise of Government, Locke refutes the theory of the Divine Right of Kings as put forward by Robert Filmer; he "minutely examines key Biblical passages" and concludes that absolute monarchy is not supported by Christian theology. "Locke singles out Filmer's contention that men are not 'naturally free' as the key issue, for that is the 'ground'...on which Filmer erects his argument for the claim that all 'legitimate' government is 'absolute monarchy'."


          In the Second Treatise of Government, Locke examines the concept of the social contract put forward by other theorists such as Thomas Hobbes, but reaches a different conclusion. Although he agreed with Hobbes on the concept of a state of nature before existing forms of government arose, he challenged Hobbes' view that the state of nature was equivalent to a state of war, instead arguing that there were certain natural rights belonging to all human beings, which continued even after a political authority was established. "The state of nature has a law of nature to govern it, which obliges everyone...being all equal and independent, no one ought to harm another in his life, liberty, health or possessions". According to one scholar, the basis of Locke's thought in the Second Treatise is that "contract or consent is the ground of government and fixes its limits...behind [this] doctrine lies the idea of the independence of the individual person." In other words, Locke's view was different from Hobbes' in that he interpreted the idea of the "state of nature" differently, and he argued that people's natural rights were not necessarily eliminated by their consent to be governed by a political authority.


          


          Jean-Jacques Rousseau


          The 18th century French philosopher Jean-Jacques Rousseau, in his book The Social Contract, put forward a system of political thought which was closely related to those of Hobbes and Locke, but different in important respects. In the opening sentence of the book, Rousseau argued that "...man was born free, but he is everywhere in chains" He defined political authority and legitimacy as stemming from the "general will", or volont generale; for Rousseau, "true Sovereignty is directed always at the public good". This concept of the general will implicitly "allows for individual diversity and freedom...[but] also encourages the well-being of the whole, and therefore can conflict with the particular interests of individuals." As such, Rousseau also argues that the people may need a "lawgiver" to draw up a constitution and system of laws, because the general will, "while always morally sound, is sometimes mistaken".


          Rousseau's thought has been seen by some scholars as contradictory and inconsistent, and as not addressing the fundamental contradiction between individual freedom and subordination to the needs of society, "the tension that seems to exist between liberalism and communitarianism". As one Catholic scholar argues, "that it [The Social Contract] contains serious contradictions is undeniable...its fundamental principles--the origin of society, absolute freedom and absolute equality of all--are false and unnatural." The Catholic Encyclopedia further argues that Rousseau's concept of the general will would inevitably lead to "the suppression of personality, the reign of force and caprice, the tyranny of the multitude, the despotism of the crowd", i.e. the subordination of the individual to society as a whole.
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          John Stuart Mill


          In the 19th century, John Stuart Mill pioneered the liberal conception of politics. He saw democracy as the major political development of his era and, in his book On Liberty, advocated stronger protection for individual rights against government and the rule of the majority. He argued that liberty was the most important right of human beings, and that the only just cause for interfering with the liberty of another person was self-protection. One commentator refers to On Liberty as "the strongest and most eloquent defense of liberalism that we have." Mill also emphasised the importance of freedom of speech, claiming that "we can never be sure that the opinion we are attempting to stifle is a false opinion, and if we were sure, stifling it would be an evil still."


          


          Karl Marx


          Karl Marx was among the most influential political philosophers of history. His theories, collectively termed Marxism, were critical of capitalism and argued that in the due course of history, there would be an "inevitable breakdown of capitalism for economic reasons, to be replaced by communism." He defined history in terms of the class struggle between the bourgeoisie, or property-owning classes, and the proletariat, or workers, a struggle intensified by industrialisation: "The development of Modern Industry, therefore, cuts from under its feet the very foundation on which the bourgeoisie produces and appropriates products. What the bourgeoisie therefore produces, above all, are its own grave-diggers. Its fall and the victory of the proletariat are equally inevitable.


          Many subsequent political movements have based themselves on Marx's thought, offering widely differing interpretations of communism; these include Marxism-Leninism, Maoism and libertarian Marxism. Possibly the most influential interpreter of Marxist theory was Lenin, founder of the Soviet Union, who created a revolutionary theory founded on Marxist thinking. However, libertarian Marxist thinkers have challenged Lenin's interpretation of Marx; Cornelius Castoriadis, for instance, described the Soviet Union's system as a form of "bureaucratic capitalism" rather than true communism.


          


          Other philosophers


          There are numerous other notable philosophers and political theorists who have influenced the development of contemporary political thought, among them Thomas Jefferson (whose political theories were central to the foundations of the American system of government), Edmund Burke, Baruch Spinoza, the Baron de Montesquieu, Thomas Paine, Jeremy Bentham and David Hume.


          


          Political power


          Power is a concept that is central to politics. Max Weber defined power as the ability to impose one's will "even in the face of opposition from others", while Hannah Arendt states that "political power corresponds to the human ability not just to act but to act in concert." Many different views of political power have been proposed.


          The multiple notions of political power that are put forth range from conventional views that simply revolve around the actions of politicians to those who view political power as an insidious form of institutionalized social control - most notably "anarchists" and "radical capitalists". The main views of political power revolve around normative, post-modern, and pragmatic perspectives.


          


          Normative faces of power debate


          The faces of power debate has coalesced into a viable conception of three dimensions of power including decision-making, agenda-setting, and preference-shaping. The decision-making dimension was first put forth by Robert Dahl, who advocated the notion that political power is based in the formal political arena and is measured through voting patterns and the decisions made by politicians. This view has been criticised by many as simplistic, notably by the sociologist G. William Domhoff, who argues that political and economic power is monopolised by the "elite classes".


          A second dimension to the notion of political power was added by academics Peter Bachrach and Morton Baratz involving "agenda-setting". Bachrach and Baratz viewed power as involving both the formal political arena and behind the scenes agenda-setting by elite groups who could be either politicians and/or others (such as industrialists, campaign contributors, special interest groups and so on), often with a hidden agenda that most of the public may not be aware of. The third dimension of power was added by British academic Steven Lukes who felt that even with this second dimension, some other traits of political power needed to be addressed through the concept of 'preference-shaping'. Lukes developed the concept of the "Three faces of power" - decision-making power, non-decision-making power, and ideological power.


          This third dimension is inspired by many Neo-Gramscian views such as cultural hegemony and deals with how civil society and the general public have their preferences shaped for them by those in power through the use of propaganda or the media. Ultimately, this third dimension holds that the general public may not be aware of what decisions are actually in their interest due to the invisible power of elites who work to distort their perceptions. Critics of this view claim that such notions are themselves elitist, which Lukes then clearly admits as one problem of this view and yet clarifies that as long as those who make claims that preferences are being shaped explain their own interests etc., there is room for more transparency.


          


          Postmodern challenge of normative views of power


          Some within the postmodern and post-structuralist field claim that power is something that is not in the hands of the few and is rather dispersed throughout society in various ways. As one academic writes, "...postmodernists have argued that due to a variety of inherent biases in the standards by which valid knowledge has been evaluated...modernist science has tended to reproduce ideological justifications for the perpetuation of long-standing forms of inequality. Thus, it is the strategy of postmodern science...to identify and, thereby, attack the deceiving power of universalizing scientific epistemologies."


          


          Pragmatic view of power


          Samuel Gompers' maxim, often paraphrased as,"Reward your friends and punish your enemies," hints at two of the five types of power recognized by social psychologists: incentive power (the power to reward) and coercive power (the power to punish). Arguably the other three grow out of these two.


          Legitimate power, the power of the policeman or the referee, is the power given to an individual by a recognized authority to enforce standards of behavior. Legitimate power is similar to coercive power in that unacceptable behaviour is punished by fine or penalty.


          Referent power is bestowed upon individuals by virtue of accomplishment or attitude. Fulfillment of the desire to feel similar to a celebrity or a hero is the reward for obedience. This is an example of incentive power as one rewards oneself.


          Expert power springs from education or experience. Following the lead of an experienced coach is often rewarded with success. Expert power is conditional to the circumstances. A brain surgeon is no help when pipes are leaking.


          


          Political spectra


          


          Left-Right politics


          Most political analysts and politicians divide politics into left wing and right wing politics, often also using the idea of centre politics as a middle path of policy between the right and left. This classification is comparatively recent (it was not used by Aristotle or Hobbes, for instance), and dates from the French Revolution era, when those members of the National Assembly who opposed the monarchy sat on the left, while those who supported it sat on the right.


          The meaning of left-wing and right-wing varies considerably between different countries and at different times, but broadly speaking, it can be said that the right wing is often linked to moral and social conservatism, law and order, and religion, while the left wing is often linked with redistribution of wealth and resources towards the poorer or less successful sections of society (which are generally perceived by the left as unfairly disadvantaged), and with secularism. The right wing is more often linked to the idea of social equity, and the left wing to the idea of social equality.


          According to Norberto Bobbio, one of the major exponents of this distinction, the Left believes in attempting to eradicate social inequality, while the Right regards most social inequality as the result of ineradicable natural inequalities, and sees attempts to enforce social equality as utopian or authoritarian.


          Some ideologies, notably Christian Democracy, claim to combine left and right wing politics; according to Geoffrey K. Roberts and Patricia Hogwood, "In terms of ideology, Christian Democracy has incorporated many of the views held by liberals, conservatives and socialists within a wider framework of moral and Christian principles." Movements which claim or formerly claimed to be above the left-right divide include Gaullism in France, Peronism in Argentina, and National Action Politics in Mexico.


          


          Authoritarian-Libertarian


          While left and right refer to different methods of developing an economically stable and just society, authoritarianism and libertarianism refer to the amount of individual freedom each person possesses in that society relative to the state. One author describes authoritarian political systems as those where "individual rights and goals are subjugated to group goals, expectations and conformities", while a libertarian political system is one in which individual rights and civil liberties are paramount. More extreme than libertarians are anarchists, who argue for the total abolition of government, while the most extreme authoritarians are totalitarians who support state control over all aspects of society.


          Authoritarianism and libertarianism are separate concepts from the left-right political axis. For instance, classical liberalism and contemporary American libertarianism are socially liberal, but reject extensive governmental intervention in the economy and welfare. According to the libertarian Institute for Humane Studies, "the libertarian, or 'classical liberal,' perspective is that individual well-being, prosperity, and social harmony are fostered by 'as much liberty as possible' and 'as little government as necessary.'" Likewise, anarchists may be left-wing ( anarcho-syndicalism) or right-wing (anarcho-capitalism).


          


          Authority and legitimacy


          Authority, in a political sense, is different from political power in that it implies legitimacy and acceptance; it implies that the person or state exercising power has a perceived right to do so. Legitimacy is an attribute of government gained through the acquisition and application of power in accordance with recognized or accepted standards or principles.


          Max Weber identified three sources of legitimacy for authority, known as the tripartite classification of authority. He proposed three reasons why people follow the orders of those who give them:


          


          Traditional authority


          Traditional authorities receive loyalty because they continue and support the preservation of existing values, the status quo. Weber called this "the authority of the eternal yesterday". Patriarchal (and more rarely matriarchal) societies gave rise to hereditary monarchies where authority was given to descendants of previous leaders. Followers submit to this authority because "we've always done it that way." Examples of traditional authoritarians include absolute monarchs.


          


          Charismatic authority


          Charismatic authority grows out of the personal charm or the strength of an individual personality (see cult of personality for the most extreme version). Charismatic regimes are often short-lived, seldom outliving the charismatic figure that leads them. For a charismatic regime to survive the rule of the individual personality, it must transform its legitimacy into a different form of authority. An example of this would be Augustus' efforts to create the position of the Roman principate and establish a ruling dynasty, which could be viewed as a shift to a traditional form of authority, in the form of the principate that would exist in Rome for more than 400 years after his death.


          


          Legal-rational authority


          Legal-rational authorities receive their ability to compel behaviour by virtue of the office that they hold. It is the authority that demands obedience to the office rather than the office holder; Weber identified "rationally-created rules" as the central feature of this form of authority. Modern democracies are examples of legal-rational regimes. People also abide by legal-rational authority because it makes sense to do so for their own good, as well as for the greater good of society.


          These three forms of authority are said to appear in a "hierarchical development order"; states progress from charismatic authority, to traditional authority, and finally reach the state of rational-legal authority which is characteristic of a modern liberal democracy.
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        Politics of the United Kingdom


        
          

          The Politics of the United Kingdom of Great Britain and Northern Ireland takes place in the framework of a constitutional monarchy in which the Monarch is head of state and the Prime Minister of the United Kingdom is the head of government. It is a pluriform multi-party system with a partial devolution of power in Scotland, Wales, and Northern Ireland. Executive power is exercised by the government. Legislative power is vested in both the government and the two chambers of Parliament, the House of Commons and the House of Lords. The judiciary is independent of the executive and the legislature, though several senior judges are members of the House of Lords, which is currently the highest court of the UK.


          Since the 1920s, the two largest political parties in British politics have been the Labour Party and Conservative Party. Though coalition and minority governments have been an occasional feature of Parliamentary politics, the first-past-the-post electoral system used for general elections tends to maintain the dominance of these two parties, though each has in the past century relied upon a third party to deliver a working majority in Parliament.


          The Liberal Democrats, a party formed by the merger of the former Liberal Party and Social Democratic Party in 1988, is the third largest party in the British parliament. It seeks a reform of the electoral system to address the dominance of the two-party system. Though 'nationalist' (as opposed to 'unionist') tendencies have shifted over time in Scotland and Wales, with Plaid Cymru (the Party of Wales) founded in 1925, the Scottish National Party in 1934, and Mebyon Kernow (the Party of Cornwall) in 1951, a serious political crisis threatening the integrity of the United Kingdom as a state has not occurred since the 1970s. Scotland, Wales, and Northern Ireland each possess a legislature and government alongside that of the United Kingdom. However, this increased autonomy and devolution of executive and legislative powers has not contributed to a reduction in support for full independence, with the Scottish National Party winning power in Scotland in the 2007 Scottish parliament elections, though running a minority administration.


          The constitution is uncodified, being made up of constitutional conventions, statutes and other elements.


          This system of government, known as the Westminster system, has been adopted by other countries as well, such as Canada, India, Australia, New Zealand, Singapore, Malaysia and Jamaica, countries that made up part of the British Empire.


          


          Monarch
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          The head of state, theoretical and nominal source of executive, judicial and legislative power in the UK is the British monarch, currently Queen Elizabeth II. However, sovereignty in the UK no longer rests with the monarch, since the English Bill of Rights in 1689, which established the principle of Parliamentary sovereignty. Nonetheless, the monarch is still known as the sovereign.


          The British sovereign possesses many hypothetical powers, including the right to choose any British citizen to be her Prime Minister and the right to call and dissolve Parliament whenever she wishes. However, in accordance with the current uncodified constitution, the Prime Minister is the leader of the largest party in the House of Commons, and Parliament is dissolved at the time suggested by the PM. The monarch retains the ability to deny giving a bill Royal Assent, although in modern times this becomes increasingly more unlikely, as it would cause a constitutional crisis. Queen Anne was the last monarch to exercise this power, which she did on 11 March 1708 with regard to a bill "for the settling of Militia in Scotland". Other royal powers called royal prerogative, such as patronage to appoint ministers and the ability to declare war, are exercised by the Prime Minister and the Cabinet, with the formal consent of the Queen.


          Today the sovereign has an essentially ceremonial role restricted in exercise of power by convention and public opinion. However the monarch does continue to exercise three essential rights: the right to be consulted, the right to advise and the right to warn. As a consequence of these ideals, Prime Ministers hold weekly confidential meetings with the monarch in which the sovereign holds the right to express her opinions.


          In formal terms, the Crown in Parliament is sovereign even though in practical terms the political head of the UK is the Prime Minister (Gordon Brown since 27 June 2007). However, the real powers of position of the monarch in the British Constitution should not be downplayed. The monarch does indeed retain some power, but it has to be used with discretion. She fulfills the necessary constitutional role as head of state, and with the absence of a distinct separation of powers as in the American model and a strong second chamber, acts as a final check on executive power. If a time came to pass, for instance, when a law threatened the freedom or security of her subjects and citizens, the Queen could decline royal assent, free as she is from the eddies of party politics. Furthermore, armed removal of her by Parliament or Government would be difficult, as the monarch remains commander-in-chief of the armed forces, who swear an oath of allegiance to her.


          


          Executive


          The Government performs the Executive functions of the United Kingdom on behalf of the Sovereign, in whom executive power is theoretically and nominally vested. The monarch appoints a Prime Minister as the head of Her Majesty's Government, guided by the strict convention that the Prime Minister should be the member of the House of Commons most likely to be able to form a Government with the support of the House. In practice, this means that the leader of the political party with an absolute majority of seats in the House of Commons is chosen to be the Prime Minister. The Prime Minister then selects the other Ministers which make up the Government and act as political heads of the various Government Departments. About twenty of the most senior government ministers make up the Cabinet. In total, there are approximately 100 ministers that comprise the government. In accordance with constitutional convention, all ministers within the government are either Members of Parliament or peers in the House of Lords.


          As in some other parliamentary systems of government (especially those based upon the Westminster System), the executive (called "the government") is drawn from and is answerable to Parliament - a successful vote of no confidence will force the government either to resign or to seek a parliamentary dissolution and a general election. In practice, members of parliament of all major parties are strictly controlled by whips who try to ensure they vote according to party policy. If the government has a large majority, then they are very unlikely to lose enough votes to be unable to pass legislation.


          In November 2005, the Blair government suffered its first defeat, on a proposal to extend the period for detaining terrorist suspects to 90 days. Before this, the last bill proposed by a government that was defeated in the House of Commons was the Shop Hours Bill in 1986, one of only three in the 20th century. Governments with a small majority, or coalition governments are much more vulnerable to defeat. They sometimes have to resort to extreme measures, such as "wheeling in" sick MPs, to get the necessary majority. Margaret Thatcher in 1983 and Tony Blair in 1997 were swept into power with such large majorities that even allowing for dissent within their parties, they were assured of winning practically all parliamentary votes, and thus were able to implement radical programmes of legislative reform and innovation. But other Prime Ministers, such as John Major in 1992, who enjoy only slender majorities can easily lose votes if relatively small numbers of their backbench MPs reject the whip and vote against the Government's proposals. As such, Governments with small majorities find it extremely difficult to implement controversial legislation and tend to become bogged down cutting deals with factions within their party or seeking assistance from other political parties.


          


          Government departments
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          The Government of the United Kingdom contains a number of ministries known mainly, though not exclusively as departments, e.g. Ministry of Defence. These are politically led by a Government Minister who is often a Secretary of State and member of the Cabinet. He or she may also be supported by a number of junior Ministers. In practice, several government departments and Ministers have responsibilities that cover England alone, where devolved bodies having responsibility for Scotland, Wales and Northern Ireland, (for example - the Department of Health), or responsibilities that mainly focus on England (such as the Department for Children, Schools and Families).


          Implementation of the Minister's decisions is carried out by a permanent politically neutral organization known as the civil service. Its constitutional role is to support the Government of the day regardless of which political party is in power. Unlike some other democracies, senior civil servants remain in post upon a change of Government. Administrative management of the Department is led by a head civil servant known in most Departments as a Permanent Secretary. The majority of the civil service staff in fact work in executive agencies, which are separate operational organizations reporting to Departments of State.


          "Whitehall" is often used as a synonym for the central core of the Civil Service. This is because most Government Departments have headquarters in and around the former Royal Palace of Whitehall.


          


          Legislature


          Parliament is at the centre of the political system in the United Kingdom. It is the supreme legislative body (i.e., there is parliamentary sovereignty), and Government is drawn from and answerable to it. Parliament is bicameral, consisting of the House of Commons and the House of Lords.


          


          House of Commons
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          The UK is divided into parliamentary constituencies of broadly equal population (decided by a Boundary Commission for each of the four constituent countries of the United Kingdom), each of which elects a Member of Parliament (MP) to the House of Commons. Of the 646 MPs there is currently only one who does not belong to a political party. In modern times, all Prime Ministers and Leaders of the Opposition have been drawn from the Commons, not the Lords. Alec Douglas-Home resigned from his peerages days after becoming Prime Minister in 1963, and the last Prime Minister before him from the Lords left in 1902 (the Marquess of Salisbury).


          One party usually has a majority in Parliament, because of the use of the First Past the Post electoral system, which has been conducive in creating the current two party system. The monarch normally asks a person commissioned to form a government simply whether it can survive in the House of Commons, something which majority governments are expected to be able to do. In exceptional circumstances the monarch asks someone to 'form a government' with a parliamentary minority which in the event of no party having a majority requires the formation of a coalition government. This option is only ever taken at a time of national emergency, such as war-time. It was given in 1916 to Andrew Bonar Law, and when he declined, to David Lloyd George. It is worth noting that a government is not formed by a vote of the House of Commons, merely a commission from the monarch. The House of Commons gets its first chance to indicate confidence in the new government when it votes on the Speech from the Throne (the legislative programme proposed by the new government).


          


          House of Lords


          The House of Lords was previously a hereditary, aristocratic chamber. Major reform has been partially completed and it is currently a mixture of hereditary members, bishops of the Church of England known as Lords Spiritual and appointed members (life peers, with no hereditary right for their descendants to sit in the House). It currently acts to review legislation formed by the House of Commons, with the power to propose amendments, and exercises a suspensive veto. This allows it to delay legislation if it does not approve for twelve months. However, the use of vetoes is limited by convention and the operation of the Parliament Acts: the Lords may not veto the "money bills" or major manifesto promises (see Salisbury convention). Persistent use of the veto can also be overturned by the Parliament Act by the Commons. Often governments will accept changes in legislation in order to avoid both the time delay, and the negative publicity of being seen to clash with the Lords.


          The House of Lords is currently also the final court of appeal on civil cases within the United Kingdom, although in practice only a small subset of the House of Lords, known as the Law Lords, hears judicial cases. In accordance with the legal doctrine of stare decisis, the House of Lords supersedes all civil and criminal courts in England & Wales. (The House of Lords has no role in criminal case appeals in Scotland.) The Constitutional Reform Act 2005 outlines plans for a Supreme Court of the United Kingdom to replace the role of the Law Lords.


          


          Judiciary


          The Lord Chancellor (prior to the Constitutional Reform Act 2005) was the head of the judiciary in England and Wales. He appointed judges and magistrates for criminal courts on behalf of the Sovereign. Since 2005, the Lord Chief Justice has assumed the role as head of the judicial branch of government. The Lord Chancellor fell into all the three branches of government, taking roles in the executive, legislature and judiciary, which is a peculiarity amongst many liberal democracies in the world today. However, the Constitutional Reform Act 2005 removes much of the power in this role and gives it to others in the British government, mainly the newly created post of Secretary of State for Constitutional Affairs. Another part of The Lord Chancellor's duties in the House of Lords has been replaced by a dedicated " Lord Speaker", who acts as a permanent presiding officer for the House of Lords.


          The highest court of appeal within the UK at present is the House of Lords. In practice, only the Law Lords hear cases. After 2009, the highest court of appeal will be a new dedicated Supreme Court of the United Kingdom.


          


          Devolved powers


          In addition to the House of Commons, Scotland now has its own parliament and Wales and Northern Ireland have assemblies.


          The Scottish and Welsh devolved bodies are elected by AMS, and the Northern Ireland Assembly by STV, both forms of proportional representation. The devolved governments have some legislative and other powers, but no legal right to exist. De jure, they can have their powers broadened, narrowed or changed by an Act of the UK Parliament. However, Scotland has a tradition of popular sovereignty as opposed to parliamentary sovereignty and the fact that the Scottish parliament was established following a referendum would make it politically difficult to significantly alter its powers without popular consent.


          The UK is therefore a unitary state with a devolved system of government. This contrasts with a federal system, in which sub-parliaments or state parliaments and assemblies have a clearly defined constitutional right to exist and a right to exercise certain constitutionally guaranteed and defined functions and cannot be unilaterally abolished by Acts of the central parliament.


          
            [image: The Scottish Parliament Building in Holyrood, Edinburgh, seat of the Scottish Parliament.]

            
              The Scottish Parliament Building in Holyrood, Edinburgh, seat of the Scottish Parliament.
            

          


          
            [image: Parliament Buildings in Stormont, Belfast, seat of the Northern Ireland Assembly.]

            
              Parliament Buildings in Stormont, Belfast, seat of the Northern Ireland Assembly.
            

          


          Tendencies to devolution with the wider United Kingdom have had only little resonance in England. There is little appetite for a devolved English parliament, although senior Conservatives and Liberal Democrats have voiced concerns in regard to the West Lothian Question, which is raised where certain policies for England are set by MPs from all four constituent nations whereas similar policies for Scotland or Wales might be decided in the devolved assemblies by legislators from those countries alone. Alternative proposals for English regional government have stalled, following a poorly received referendum on devolved government for the North East of England, which had hitherto been considered the region most in favour of the idea, with the exception of Cornwall, where there is widespread support for a Cornish Assembly, including all five Cornish MPs. England is therefore governed according to the balance of parties across the whole of the United Kingdom.


          The resurgence in Celtic language and identity, as well as 'regional' politics and development, has contributed to forces pulling against the unity of the state. This was clearly demonstrated when- although some argue it was influenced by general public dillusionment with Labour- the Scottish National Party became the largest party in the Scottish Parliament by one seat. Alex Salmond (leader of SNP) has since made history by becoming the first First Minister of Scotland from a party other than Labour. The SNP rule as a minority government at Holyrood. Nevertheless, recent opinion polls have suggested that nationalism (i.e. a desire to break up the UK) is rising within Scotland and England. However, the polls have been known to be inaccurate in the past (for example, in the run up to the 1992 General Election). Moreover, polls carried out in the 1970s and the 1990s showed similar results, only to be debunked at elections. While support for breaking up the UK was strongest in Scotland, there was still a clear lead for unionism over nationalism. In Northern Ireland, there has been a significant decrease in violence over the last twenty years, though the situation remains tense, with the more hard-line parties such as Sinn Fin and the Democratic Unionists now holding the most parliamentary seats (see Demographics and politics of Northern Ireland).


          


          England


          The government has no plans to establish an English parliament or assembly although several pressure groups are calling for one. One of their main arguments is that MPs (and thus voters) from different parts of the UK have inconsistent powers. Currently an MP from Scotland can vote on legislation which affects only England but MPs from England (or indeed Scotland) cannot vote on matters devolved to the Scottish parliament. Indeed, the current Prime Minister Gordon Brown, who is an MP for a Scottish constituency, introduces some laws that only affect England and not his own constituency. This anomaly is known as the West Lothian question.


          The policy of the UK Government in England was to establish elected regional assemblies with no legislative powers. The London Assembly was the first of these, established in 2000, following a referendum in 1998, but further plans were abandoned following rejection of a proposal for an elected assembly in North East England in a referendum in 2004. Unelected regional assemblies remain in place in eight regions of England.


          


          Northern Ireland


          The current government of Northern Ireland was established as a result of the 1998 Good Friday Agreement. This created the Northern Ireland Assembly. The Assembly is a unicameral body consisting of 108 members elected under the Single Transferable Vote form of proportional representation. The Assembly is based on the principle of power-sharing, in order to ensure that both communities in Northern Ireland, unionist and nationalist, participate in governing the region. It has power to legislate in a wide range of areas and to elect the Northern Ireland Executive (cabinet). It sits at Parliament Buildings at Stormont in Belfast.


          The Assembly has authority to legislate in a field of competences known as "transferred matters". These matters are not explicitly enumerated in the Northern Ireland Act 1998 but instead include any competence not explicitly retained by the Parliament at Westminster. Powers reserved by Westminster are divided into "excepted matters", which it retains indefinitely, and "reserved matters", which may be transferred to the competence of the Northern Ireland Assembly at a future date. Health and education are "transferred" but criminal law and police are "reserved" and royal succession, defence and international relations are all "excepted".


          While the Assembly was in suspension, due to scandals involving the main parties and the Provisional Irish Republican Army (IRA), its legislative powers were exercised by the UK government, which effectively had power to legislate by decree. Laws that would normally be within the competence of the Assembly were passed by the UK government in the form of Orders-in-Council rather than legislative acts.


          


          Scotland
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          The current Scottish Parliament was established by the Scotland Act 1998 and its first meeting as a devolved legislature was on 12 May 1999. The parliament has the power to pass laws and has limited tax-varying capability. Another of its jobs is to hold the Scottish Government to account. The "devolved matters" over which it has responsibility include education, health, agriculture, and justice. A degree of domestic authority, and all foreign policy, remains with the UK Parliament in Westminster.


          The public take part in Parliament in a way that is not the case at Westminster through Cross Party Groups on policy topics which the interested public join and attend meetings of alongside Members of the Scottish Parliament (MSPs).


          


          Wales
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          The National Assembly for Wales is a devolved assembly with power to make legislation in Wales, and is also responsible for Welsh Assembly Government departments in Wales. The Assembly was formed under the Government of Wales Act 1998, by the Labour government, after a referendum in 1997 (also supported by Plaid Cymru and the Liberal Democrats) approved its creation.


          There is now a legal separation of the legislative and executive functions of the National Assembly, since the passing of the Government of Wales Act 2006. The Act created a separate executive called the " Welsh Assembly Government" which performs the day to day running of government affairs and contains members of the highest elected party of the Assembly chamber. The act also made the National Assembly for Wales a separate entity from the Welsh Assembly Government, and this entity scrutinizes the government in power. The " Assembly Commission" was also created to ensure the smooth running of resources and gathering of accurate facts for the Assembly to deal with.


          

          As of the passing of the Government of Wales Act 2006, the National Assembly for Wales now has it's own legislative powers known as Assembly Measures. Each Assembly Measure derives it's power from a Legislative Competency Order which has to be passed by the Assembly and two Houses of Parliament. Before the 2006 Act, the Assembly did not have such legislative power and only had the right to develop Subordinate legislation off primary legislation made by the UK Parliament.


          


          Elections and parties


          Unlike many European nations, the United Kingdom uses a first-past-the-post system to elect members of Parliament. Therefore, elections and political parties in the United Kingdom are affected by Duverger's Law, which causes the agglomeration of related political ideologies into a few large parties with many small parties rarely winning representation.


          Historically, the United Kingdom had two major political parties, though currently three parties dominate the political landscape. Originally, the Conservatives and the Liberals dominated British politics, but the Liberal Party collapsed in the early twentieth century and was largely replaced by the Labour Party. In the 1980s, the Liberals merged with the Social Democratic Party and have recently experienced a resurgence as the Liberal Democrats, enough so to again be considered a major party. In addition to the three major parties, many minor parties contest elections. Of these, few except for regional parties such as the Scottish National Party and Democratic Unionist Party win seats in Parliament.


          In the most recent general election in 2005, the Labour Party won re-election on a reduced majority, with both the Conservatives and Liberal Democrats making gains at the expense of Labour.


          


          Electoral systems


          Various electoral systems are used in the UK:


          
            	The First Past the Post system is used for general elections, and also for some local government elections in England and Wales (previously in Scotland).


            	The Bloc Vote system is also used for some local government elections in England and Wales (previously in Scotland).


            	Additional member systems have been in use, since devolution in 1999, for the Scottish Parliament, Welsh Assembly and London Assembly.


            	The Single Transferable Vote system is used to elect the Northern Ireland Assembly, Northern Ireland's local councils, and Northern Ireland's members of the European Parliament. Scottish local councils started using the STV system in 2007.


            	The party list is used for European Parliament elections in Great Britain (but not Northern Ireland).


            	The Supplementary Vote is used to elect directly-elected mayors, such as the Mayor of London.

          


          In the last few general elections, voter mandates for Westminster in the 40% ranges have been swung into 60% parliamentary majorities. No government has won a majority of the popular vote since the National Government of Stanley Baldwin in 1935. Twice since World War II (in 1951 and February 1974) the party with fewer popular votes actually came out with the larger number of seats. One reason for all the quirks is that Britain has many political parties, making it possible to win individual constituencies on less than 50% of the vote due to the opposition votes being divided.


          Electoral reform has been considered for general elections many times, but after the Jenkins Commission report in October 1998, which suggested the Alternative vote top-up for general elections was effectively ignored by the government, there have been no further government proposals for reform. It is highly unlikely that electoral reform will happen unless there is a significant change in the balance of power and Labour loses its large majority.


          Low turnout is a concern, as the percentage of the electorate who voted in the last general election was just 61%.


          


          History of political parties


          



          UK political parties originated in 1662 in the aftermath of the English Civil War, with the creation of the Court Party and the Country Party.


          


          Conservatives (Tories)


          The Country Party soon became known as the Tories (now the Conservative party, still commonly referred to as "the Tories") and the Whigs. The two remained the main political parties until the 20th century.


          The term "Tory" originates from the Exclusion Bill crisis of 1678-1681 - the Whigs were those who supported the exclusion of the Roman Catholic Duke of York from the thrones of England, Ireland and Scotland, and the Tories were those who opposed it. Both names were originally insults: a "whiggamor" was a cattle driver, and a "tory" was an Irish term for an outlaw.


          Generally, the Tories were associated with lesser gentry and the Church of England, while Whigs were more associated with trade, money, larger land holders (or "land magnates"), expansion and tolerance. Both were still committed to the political system in place at that time. Neither group could be considered a true political party in the modern sense.


          The Rochdale Radicals were a group of more extreme reformists who were also heavily involved in the cooperative movement. They sought to bring about a more equal society, and are considered by modern standards to be left-wing.


          
            [image: Robert Peel]

            
              Robert Peel
            

          


          After becoming associated with repression of popular discontent in the years after 1815, the Tories underwent a fundamental transformation under the influence of Robert Peel, himself an industrialist rather than a landowner, who in his 1834 " Tamworth Manifesto" outlined a new "Conservative" philosophy of reforming ills while conserving the good.


          Though Peel's supporters subsequently split from their colleagues over the issue of free trade in 1846, ultimately joining the Whigs and the Radicals to form what would become the Liberal Party, Peel's version of the party's underlying outlook was retained by the remaining Tories, who adopted his label of Conservative as the official name of their party.


          The term ' Liberal Party' was first used officially in 1868, though it had been in use colloquially for decades beforehand. The Liberal Party formed a government in 1870 and then alternated with the Conservative Party as the party of government throughout the late 19th century and early 20th century.


          The Irish Parliamentary Party was set up to replace the Home Rule League in 1882. It remained the third-largest party in British politics until 1918, often holding the balance of power.


          


          Labour


          In 1900, the Labour Representation Committee was established and it changed its name to The Labour Party in 1906. After the First World War, this led to the demise of the Liberal Party as the main reformist force in British politics. The existence of the Labour Party on the left of British politics led to a slow waning of energy from the Liberal Party, which has consequently assumed third place in national politics. After performing poorly in the elections of 1922, 1923 and 1924, the Liberal Party was superseded by the Labour Party as the party of the left.


          


          History


          Following two brief spells in minority governments in 1924 and 1929-1931, the Labour Party had its first true victory after World War II in the 1945 " khaki election". Throughout the rest of the twentieth century, Labour governments alternated with Conservative governments. The Conservatives were in power for most of the time, with the Labour Party suffering the "wilderness years" of 1951-1964 (three straight General Election defeats) and 1979-1997 (four straight General Election defeats).


          During this second period, Margaret Thatcher, who became leader of the Conservative party in 1975, made a fundamental change to Conservative policies, turning the Conservative Party into an economic neoliberal party. In the General Election of 1979 she defeated James Callaghan's troubled Labour government after the winter of discontent.


          For most of the 1980s and the 1990s, Conservative governments under Thatcher and her successor John Major pursued policies of privatization, anti-trade-unionism, and, for a time, Monetarism, now known collectively as Thatcherism.


          The Labour Party elected left-winger Michael Foot as their leader after their 1979 election defeat, and he responded to dissatisfaction with the Labour Party by pursuing a number of radical policies developed by its grass-roots members. In 1981 several right-wing Labour MPs formed a breakaway group called the Social Democratic Party (SDP), a move which split Labour and is widely believed to have made Labour unelectable for a decade. The SDP formed an alliance with the Liberal Party which contested the 1983 and 1987 general elections as a centrist alternative to Labour and the Conservatives. After some initial success, the SDP did not prosper (partly due to its unfavourable distribution of votes in the FPTP electoral system), and was accused by some of splitting the anti-Conservative vote.


          The SDP eventually merged with the Liberal Party to form the Liberal Democrats in 1988. Support for the new party has increased since then, and the Liberal Democrats (often referred to as LibDems) in 1997 and 2001 gained an increased number of seats in the House of Commons.


          The Labour Party was badly defeated in the Conservative landslide of the 1983 general election, and Michael Foot was replaced shortly thereafter by Neil Kinnock as leader. Kinnock expelled the far left Militant tendency group and moderated many of the party's policies. Yet he was in turn replaced by John Smith after Labour defeats in the 1987 and 1992 general elections.


          Tony Blair became leader of the Labour party after John Smith's sudden death from a heart attack in 1994. He continued to move the Labour Party back towards the 'centre' by loosening links with the unions and embracing many of Margaret Thatcher's liberal economic policies. This, coupled with the professionalising of the party machine's approach to the media, helped Labour win a historic landslide in the 1997 General Election, after 18 years of Conservative governent. Some observers say the Labour Party had by then morphed from a democratic socialist party to a social democratic party, a process which delivered three general election victories but alienated some of its core base.


          


          Main political parties


          
            	Whigs


            	Tories


            	Radical Party (UK)


            	Conservative Party (UK)


            	Liberal Party (UK)


            	Irish Parliamentary Party


            	Labour Party (UK)


            	Social Democratic Party (UK)


            	Liberal Democrats

          


          


          Current political landscape


          In the 2005 General Election, Tony Blair's Labour Party won an unprecedented (for Labour) third consecutive term, albeit with a reduced majority.


          After the Labour victory senior Conservative figures indicated that their party needed to change both its outlook and, perhaps more importantly, its image. The Conservative Party's legacy of its difficulties in the early- and mid-1990s appeared to have alienated many middle-class voters, and its aging membership (average age 65) also posed problems.


          Leader Michael Howard tendered his resignation soon after the election, and his resigning was followed by a review of the leadership election rules and the leadership campaign. The campaign culminated with speeches by the two lead candidates, David Davis and David Cameron, at the 2005 party conference. Following his well received speech David Cameron was elected by the party membership with large majority of votes cast.


          The Conservatives under David Cameron have seen their popularity grow, as shown by their success at the Local Elections in May 2006 and May 2007 and opinion polls which have largely, but not always, shown a small lead over Labour since early 2006. These poll leads are their first since the early 1990s.


          Conversely, since the 2005 election the Labour Government has suffered from internal power-struggles over when Tony Blair would step down as Prime Minister and party leader, as well as the on-going issue of Iraq. Individual Labour government departments have also come under increasing criticism, especially the Home Office, which is in charge of U.K prisons, as well as the country's immigration and asylum policies. In June 2007 Gordon Brown took over from Tony Blair as leader of the Labour party.


          Major national issues in current British national politics, in descending order of voter concern (as of MORI poll September 2006), are:


          
            	Race relations / immigration


            	Defence / Terrorism


            	Law and order


            	The National Health Service (NHS)


            	Education


            	Pollution and the environment


            	The state of the economy


            	Housing and house prices


            	Pensions and benefits


            	Taxation

          


          There are also specific regional issues, not listed above.


          


          Minor parties


          


          Small parties


          The Respect party, a left-wing group that came out of the anti-war movement has one MP, George Galloway, and a small number of seats on local councils across the country.


          


          Non-Parliamentary political parties


          Two parties have no seats in Parliament, but multiple seats in the European Parliament and a number of seats on local councils.


          
            	Green Party


            	United Kingdom Independence Party (UKIP)

          


          The Greens also have two seats in the London Assembly; UKIP elected two members to the London Assembly, but they subsequently quit the party and now sit as One London members. Veritas has one Member of the European Parliament (MEP), its founder and former leader Robert Kilroy Silk, though he was elected for UKIP (which he later left). The Scottish National Party has formed a minority government in the Scottish Parliament, and Plaid Cymru have seats in the Welsh Assembly, as well as each having a number of council seats. A number of other parties have local councillors including the British National Party (BNP), the Liberal Party (in Liverpool, Peterborough and elsewhere), Mebyon Kernow (Cornish nationalist party) in Cornwall, and the Communist Left Alliance (in Fife).


          


          Regional/National parties


          Other political parties contest elections in constituent parts of the United Kingdom, seeking autonomy or independence, for example:


          
            	Mebyon Kernow (Sons of Cornwall)


            	Plaid Cymru - Party of Wales


            	Scottish Green Party


            	Scottish National Party (SNP, advocating independent Scottish statehood within the European Union)


            	Scottish Socialist Party (campaigning for a socialist Scottish republic)


            	English Democrats (campaigners for a separate English Parliament)

          


          The SNP and Plaid Cymru work as a single parliamentary group in the UK and European parliaments.


          Several local parties contest only within a specific area, a single county, borough or district. Examples include the Better Bedford Independent Party, one of the dominant parties in Bedford Borough Council, led by Bedford's current Mayor, Frank Branston. The most notable local party is Health Concern, which controls a single seat in the UK Parliament.


          


          The far-left and far-right


          Other minor UK political parties exist, but generally do not succeed in returning MPs to Parliament. There is a tendency on the far left and right for a proliferation of tiny groups (also known by the French term ' groupuscules'), sometimes characterized by extremely rigid ideologies or built around personalities. The largest of these groups probably is the Socialist Workers Party with a few thousand members.


          


          Independents


          There are also a few independent politicians with no party allegiance. This normally occurs only when an MP decides to break with his party in mid-session. Since 1950 only two MPs have been elected as genuine independents, though others have been elected after breaking away from their party:


          
            	Martin Bell represented the Tatton constituency in Cheshire between 1997 and 2001. He was elected following a "sleaze" scandal involving the sitting Conservative MP, Neil Hamilton -- Bell, a BBC journalist, stood as an anticorruption independent candidate, and the Labour and Liberal Democrat parties withdrew their candidates from the election.


            	Dr. Richard Taylor MP was elected for the Wyre Forest constituency in the 2001 on a platform opposing the closure of Kidderminster hospital. He later established Health Concern, the party under which he ran in 2005.

          


          


          Local Government


          main articles Local government in England, Local government in Scotland, Local government in Wales, Local government in Northern Ireland


          

          The UK is divided into a variety of different types of Local Authorities, with different functions and responsibilities. Though England has a mix of two-tier and single-tier councils in different parts of the country, Unitary Authorities are used throughout Scotland, Wales and Northern Ireland. In Greater London, a unique two-tier system exists, with power shared between the London borough councils, and the Greater London Authority which is headed by an elected mayor.


          


          European Union


          The United Kingdom is a member of the European Union (EU). As such, UK citizens elect Members of the European Parliament to represent them in the European Parliament in Brussels and Strasbourg. The UK elects 78 MEPs.


          In recent years, there have been divisions in both major parties as to whether the UK should form greater ties within the EU, leave things as they are, or reduce the EU's supranational powers. Opponents of greater European integration are known as Eurosceptics, supporters Europhiles. Divisions over Europe run deep in both major parties, and though the Conservative Party is seen to split over this issue, whilst in Government up to 1997 and today in opposition. The Labour Party also faces conflicting views within Cabinet over UK adoption of the euro, and on ratification of the Treaty of Lisbon.


          British nationalists have long campaigned against EU integration. The strong showing of the eurosceptic United Kingdom Independence Party (UKIP) in the 2004 European Parliament elections has shifted the debate over UK relations with the EU.


          


          International organization participation


          
            
              	African Development Bank


              	Asian Development Bank


              	Australia Group


              	Bank for International Settlements


              	Commonwealth of Nations


              	Caribbean Development Bank (non-regional)


              	Council of Europe


              	CERN


              	Euro-Atlantic Partnership Council


              	European Bank for Reconstruction and Development


              	United Nations Economic Commission for Africa (associate)


              	United Nations Economic Commission for Europe


              	United Nations Economic Commission for Latin America and the Caribbean


              	European Investment Bank


              	European Space Agency


              	Economic and Social Commission for Asia and the Pacific


              	European Union


              	Food and Agriculture Organization


              	G5, G6, G7, G8


              	G10


              	Inter-American Development Bank


              	International Atomic Energy Agency


              	International Bank for Reconstruction and Development


              	International Civil Aviation Organization


              	International Chamber of Commerce


              	International Criminal Court


              	International Confederation of Free Trade Unions


              	International Red Cross and Red Crescent Movement


              	International Development Association


              	International Energy Agency


              	International Fund for Agricultural Development


              	International Finance Corporation


              	International Federation of Red Cross and Red Crescent Societies


              	International Hydrographic Organization


              	International Labour Organization


              	International Monetary Fund


              	International Maritime Organization


              	Inmarsat


              	International Telecommunications Satellite Organization (Intelsat)


              	International Criminal Police OrganizationInterpol


              	International Olympic Committee (IOC)


              	International Organization for Migration (IOM) (observer)


              	International Organization for Standardization (ISO)


              	International Telecommunication Union (ITU)


              	International Whaling Commission


              	MONUC,


              	Non-Aligned Movement (NAM) (guest)


              	North Atlantic Treaty Organization (NATO)


              	Nuclear Energy Agency (NEA)


              	Nuclear Suppliers Group (NSG)


              	Organization of American States OAS) (observer)


              	Organization for Economic Cooperation and Development


              	Organization for the Prohibition of Chemical Weapons


              	Organization for Security and Co-operation in Europe (OSCE)


              	Permanent Court of Arbitration


              	Secretariat of the Pacific Community (SPC)


              	United Nations


              	United Nations Security Council (permanent member)


              	United Nations Mission in Sierra Leone (UNAMSIL)


              	United Nations Conference on Trade and Development (UNCTAD)


              	UNESCO


              	United Nations Peacekeeping Force in Cyprus (UNFICYP)


              	United Nations High Commissioner for Refugees (UNHCR)


              	United Nations Industrial Development Organization (UNIDO)


              	United Nations Iraq-Kuwait Observation Mission (UNIKOM)


              	United Nations Mission in Bosnia and Herzegovina (UNMIBH)


              	United Nations Interim Administration Mission in Kosovo (UNMIK)


              	United Nations Observer Mission in Georgia (UNOMIG)


              	United Nations Relief and Works Agency for Palestine Refugees in the Near East (UNRWA)


              	UNTAET


              	UNU


              	Universal Postal Union (UPU)


              	World Confederation of Labour


              	World Customs Organization


              	Western European Union


              	World Health Organization


              	World Intellectual Property Organization


              	World Meteorological Organization


              	World Trade Organization


              	Zangger Committee
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          A pollinator is the biotic agent ( vector) that moves pollen from the male anthers of a flower to the female stigma of a flower to accomplish fertilization or syngamy of the female gamete in the ovule of the flower by the male gamete from the pollen grain. Though the terms are sometimes confused, a pollinator is different from a pollenizer, which is a plant that is a source of pollen for the pollination process.


          


          Types of pollinators


          
            [image: Honey bee with pollen adhering]

            
              Honey bee with pollen adhering
            

          


          
            [image: A syrphid fly (Eristalinus taeniops) pollinating a Common Hawkweed]

            
              A syrphid fly (Eristalinus taeniops) pollinating a Common Hawkweed
            

          


          The most recognized pollinators are the various species of bees, which are plainly adapted to pollination. Bees typically are fuzzy and carry an electrostatic charge. Both features help pollen grains adhere to their bodies, but they also have specialized pollen-carrying structures; in most bees, this takes the form of a structure known as the scopa, which is on the hind legs of most bees, and/or the lower abdomen (e.g., of megachilid bees), made up of thick, plumose setae. Honey bees, bumblebees, and their relatives do not have a scopa, but the hind leg is modified into a structure called the corbicula (also known as the " pollen basket"). Most bees gather nectar, a concentrated energy source, and pollen, which is high protein food, to nurture their young, and inadvertently transfer some among the flowers as they are working. Eusocial bees such as honey bees need an abundant and steady source of pollen to multiply.


          Euglossine bees pollinate orchids, but these are male bees collecting floral scents rather than females gathering nectar or pollen. Female orchid bees act as pollinators, but of flowers other than orchids.


          Lepidoptera ( butterflies and moths) also pollinate to a small degree. They are not major pollinators of our food crops, but various moths are important for some wildflowers, or other commercial crops such as tobacco.


          Many other insects accomplish pollination. Wasps (esp. Sphecidae and Vespidae), bombyliid flies and syrphid flies are important pollinators of some plants. Beetles, midges, and even thrips or ants can sometimes pollinate flowers. Green bottle or carrion flies are important for some flowers, usually ones that exude a fetid odour. Some male Bactrocera fruit flies are exclusive pollinators of some wild Bulbophyllum orchids that have a specific chemical attractant present in their floral fragrance. Some Diptera (flies) may be the main pollinators in higher elevations of mountains whereas Bombus species are the only pollinators among Apoidea in alpine regions at timberline and beyond. Other insect orders are rarely pollinators, and then typically only accidentally (e.g., Hemiptera such as Anthocoridae, Miridae)


          Bats are important pollinators of some tropical flowers. Birds, particularly hummingbirds, honeyeaters and sunbirds also accomplish much pollination, especially of deep-throated flowers. Other vertebrates, such as monkeys, lemurs, possums, rodents and lizards have been recorded pollinating some plants.


          Plants fall into pollination syndromes that reflect the type of pollinator being attracted. These are characteristics such as: the size, the depth of the corolla, the colour (including patterns called nectar guides that are visible only in ultraviolet light), the scent, amount of nectar, composition of nectar, etc. For example, birds visit red flowers with long narrow tubes and lots of nectar, but are not as strongly attracted to wide flowers with little nectar and copious pollen, which are more attractive to beetles. When these characteristics are experimentally modified (altering colour, size, orientation), pollinator visitation may decline,.


          Humans can be pollinators, as many gardeners have discovered that they must hand pollinate garden vegetables, whether because of pollinator decline (as has been occurring in parts of the U.S. since the mid-20th century) or simply to keep a strain genetically pure. This can involve using a small brush or cotton swab to move pollen, or to simply tap or shake tomato blossoms to release the pollen for the self pollinating flowers. Tomato blossoms are self fertile, but (with the exception of potato-leaf varieties) have the pollen inside the anther, and the flower requires shaking to release the pollen through pores. This can be done by wind, by humans, or by a sonicating bee (one that vibrates its wing muscles while perched on the flower), such as a bumblebee. Sonicating bees are extremely efficient pollinators of tomatoes, and colonies of bumblebees are quickly replacing humans as the primary pollinators for greenhouse tomatoes.


          Millions of hives of honey bees are contracted out as pollinators by beekeepers, and honey bees are by far the most important commercial pollinating agents, but many other kinds of pollinators, from bluebottle flies, to bumblebees, orchard mason bees, and leaf cutter bees are cultured and sold for managed pollination.
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          Pollinator decline is based on observations made at the end of the twentieth century of the reduction in abundance of pollinators in many ecosystems worldwide.


          Pollinators participate in sexual reproduction of many plants, by ensuring cross- pollination, essential for some species, or a major factor in ensuring genetic diversity for others. Since plants are the primary food source for animals, the reduction of one of the primary pollination agents, or even their possible disappearance, has raised concern, and the conservation of pollinators has become part of biodiversity conservation efforts.


          


          Observation of pollinator decline


          As plantings have grown larger, the need for concentrated pollinators at bloom time has grown. At the same time populations of many pollinators has been declining, and this decline has become a major environmental issue today. Pollination management seeks to protect, enhance, and augment agricultural pollination.


          For example, feral honey bee populations in the US have dropped about 90% in the past 50 years, except for the Southwest where they have been replaced by Africanized bees. At the same time managed honey bee colonies have dropped by about two thirds. On the other hand, this has been offset by a natural increase in native pollinator populations in parts of the US, where such had been partially displaced by the invasive honey bees imported from Europe.


          Monoculture needs very high populations at bloom, but can make the area quite barren, or even toxic when the bloom is done.


          The study of pollinator decline is also interesting some scientists, as bees have the potential to become a keystone indicator species of environmental degradation. Any changes in their abundance and diversity will influence the abundance and diversity of the prevailing plant species. This is a mutual dependency as bees rely on a steady nectar source and pollen source throughout the year to build up their hive.


          


          Consequences


          The value of bee pollination in human nutrition and food for wildlife is immense and difficult to quantify.


          It is commonly said that about one third of human nutrition is due to bee pollination. This includes the majority of fruits, many vegetables (or their seed crop) and secondary effects from legumes such as alfalfa and clover fed to livestock. In the United States, only about 30% of crops utilize honeybees for their pollination, and even among those some of the bee usage is superfluous, native pollinators actually doing the work .


          In 2000 Drs. Roger Morse and Nicholas Calderone of Cornell University, attempted to quantify the effects of just one pollinator, the Western honey bee, on only US food crops. Their calculations came up with a figure of US $14.6 billion in food crop value.


          There has not been sufficient study to quantify the effects of pollinator decline on wild plants and wild life that depends on them for feed. Some plants on the endangered species list are endangered because they have lost their normal, native pollinators because of displacement by invasive honey bees. It is important to recognize that honey bees are not native to the Western Hemisphere, so any loss of honey bees does not represent a threat to native plants; the role of honey bees in the Western Hemisphere is almost exclusively agricultural. To the extent that honey bees compete with native bee species, a decrease in the honey bee population may be beneficial to native plants and pollinators.


          


          Increasing public awareness


          The steady increase in beekeeper migration (for pollination service on agricultural crops) has masked the issue of pollinator decline from much public awareness, however sudden blocks to such migration could have catastrophic results on the global food supply.


          


          Possible explanations for pollinator decline


          


          Pesticide misuse


          It is a label violation to apply most insecticides on crops during bloom, or to allow the pesticide to drift to blooming weeds that bees are visiting. Yet such applications are frequently done, with little enforcement of the bee protection directions. Pesticide misuse has driven beekeepers out of business, but can affect native wild bees even more, because they have no human to move or protect them.


          Bumblebee populations are in jeopardy in cotton-growing areas, since they are dosed repeatedly when pesticide applicators apply insecticides on blooming cotton fields while the bees are foraging.


          Widespread aerial applications for mosquitoes, med-flies, grasshoppers, gypsy moths and other insects leave no islands of safety where wild insect pollinators can reproduce and repopulate. One such program can reduce or endanger pollinator populations for several years.


          Many homeowners feel that dandelions and clover are weeds, that lawns should only be grass, and that they should be highly treated with pesticides. This makes a hostile environment for bees, butterflies and other pollinators.


          See articles:


          
            	Endangered arthropod


            	Imidacloprid effects on bee population


            	Regent

          


          


          Rapid transfer of parasites and diseases of pollinator species around the world


          Increased international commerce within modern times has moved diseases such as American foulbrood and chalkbrood, and parasites such as varroa mites, acarina mites, and the small African hive beetle to new areas of the world, causing much loss of bees in the areas where they do not have much resistance to these pests. Imported fire ants have decimated ground nesting bees in wide areas of the southern US.


          


          Loss of habitat and forage


          The push to remove hedgerows and other "unproductive" land in some farm areas removes habitat and homes for wild bees. Large tractor mounted rotary mowers may make farms and roadsides look neater, but they remove bee habitat at the same time. Old crops such as sweet clover and buckwheat, which were very good for bees have been disappearing. Urban and suburban development pave or build over former areas of pollinator habitat.


          Clearcut logging, especially when mixed forests are replaced by uniform age pine planting, causes serious loss of pollinators, by removing hardwood bloom that feeds bees early in the season, and by removing hollow trees used by feral honey bees, and dead stubs used by many solitary bees.


          


          Nectar corridors


          Migratory pollinators require a continuous supply of nectar sources to gain their energy requirements for the migration. In some areas development or agriculture has disrupted and broken up these traditional corridors, and the pollinators have to find alternative routes or discontinue migration. A good example is the endangered lesser long-nosed bat (Leptonycteris curasoae) which was formerly the main pollinator of a number of cactus species in southwestern United States. Its numbers have severely declined, in part due to disruption of the nectar corridors that it formerly followed. Other migratory pollinators include monarch butterflies and some hummingbirds.


          


          Hive destruction


          Bees are often viewed negatively by homeowners and other property owners. A search for " carpenter bees" on the Internet primarily yields information on removal rather than information regarding bees in a positive light. Recent hysteria regarding killer bees has contributed to these views. Beekeepers find increased vandalism of their hives, more difficulty in finding locations for bee yards, and more people inclined to sue the local beekeeper if they are stung, even if it is by a yellow jacket.


          


          Light pollution


          Increasing use of outside artificial lights, which interfere with the navigational ability of many moth species, and is suspected of interference with migratory birds may also impact pollination. Moths are important pollinators of night blooming flowers and moth disorientation may reduce or eliminate the plants ability to reproduce, thus leading to long term ecological effects. This is a new field and this environmental issue needs further study.


          


          Threat by invasive honey bees


          Many native pollinators decline in population when faced with competition from invasive honey bees. For example, the western honey bee is invasive in the United States, the wild population comprised entirely of feral bees escaped from European bee colonies imported to fertilize non-native, old-world crops. Where colony collapse disorder reduced invasive honey bee populations in the US, native pollinators sometimes have made recoveries, restored to their natural niche by the loss.


          


          Air pollution


          Researchers at the University of Virginia have discovered that air pollution from automobiles and power plants has been inhibiting the ability of pollinators such as bees and butterflies to find the fragrances of flowers. Pollutants such as ozone, hydroxyl, and nitrate radicals bond quickly with volatile scent molecules of flowers, which consequently travel shorter distances intact. There results a vicious cycle in which pollinators travel increasingly longer distances to find flowers providing them nectar, and flowers receive inadequate pollination to reproduce and diversify.


          


          Solutions to pollinator decline


          The decline of pollinators is compensated to some extent by beekeepers becoming migratory, following the bloom northward in the spring from southern wintering locations. Migration may be for traditional honey crops, but increasingly is for contract pollination to supply the needs for growers of crops that require it.


          


          Conservation and restoration efforts


          Efforts are being made to sustain pollinator diversity in agro- and natural eco-systems by some environmental groups. Prairie restoration, establishment of wildlife preserves, and encouragement of diverse wildlife landscaping rather than monoculture lawns, are examples of ways to help pollinators.


          


          Use of alternative pollinators


          Honey bees are usually the most widely chosen insects in most managed pollination situations. However they are not the most efficient pollinators of some flowers. Alternative pollinators, such as for example, leafcutter and alkali bees in alfalfa pollination and bumblebees in greenhouses for tomatoes are used to augment and in some cases replace honey bees. A wide variety of other bees can be found in the environment that are specialist pollinators (some only using one plant species). However, most of these alternative insects' value as pollinators and their relationships with plants are as yet little known.


          In the US, some think that other pollinators will in time replace the lost honey bees, blamed on introduced acarine and varroa mites, but general pollinator decline was already happening before these entered the picture. Only in a few areas are wild populations of pollinators building up; in most areas they are declining as quickly as honey bees.


          Furthermore pollinators cannot be exchanged on a one-for-one basis. They are not all equal. Some are generalists, some are specialists. Some are brawny; some are feeble. Some have long tongues; some short. Some work at colder temperatures than others. Bees may deliberately collect pollen, but have different collection techniques, which can greatly affect their efficiency as pollinators.


          Flowers are frequently specifically adapted to one pollinator, or a small group of pollinators because of floral structure, color, odour, nectar guides, etc. Proposed alternative pollinators may not be physically capable of accomplishing pollination, or they may not be attracted to the flower of that plant species, or they may rob nectar by cutting sepals, thus avoiding pollination. Understanding the pollination needs of a species is vital to understanding of a plant species, yet this is often poorly understood. In horticulture it is critical to the economic success of the grower, and crops have sometimes been abandoned from general use in an area because of lack of understanding of pollinator needs.
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          Pollution is the introduction of contaminants into an environment that cause harm to human health, other living organisms, and the environment. Pollution can be in the form of chemical substances, or energy such as noise, heat, or light. Pollutants can be naturally occurring substances or energies, but are considered contaminants when in excess of natural levels. Pollution is often categorized into point source and nonpoint source pollution.


          


          Pollution control


          Pollution control is a term used in environmental management. It means the control of emissions and effluents into air, water or soil. Without pollution controls the undesirable waste products from human consumption, industrial production, agricultural activities, mining, transportation and other sources will accumulate or disperse and degrade the natural environment. In the hierarchy of controls, pollution prevention and waste minimization are more desirable than pollution control.


          


          Pollution control devices


          
            	Dust collection systems

              
                	Cyclones


                	Electrostatic precipitators


                	Baghouses

              

            


            	Scrubbers

              
                	Baffle spray scrubber


                	Cyclonic spray scrubber


                	Ejector venturi scrubber


                	Mechanically aided scrubber


                	Spray tower


                	Wet scrubber

              

            


            	Sewage treatment and Wastewater treatment

              
                	API oil-water separators


                	Sedimentation (water treatment)


                	Dissolved air flotation (DAF)


                	Activated sludge biotreaters


                	Biofilters


                	Powdered activated carbon treatment

              

            


            	Vapor recovery systems

          


          


          Major forms of pollution and major polluted areas


          The major forms of pollution are listed below along with the particular pollutants relevant to each of them:


          
            	Air pollution, the release of chemicals and particulates into the atmosphere. Common examples include carbon monoxide, sulfur dioxide, chlorofluorocarbons (CFCs), and nitrogen oxides produced by industry and motor vehicles. Photochemical ozone and smog are created as nitrogen oxides and hydrocarbons react to sunlight.

          


          


          
            	Water pollution via runoff, leaching to groundwater, liquid spills, wastewater discharges, eutrophication and littering.


            	Soil contamination occurs when chemicals are released by spill or underground storage tank leakage. Among the most significant soil contaminants are hydrocarbons, heavy metals, MTBE, herbicides, pesticides and chlorinated hydrocarbons.


            	Radioactive contamination, added in the wake of 20th century discoveries in atomic physics. (See alpha emitters and actinides in the environment.)


            	Noise pollution, which encompasses roadway noise, aircraft noise, industrial noise as well as high-intensity sonar.


            	Light pollution, includes light trespass, over-illumination and astronomical interference.


            	Visual pollution, which can refer to the presence of overhead power lines, motorway billboards, scarred landforms (as from strip mining), open storage of trash or municipal solid waste.


            	Thermal pollution, is a temperature change in natural water bodies caused by human influence, such as use of water as coolant in a power plant.

          


          The Blacksmith Institute issues annually a list of the world's worst polluted places. In the 2007 issues the ten top nominees are located in Azerbaijan, China, India, Peru, Russia, Ukraine and Zambia.


          Effects


          


          Human health


          Adverse air quality can kill many organisms including humans. Ozone pollution can cause respiratory disease, cardiovascular disease, throat inflammation, chest pain, and congestion. Water pollution causes approximately 14,000 deaths per day, mostly due to contamination of drinking water by untreated sewage in developing countries. Oil spills can cause skin irritations and rashes. Noise pollution induces hearing loss, high blood pressure, stress, and sleep disturbance.


          


          Ecosystems


          
            	Sulfur dioxide and oxides of nitrogen can cause acid rain which reduces the pH value of soil.


            	Soil can become infertile and unsuitable for plants. This will affect other organisms in the food web.


            	Smog and haze can reduce the amount of sunlight received by plants to carry out photosynthesis.


            	Invasive species can out compete native species and reduce biodiversity. Invasive plants can contribute debris and biomolecules ( allelopathy) that can alter soil and chemical compositions of an environment, often reducing native species competitiveness.


            	Biomagnification describes a situation where toxins may be pass through trophic levels, becoming exponentially more concentrated in the process.

          


          


          Regulation and monitoring


          To protect the environment from the adverse effects of pollution, many nations worldwide have enacted legislation to regulate various types of pollution as well as to mitigate the adverse effects of pollution.


          


          United States


          The United States Environmental Protection Agency (EPA) established threshold standards for air pollutants to protect human health on January 1, 1970. One of the ratings chemicals are given is carcinogenicity. In addition to the classification "unknown", designated levels range from non-carcinogen, to likely and known carcinogen. Some scientists have said that the concentrations which most of these levels indicate are far too high and the exposure of people should be less. In 1999, the United States EPA replaced the Pollution Standards Index (PSI) with the Air Quality Index (AQI) to incorporate new PM2.5 and Ozone standards.


          The United States Congress passed the Clean Air Act in 1963 to legislate the reduction of smog and atmospheric pollution in general. That legislation has subsequently been amended and extended in 1966, 1970, 1977 and 1990. Numerous state and local governments have enacted similar legislation either implementing or filling in locally important gaps in the national program. The national Clean Air Act and similar state legislative acts have led to the widespread use of atmospheric dispersion modeling in order to analyze the air quality impacts of proposed major actions.


          Passage of the Clean Water Act amendments of 1977 required strict permitting for any contaminant discharge to navigable waters, and also required use of best management practices for a wide range of other water discharges including thermal pollution.


          Passage of the Noise Control Act established mechanisms of setting emission standards for virtually every source of noise including motor vehicles, aircraft, certain types of HVAC equipment and major appliances. It also put local government on notice as to their responsibilities in land use planning to address noise mitigation. This noise regulation framework comprised a broad data base detailing the extent of noise health effects.


          The state of California's Office of Environmental Health Hazard Assessment (OEHHA) has maintained an independent list of substances with product labeling requirements as part of Proposition 65 since 1986.


          The U.S. has a maximum fine of US$25,000 for dumping toxic waste.


          


          Europe


          


          The United Kingdom


          In the 1840s, the United Kingdom brought onto the statute books legislation to control water pollution. It was extended to all rivers and coastal water by 1961. However, currently the clean up of historic contamination is controlled under a specific statutory scheme found in Part IIA of the Environmental Protection Act 1990 (Part IIA), as inserted by the Environment Act 1995, and other rules found in regulations and statutory guidance. The Act came into force in England in April 2000.


          Within the current regulatory framework, Pollution Prevention and Control (PPC) is a regime for controlling pollution from certain industrial activities. The regime introduces the concept of Best Available Techniques ("BAT") to environmental regulations. Operators must use the BAT to control pollution from their industrial activities to prevent, and where that is not practicable, to reduce to acceptable levels, pollution to air, land and water from industrial activities. The Best Available Techniques also aim to balance the cost to the operator against benefits to the environment. The system of Pollution Prevention and Control is replacing that of Integrated Pollution Control (IPC) (which was established by the Environmental Protection Act 1990) and is taking effect between 2000 and 2007. The Pollution Prevention and Control regime implements the European Directive (EC/96/61) on integrated pollution prevention and control.


          


          China


          China's rapid industrialization has substantially increased pollution. China has some relevant regulations: the 1979 Environmental Protection Law, which was largely modelled on U.S. legislation. But the environment continues to deteriorate. Twelve years after the law, only one Chinese city was making an effort to clean up its water discharges. This indicates that China is about 30 years behind the U.S. schedule of environmental regulation and 10 to 20 years behind Europe. In July 2007, it was reported that the World Bank reluctantly censored a report revealing that 750,000 people in China die every year as a result of pollution-related diseases. China's State Environment Protection Agency and the Health Ministry asked the World Bank to cut the calculations of premature deaths from the report fearing the revelation would provoke "social unrest".


          


          International


          The Kyoto Protocol is an amendment to the United Nations Framework Convention on Climate Change (UNFCCC), an international treaty on global warming. It also reaffirms sections of the UNFCCC. Countries which ratify this protocol commit to reduce their emissions of carbon dioxide and five other greenhouse gases, or engage in emissions trading if they maintain or increase emissions of these gases. A total of 141 countries have ratified the agreement. Notable exceptions include the United States and Australia, who have signed but not ratified the agreement. The stated reason for the United States not ratifying is the exemption of large emitters of greenhouse gases who are also developing countries, like China and India.


          An UN environmental conference held in Bali 3 - 14 December 2007 with the participation from 180 countries aims to replace the Kyoto Protocol, which will end in 2012. During the first day of the conference USA, Saudi Arabia and Canada were presented with the "Fossil-of-the-day-award", a symbolic bag of coal for their negative impact on the global climate. The bags included the flags of the respective countries.


          


          History


          


          Prehistory


          Humankind has some effect upon the natural environment since the Paleolithic era during which the ability to generate fire was acquired. In the Iron Age, the use of tooling led to the practice of metal grinding on a small scale and resulted in minor accumulations of discarded material probably easily dispersed without too much impact. Human wastes would have polluted rivers or water sources to some degree. However, these effects could be expected predominantly to be dwarfed by the natural world.


          


          Ancient cultures


          The first advanced civilizations of Mesopotamia, Egypt, India, China, Persia, Greece and Rome increased the use of water for their manufacture of goods, increasingly forged metal and created fires of wood and peat for more elaborate purposes (for example, bathing, heating). Still, at this time the scale of higher activity did not disrupt ecosystems or greatly alter air or water quality.


          


          Middle Ages


          The European Dark Ages during the early Middle Ages were a great boon for the environment, in that industrial activity fell, and population levels did not grow rapidly. Toward the end of the Middle Ages populations grew and concentrated more within cities, creating pockets of readily evident contamination. In certain places air pollution levels were recognizable as health issues, and water pollution in population centers was a serious medium for disease transmission from untreated human waste.


          Since travel and widespread information were less common, there did not exist a more general context than that of local consequences in which to consider pollution. Foul air would have been considered a nuissance and wood, or eventually, coal burning produced smoke, which in sufficient concentrations could be a health hazard in proximity to living quarters. Septic contamination or poisoning of a clean drinking water source was very easily fatal to those who depended on it, especially if such a resource was rare. Superstitions predominated and the extent of such concerns would probably have been little more than a sense of moderation and an avoidance of obvious extremes.


          


          Official acknowledgement


          But gradually increasing populations and the proliferation of basic industrial processes saw the emergence of a civilization that began to have a much greater collective impact on its surroundings. It was to be expected that the beginnings of environmental awareness would occur in the more developed cultures, particularly in the densest urban centers. The first medium warranting official policy measures in the emerging western world would be the most basic: the air we breathe.


          The earliest known writings concerned with pollution were Arabic medical treatises written between the 9th and 13th centuries, by physicians such as al-Kindi (Alkindus), Qusta ibn Luqa (Costa ben Luca), Muhammad ibn Zakarīya Rāzi (Rhazes), Ibn Al-Jazzar, al-Tamimi, al-Masihi, Ibn Sina (Avicenna), Ali ibn Ridwan, Ibn Jumay, Isaac Israeli ben Solomon, Abd-el-latif, Ibn al-Quff, and Ibn al-Nafis. Their works covered a number of subjects related to pollution such as air contamination, water contamination, soil contamination, solid waste mishandling, and environmental assessments of certain localities.


          King Edward I of England banned the burning of sea-coal by proclamation in London in 1272, after its smoke had become a problem. But the fuel was so common in England that this earliest of names for it was acquired because it could be carted away from some shores by the wheelbarrow. Air pollution would continue to be a problem there, especially later during the industrial revolution, and extending into the recent past with the Great Smog of 1952. This same city also recorded one of the earlier extreme cases of water quality problems with the Great Stink on the Thames of 1858, which led to construction of the London sewerage system soon afterward.


          It was the industrial revolution that gave birth to environmental pollution as we know it today. The emergence of great factories and consumption of immense quantities of coal and other fossil fuels gave rise to unprecedented air pollution and the large volume of industrial chemical discharges added to the growing load of untreated human waste. Chicago and Cincinnati were the first two American cities to enact laws ensuring cleaner air in 1881. Other cities followed around the country until early in the 20th century, when the short lived Office of Air Pollution was created under the Department of the Interior. Extreme smog events were experienced by the cities of Los Angeles and Donora, Pennsylvania in the late 1940s, serving as another public reminder.


          


          Modern awareness


          
            [image: Early Soviet poster, before the modern awareness: "The smoke of chimneys is the breath of Soviet Russia"]

            
              Early Soviet poster, before the modern awareness: "The smoke of chimneys is the breath of Soviet Russia"
            

          


          Pollution began to draw major public attention in the United States between the mid-1950s and early 1970s, when Congress passed the Noise Control Act, the Clean Air Act, the Clean Water Act and the National Environmental Policy Act.


          Bad bouts of local pollution helped increase consciousness. PCB dumping in the Hudson River resulted in a ban by the EPA on consumption of its fish in 1974. Long-term dioxin contamination at Love Canal starting in 1947 became a national news story in 1978 and led to the Superfund legislation of 1980. Legal proceedings in the 1990s helped bring to light Chromium-6 releases in California--the champions of whose victims became famous. The pollution of industrial land gave rise to the name brownfield, a term now common in city planning. DDT was banned in most of the developed world after the publication of Rachel Carson's Silent Spring.


          The development of nuclear science introduced radioactive contamination, which can remain lethally radioactive for hundreds of thousands of years. Lake Karachay, named by the Worldwatch Institute as the "most polluted spot" on earth, served as a disposal site for the Soviet Union thoroughout the 1950s and 1960s. Nuclear weapons continued to be tested in the Cold War, sometimes near inhabited areas, especially in the earlier stages of their development. The toll on the worst-affected populations and the growth since then in understanding about the critical threat to human health posed by radioactivity has also been a prohibitive complication associated with nuclear power. Though extreme care is practiced in that industry, the potential for disaster suggested by incidents such as those at Three Mile Island and Chernobyl pose a lingering specter of public mistrust. One legacy of nuclear testing before most forms were banned has been significantly raised levels of background radiation.


          International catastrophes such as the wreck of the Amoco Cadiz oil tanker off the coast of Brittany in 1978 and the Bhopal industrial disaster in 1984 have demonstrated the universality of such events and the scale on which efforts to address them needed to engage. The borderless nature of the atmosphere and oceans inevitably resulted in the implication of pollution on a planetary level with the issue of global warming. Most recently the term persistent organic pollutant (POP) has come to describe a group of chemicals such as PBDEs and PFCs among others. Though their effects remain somewhat less well understood owing to a lack of experimental data, they have been detected in various ecological habitats far removed from industrial activity such as the Arctic, demonstrating diffusion and bioaccumulation after only a relatively brief period of widespread use.


          Growing evidence of local and global pollution and an increasingly informed public over time have given rise to environmentalism and the environmental movement, which generally seek to limit human impact on the environment.


          


          Philosophical recognition


          Throughout history from Ancient Greece to Andalusia, Ancient China, central Europe during the Renaissance until today, philosophers ranging from Aristotle, Al-Farabi, Al-Ghazali, Averroes, Buddha, Confucius, Dante, Hegel, Avicenna, Lao Tse, Maimonedes, Montesquieu, Nussbaum, Plato, Socrates and Sun Tzu wrote about the pollution of the body as well as the mind and soul.


          


          Perspectives


          The earliest precursor of pollution generated by life forms would have been a natural function of their existence. The attendant consequences on viability and population levels fell within the sphere of natural selection. These would have included the demise of a population locally or ultimately, species extinction. Processes that were untenable would have resulted in a new balance brought about by changes and adaptations. At the extremes, for any form of life, consideration of pollution is superseded by that of survival.


          For mankind, the factor of technology is a distinguishing and critical consideration, both as an enabler and an additional source of byproducts. Short of survival, human concerns include the range from quality of life to health hazards. Since science holds experimental demonstration to be definitive, modern treatment of toxicity or environmental harm involves defining a level at which an effect is observable. Common examples of fields where practical measurement is crucial include automobile emissions control, industrial exposure (eg Occupational Safety and Health Administration (OSHA) PELs), toxicology (eg LD50), and medicine (eg medication and radiation doses).


          "The solution to pollution is dilution", is a dictum which summarizes a traditional approach to pollution management whereby sufficiently diluted pollution is not harmful. It is well-suited to some other modern, locally-scoped applications such as laboratory safety procedure and hazardous material release emergency management. But it assumes that the dilutant is in virtually unlimited supply for the application or that resulting dilutions are acceptable in all cases.


          Such simple treatment for environmental pollution on a wider scale might have had greater merit in earlier centuries when physical survival was often the highest imperative, human population and densities were lower, technologies were simpler and their byproducts more benign. But these are often no longer the case. Furthermore, advances have enabled measurement of concentrations not possible before. The use of statistical methods in evaluating outcomes has given currency to the principle of probable harm in cases where assessment is warranted but resorting to deterministic models is impractical or unfeasible. In addition, consideration of the environment beyond direct impact on human beings has gained prominence.


          Yet in the absence of a superseding principle, this older approach predominates practices throughout the world. It is the basis by which to gauge concentrations of effluent for legal release, exceeding which penalties are assessed or restrictions applied. The regressive cases are those where a controlled level of release is too high or, if enforceable, is neglected. Migration from pollution dilution to elimination in many cases is confronted by challenging economical and technological barriers.


          


          Controversies


          Industry and concerned citizens have battled for decades over the significance of various forms of pollution. Salient parameters of these disputes are whether:


          
            	a given pollutant affects all people or simply a genetically vulnerable set.


            	an effect is only specific to certain species.


            	whether the effect is simple, or whether it causes linked secondary and tertiary effects, especially on biodiversity


            	an effect will only be apparent in the future and is presently negligible.


            	the threshold for harm is present.


            	the pollutant is of direct harm or is a precursor.


            	employment or economic prosperity will suffer if the pollutant is abated.

          


          Blooms of algae and the resultant eutrophication of lakes and coastal ocean is considered pollution when it is caused by nutrients from industrial, agricultural, or residential runoff in either point source or nonpoint source form (see the article on eutrophication for more information).


          Heavy metals such as lead and mercury have a role in geochemical cycles and they occur naturally. These metals may also be mined and, depending on their processing, may be released disruptively in large concentrations into an environment they had previously been absent from. Just as the effect of anthropogenic release of these metals into the environment may be considered 'polluting', similar environmental impacts could also occur in some areas due to either autochthonous or historically 'natural' geochemical activity.


          


          Greenhouse gases and global warming


          
            [image: Historical and projected CO2 emissions by country. Source: Energy Information Administration.]

            
              Historical and projected CO2 emissions by country.

              Source: Energy Information Administration.
            

          


          Carbon dioxide, while vital for photosynthesis, is sometimes referred to as pollution, because raised levels of the gas in the atmosphere are affecting the Earth's climate. Disruption of the environment can also highlight the connection between areas of pollution that would normally be classified separately, such as those of water and air. Recent studies have investigated the potential for long-term rising levels of atmospheric carbon dioxide to cause slight but critical increases in the acidity of ocean waters, and the possible effects of this on marine ecosystems.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Pollution"
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              	General
            


            
              	Name, Symbol, Number

              	polonium, Po, 84
            


            
              	Chemical series

              	metalloids
            


            
              	Group, Period, Block

              	16, 6, p
            


            
              	Appearance

              	silvery
            


            
              	Standard atomic weight

              	(209) gmol1
            


            
              	Electron configuration

              	[Xe] 6s2 4f14 5d10 6p4
            


            
              	Electrons per shell

              	2, 8, 18, 32, 18, 6
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	(alpha) 9.196 gcm3
            


            
              	Density (near r.t.)

              	(beta) 9.398 gcm3
            


            
              	Melting point

              	527 K

              (254 C, 489 F)
            


            
              	Boiling point

              	1235 K

              (962 C, 1764 F)
            


            
              	Heat of fusion

              	ca. 13  kJmol1
            


            
              	Heat of vaporization

              	102.91  kJmol1
            


            
              	Specific heat capacity

              	(25C) 26.4 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k
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                    	(846)

                    	1003

                    	1236
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	cubic
            


            
              	Oxidation states

              	4, 2

              ( amphoteric oxide)
            


            
              	Electronegativity

              	2.0 (Pauling scale)
            


            
              	Ionization energies

              	1st: 812.1 kJ/mol
            


            
              	Atomic radius

              	190  pm
            


            
              	Atomic radius (calc.)

              	135 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	nonmagnetic
            


            
              	Electrical resistivity

              	(0 C) () 0.40 m
            


            
              	Thermal conductivity

              	(300K) ? 20 Wm1K1
            


            
              	Thermal expansion

              	(25C) 23.5 mm1K1
            


            
              	CAS registry number

              	7440-08-6
            


            
              	Selected isotopes
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              	References
            

          


          Polonium (pronounced /pəˈloʊniəm/) is a chemical element that has the symbol Po and atomic number 84. A rare and highly radioactive metalloid, polonium is chemically similar to tellurium and bismuth, and it occurs in uranium ores. Polonium has been studied for possible use in heating spacecraft. It is unstable; all isotopes of polonium are radioactive.


          


          Notable characteristics


          Polonium is a radioactive element that exists in two metallic allotropes.


          


          Isotopes


          Polonium has 25 known isotopes, all of which are radioactive. They have atomic masses that range from 194u to 218u. 210Po (half-life 138.376 days) is the most widely available. 209Po (half-life 103 years) and 208Po (half-life 2.9 years) can be made through the alpha, proton, or deuteron bombardment of lead or bismuth in a cyclotron.


          
            	210Po

          


          210Po is an alpha emitter that has a half-life of 138.376 days; it decays directly to its daughter isotope 206Pb. A milligram of 210Po emits about as many alpha particles per second as 4.5 grams of 226Ra. A few curies (1 curie equals 37 gigabecquerels) of 210Po emit a blue glow which is caused by excitation of surrounding air. A single gram of 210Po generates 140 watts of power. Because it emits many alpha particles, which are stopped within a very short distance in dense media and release their energy, 210Po has been used as a lightweight heat source to power thermoelectric cells in artificial satellites; for instance, 210Po heat source was also used in each of the Lunokhod rovers deployed on the surface of the Moon, to keep their internal components warm during the lunar nights. Some anti-static brushes contain up to 500 microcuries of 210Po as a source of charged particles for neutralizing static electricity in materials like photographic film. 210Po was also used as a murder weapon in the Alexander Litvinenko poisoning


          The majority of the time 210Po decays by emission of an alpha particle only, not by emission of an alpha particle and a gamma ray. About one in 100,000 alpha emissions causes an excitation in the nucleus which then results in the emission of a gamma ray. This low gamma ray production rate (and the short range of alpha particles) makes it difficult to find and identify this isotope. Rather than gamma ray spectroscopy, alpha spectroscopy is the best method of measuring this isotope.


          


          Solid state form


          The alpha form of solid polonium has a simple cubic crystal structure with an edge length of 3.352 .


          The beta form of polonium is rhombohedral; it has been reported in the chemical literature, along with the alpha form, several times. A picture of it is present on the web.


          Two papers report X-ray diffraction experiments on polonium metal. The first report of the crystal structure of polonium was done using electron diffraction.


          


          Chemistry


          The chemistry of polonium is similar to that of tellurium and bismuth. Polonium dissolves readily in dilute acids, but is only slightly soluble in alkalis. The hydrogen compound PoH2 is liquid at room temperature (M.P. -36.1C to B.P. 35.3C). Halides of the structure PoX2, PoX4 and PoX6 are known. The two oxides PoO2 and PoO3 are the products of oxidation of polonium.


          210Po (in common with 238Pu) has the ability to become airborne with ease: if a sample is heated in air to 328K (55C, 131F), 50% of it is vaporized in 45 hours, even though the melting point of polonium is 527K (254C, 489F) and its boiling point is 1235K (962C, 1763F). More than one hypothesis exists for how polonium does this; one suggestion is that small clusters of polonium atoms are spalled off by the alpha decay.


          It has been reported that some microbes can methylate polonium by the action of methylcobalamin.This is similar to the way in which mercury, selenium and tellurium are methylated in living things to create organometallic compounds. As a result when considering the biochemistry of polonium one should consider the possibility that the polonium will follow the same biochemical pathways as selenium and tellurium.
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              The alpha form of solid polonium.
            

          


          


          Compounds


          



          


          History


          Also tentatively called "Radium F", polonium was discovered by Marie Skłodowska-Curie and her husband Pierre Curie in 1898 and was later named after Marie Curie's native land of Poland (Latin: Polonia). Poland at the time was under Russian, Prussian, and Austrian partition, and did not exist as an independent country. It was Curie's hope that naming the element after her native land would publicize its lack of independence. Polonium may be the first element named to highlight a political controversy.


          This element was the first one discovered by the Curies while they were investigating the cause of pitchblende radioactivity. The pitchblende, after removal of the radioactive elements uranium and thorium, was more radioactive than both the uranium and thorium put together. This spurred the Curies on to find additional radioactive elements. The Curies first separated out polonium from the pitchblende, and then within a few years, also isolated radium.


          



          



          


          Detection


          
            [image: Intensity against photon energy for three isotopes.]

            
              Intensity against photon energy for three isotopes.
            

          


          


          Gamma counting


          By means of radiometric methods such as gamma spectroscopy (or a method using a chemical separation followed by an activity measurement with a non-energy-dispersive counter), it is possible to measure the concentrations of radioisotopes and to distinguish one from another. In practice, background noise would be present and depending on the detector, the line width would be larger which would make it harder to identify and measure the isotope. In biological/medical work it is common to use the natural 40K present in all tissues/body fluids as a check of the equipment and as an internal standard.


          
            [image: Intensity against alpha energy for four isotopes, note that the line width is narrow and the fine details can be seen.]
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            [image: Intensity against alpha energy for four isotopes, note that the line width is wide and some of the fine details can not be seen. This is for liquid scintillation counting where random effects cause a variation in the number of visible photons generated per alpha decay.]

            
              Intensity against alpha energy for four isotopes, note that the line width is wide and some of the fine details can not be seen. This is for liquid scintillation counting where random effects cause a variation in the number of visible photons generated per alpha decay.
            

          


          


          Alpha counting


          The best way to test for (and measure) many alpha emitters is to use alpha-particle spectroscopy as it is common to place a drop of the test solution on a metal disk which is then dried out to give a uniform coating on the disk. This is then used as the test sample. If the thickness of the layer formed on the disk is too thick then the lines of the spectrum are broadened, this is because some of the energy of the alpha particles is lost during their movement through the layer of active material. An alternative method is to use internal liquid scintillation where the sample is mixed with a scintillation cocktail. When the light emitted is then counted, some machines will record the amount of light energy per radioactive decay event. Due to the imperfections of the liquid scintillation method (such as a failure for all the photons to be detected, cloudy or coloured samples can be difficult to count) and the fact that random quenching can reduce the number of photons generated per radioactive decay it is possible to get a broadening of the alpha spectra obtained through liquid scintillation. It is likely that these liquid scintillation spectra will be subject to a Gaussian broadening rather than the distortion exhibited when the layer of active material on a disk is too thick.


          A third energy dispersive method for counting alpha particles is to use a semiconductor detector.


          From left to right the peaks are due to 209Po, 210Po, 239Pu and 241Am. The fact that isotopes such as 239Pu and 241Am have more than one alpha line indicates that the nucleus has the ability to be in different discrete energy levels (like a molecule can).


          


          Occurrence and production


          Polonium is a very rare element in nature because of the short half-life of all its isotopes. It is found in uranium ores at about 100 micrograms per metric ton (1 part in 1010), which is approximately 0.2% of the abundance of radium. The amounts in the Earth's crust are not harmful. Polonium has been found in tobacco smoke from tobacco leaves grown with phosphate fertilizers.


          


          Neutron capture


          
            	Synthesis by (n,) reaction

          


          In 1934 an experiment showed that when natural 209Bi is bombarded with neutrons, 210Bi is created, which then decays to 210Po via  decay. Polonium may now be made in milligram amounts in this procedure which uses high neutron fluxes found in nuclear reactors. Only about 100 grams are produced each year, practically all of it in Russia, making polonium exceedingly rare.


          


          Proton capture


          
            	Synthesis by (p, n) and (p,2n) reactions

          


          It has been found that the longer-lived isotopes of polonium can be formed by proton bombardment of bismuth using a cyclotron. Other more neutron rich isotopes can be formed by the irradiation of platinum with carbon nuclei.


          


          Applications


          When it is mixed or alloyed with beryllium, polonium can be a neutron source: beryllium releases a neutron upon absorption of an alpha particle that is supplied by 210Po. It has been used in this capacity as a neutron trigger or initiator for nuclear weapons. Other uses include


          
            	Devices that eliminate static charges in textile mills and other places. However, beta particle sources are more commonly used and are less dangerous. A non-radioactive alternative is to use a high-voltage DC power supply to ionise air positively or negatively as required.


            	210Po can be used as an atomic heat source to power radioisotope thermoelectric generators via thermoelectric materials.


            	Because of its very high toxicity, polonium can be used as a poison (see, for example, Alexander Litvinenko poisoning).


            	Polonium is also used to get rid of dust on film

          


          


          Toxicity


          
            [image: ]
          


          


          Overview


          By mass, polonium-210 is around 250,000 times more toxic than hydrogen cyanide (the actual LD50 for 210Po is about 1 microgram for an 80 kg person (see below) compared to about 250 milligram for hydrogen cyanide). The main hazard is its intense radioactivity (as an alpha emitter), which makes it very difficult to handle safely: one gram of Po will self-heat to a temperature of around 500 C. Even in microgram amounts, handling 210Po is extremely dangerous, requiring specialized equipment and strict handling procedures. Alpha particles emitted by polonium will damage organic tissue easily if polonium is ingested, inhaled, or absorbed (though they do not penetrate the epidermis and hence are not hazardous if the polonium is outside the body).


          


          Acute effects


          The median lethal dose ( LD50) for acute radiation exposure is generally about 4.5 Sv. The committed effective dose equivalent 210Po is 0.51 Sv/ Bq if ingested, and 2.5 Sv/Bq if inhaled. Since 210Po has an activity of 166 TBq (4486.5 Ci) per gram (1 gram produces 1661012 decays per second), a fatal 4.5 Sv (J/kg) dose can be caused by ingesting 8.8 MBq/kg (238 micro curies, or about 24 mCi for 80 kg person), about 50 nanograms per kilogram (ng/kg), or inhaling 1.8 MBq/kg (48 micro curies, or about 4 mCi for 80 kg person), about 10 ng/kg. One gram of 210Po could thus in theory poison 2 million (50 kg each) people of whom 1 million would die. The actual toxicity of 210Po is lower than these estimates, because radiation exposure that is spread out over several weeks (the biological half-life of polonium in humans is 30 to 50 days) is somewhat less damaging than an instantaneous dose. It has been estimated that a minimal lethal dose of 210Po for an 80 kg person is 0.15 GBq (4 millicuries), or 0.89 micrograms, still an extremely small amount.


          


          Long term (chronic) effects


          In addition to the acute effects, radiation exposure (both internal and external) carries a long-term risk of death from cancer of 510% per Sv. The general population is exposed to small amounts of polonium as a radon daughter in indoor air; the isotopes 214Po and 218Po are thought to cause the majority of the estimated 15,000-22,000 lung cancer deaths in the US every year that have been attributed to indoor radon. Tobacco smoking causes additional exposure to Po.


          


          Regulatory exposure limits


          The maximum allowable body burden for ingested 210Po is only 1,100 Bq (0.03 microcurie), which is equivalent to a particle massing only 6.8 picograms. The maximum permissible workplace concentration of airborne 210Po is about 10 Bq/m (3  10-10 Ci/cm). The target organs for polonium in humans are the spleen and liver. As the spleen (150 g) and the liver (1.3 to 3 kg) are much smaller than the rest of the body, if the polonium is concentrated in these vital organs, it is a greater threat to life than the dose which would be suffered (on average) by the whole body if it were spread evenly throughout the body, in the same way as caesium or tritium (as T2O).


          210Po is widely used in industry, and readily available with little regulation or restriction. In the US, a tracking system run by the Nuclear Regulatory Commission will be implemented in 2007 to register purchases of more than 16 curies of polonium 210 (enough to make up 5,000 lethal doses). The IAEA "is said to be considering tighter regulations... There is talk that it might tighten the polonium reporting requirement by a factor of 10, to 1.6 curies."


          


          Famous poisoning cases


          


          Notably, the murder of Alexander Litvinenko, a Russian dissident, in 2006 was announced as due to 210Po poisoning (see Alexander Litvinenko poisoning). According to Nick Priest, a radiation expert speaking on Sky News on December 2, Litvinenko was probably the first person ever to die of the acute -radiation effects of 210Po.


          It has also been suggested that Irne Joliot-Curie was the first person ever to die from the radiation effects of polonium (due to a single intake) in 1956. She was accidentally exposed to polonium in 1946 when a sealed capsule of the element exploded on her laboratory bench. A decade later, on 17 March 1956, she died in Paris from leukemia which may or may not have been caused by that exposure.


          According to the book The Bomb in the Basement, several death cases in Israel during 1957-1969 were caused by 210Po. A leak was discovered at a Weizmann Institute laboratory in 1957. Traces of 210Po were found on the hands of Prof. Dror Sadeh, a physicist who researched radioactive materials. Medical tests indicated no harm, but the tests did not include bone marrow. Sadeh died from cancer. One of his students died of leukemia, and two colleagues died after a few years, both from cancer. The issue was investigated secretly, and there was never any formal admission that a connection between the leak and the deaths had existed.


          


          Treatment


          It has been suggested that chelation agents such as British Anti-Lewisite ( dimercaprol) can be used to decontaminate humans. In one experiment, rats were given a fatal dose of 1.45 MBq/kg (8.7 ng/kg) of 210Po; all untreated rats were dead after 44 days, but 90% of the rats treated with the chelation agent HOEtTTC remained alive after 5 months.
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          In geometry a polygon (IPA: /ˈpɒlɨɡɒn, ˈpɒliɡɒn/) is a plane figure that is bounded by a closed path or circuit, composed of a finite sequence of straight line segments (i.e., by a closed polygonal chain). These segments are called its edges or sides, and the points where two edges meet are the polygon's vertices or corners. The interior of the polygon is called its body. A polygon is a 2-dimensional example of the more general polytope in any number of dimensions.


          In the computer graphics (image generation) field, the term polygon has taken on a slightly altered meaning, more related to the way the shape is stored and manipulated within the computer.


          
            [image: An assortment of polygons]

            
              An assortment of polygons
            

          


          


          Classification


          


          Number of sides


          Polygons are primarily classified by the number of sides, see naming polygons below.


          


          Convexity


          Polygons may be characterised by their degree of convexity:


          
            	Convex: any line drawn through the polygon (and not tangent to an edge or corner) meets its boundary exactly twice.


            	Non-convex: a line may be found which meets its boundary more than twice.


            	Simple: the boundary of the polygon does not cross itself. All convex polygons are simple.


            	Concave: Non-convex and simple.


            	Star-shaped: the whole interior is visible from a single point, without crossing any edge. The polygon must be simple, and may be convex or concave.


            	Self-intersecting: the boundary of the polygon crosses itself. Branko Grnbaum calls these coptic, though this term does not seem to be widely used. The term complex is sometimes used in contrast to simple, but this is mistaken: a complex polygon is one which exists in the unitary plane, which comprises two complex dimensions.


            	Star polygon: a polygon which self-intersects in a regular way.

          


          


          Symmetry


          
            	Equiangular: all its corner angles are equal.


            	Cyclic: all corners lie on a single circle.


            	Isogonal or vertex-transitive: all corners lie within the same symmetry orbit. The polygon is also cyclic and equiangular.


            	Equilateral: all edges are of the same length. (A polygon with 5 or more sides can be equilateral without being convex.) (Williams 1979, pp. 31-32)


            	Isotoxal or edge-transitive: all sides lie within the same symmetry orbit. The polygon is also equilateral.


            	Regular. A polygon is regular if it is both cyclic and equilateral. A non-convex regular polygon is called a regular star polygon.

          


          Properties


          We will assume Euclidean geometry throughout.


          


          Angles


          Any polygon, regular or irregular, self-intersecting or simple, has as many corners as it has sides. Each corner has several angles. The two most important ones are:


          
            	Interior angle - The sum of the interior angles of a simple n-gon is (n2) radians or (n2)180 degrees. This is because any simple n-gon can be considered to be made up of (n2) triangles, each of which has an angle sum of  radians or 180 degrees. The measure of any interior angle of a convex regular n-gon is (n2)/n radians or (n2)180/n degrees. The interior angles of regular star polygons were first studied by Poinsot, in the same paper in which he describes the four regular star polyhedra.

          


          
            	Exterior angle - Imagine walking around a simple n-gon marked on the floor. The amount you "turn" at a corner is the exterior or external angle. Walking all the way round the polygon, you make one full turn, so the sum of the exterior angles must be 360. Moving around an n-gon in general, the sum of the exterior angles (the total amount one "turns" at the vertices) can be any integer multiple d of 360, e.g. 720 for a pentagram and 0 for an angular "eight", where d is the density or starriness of the polygon. See also orbit (dynamics).

          


          The exterior angle is the supplementary angle to the interior angle. From this the sum of the interior angles can be easily confirmed, even if some interior angles are more than 180: going clockwise around, it means that one sometime turns left instead of right, which is counted as turning a negative amount. (Thus we consider something like the winding number of the orientation of the sides, where at every vertex the contribution is between - and  winding.)


          


          Area and centroid


          
            [image: Nomenclature of a 2D polygon.]

            
              Nomenclature of a 2D polygon.
            

          


          The area of a polygon is the measurement of the 2-dimensional region enclosed by the polygon. For a non-self-intersecting ( simple) polygon with n vertices, the area and centroid are given by:


          
            	[image: A = \frac{1}{2} \sum_{i = 0}^{n - 1} x_i y_{i + 1} - x_{i + 1} y_i\,]

          


          
            	[image: \bar x = \frac{1}{6 A} \sum_{i = 0}^{n - 1} (x_i + x_{i + 1}) (x_i y_{i + 1} - x_{i + 1} y_i)\,]

          


          
            	[image: \bar y = \frac{1}{6 A} \sum_{i = 0}^{n - 1} (y_i + y_{i + 1}) (x_i y_{i + 1} - x_{i + 1} y_i)\,]

          


          To close the polygon, the first and last vertices are the same, ie xn,yn = x0,y0. The vertices must be ordered clockwise or counterclockwise, if they are ordered clockwise the area will be negative but correct in absolute value.


          The formula was described by Meister in 1769 and by Gauss in 1795. It can be verified by dividing the polygon into triangles, but it can also be seen as a special case of Green's theorem.


          The area A of a simple polygon can also be computed if the lengths of the sides, a1,a2, ..., an and the exterior angles, 1,2, ..., n are known. The formula is


          
            	[image: \begin{align}A = \frac12 ( a_1[a_2 sin(\theta_1) + a_3 sin(\theta_1 + \theta_2) + ... + a_{n-1} sin(\theta_1 + \theta_2 + ... + \theta_{n-2}] \ + a_2[a_3 sin(\theta_2) + a_4 sin(\theta_2 + \theta_3) + ... + a_{n-1} sin(\theta_2 + ... + \theta_{n-2})] \ + \; ... \;\;\;\;\;\;\;\;\;\;\;\;\;\;\;\;\;\;\;\;\;\;\;\;\;\;\;\; \ + a_{n-2}[a_{n-1} sin(\theta_{n-2})] ) \end{align}]

          


          The formula was described by Lopshits in 1963.


          If the polygon can be drawn on an equally-spaced grid such that all its vertices are grid points, Pick's theorem gives a simple formula for the polygon's area based on the numbers of interior and boundary grid points.


          If any two simple polygons of equal area are given, then the first can be cut into polygonal pieces which can be reassembled to form the second polygon. This is the Bolyai-Gerwien theorem.


          For a regular polygon with n sides of length s, the area is given by:


          
            	[image: A = \frac{n}{4} s^2 \cot{\cfrac{\pi}{n}}.]

          


          


          Self-intersecting polygons


          The area of a self-intersecting polygon can be defined in two different ways, each of which gives a different answer:


          
            	Using the above methods for simple polygons, we discover that particular regions within the polygon may have their area multiplied by a factor which we call the density of the region. For example the central convex pentagon in the centre of a pentagram has density = 2. The two triangular regions of a cross-quadrilateral (like a figure 8) have opposite-signed densities, and adding their areas together can give a total area of zero for the whole figure.


            	Considering the enclosed regions as point sets, we can find the area of the enclosed point set. This corresponds to the area of the plane covered by the polygon, or to the area of a simple polygon having the same outline as the self-intersecting one (or, in the case of the cross-quadrilateral, the two simple triangles).

          


          


          Degrees of freedom


          An n-gon has 2n degrees of freedom, including 2 for position and 1 for rotational orientation, and 1 for over-all size, so 2n-4 for shape. In the case of a line of symmetry the latter reduces to n-2.


          Let k2. For an nk-gon with k-fold rotational symmetry (Ck), there are 2n-2 degrees of freedom for the shape. With additional mirror-image symmetry (Dk) there are n-1 degrees of freedom.


          


          Generalizations of polygons


          In a broad sense, a polygon is an unbounded sequence or circuit of alternating segments (sides) and angles (corners). The modern mathematical understanding is to describe this structural sequence in terms of an 'abstract' polygon which is a partially-ordered set (poset) of elements. The interior (body) of the polygon is another element, and (for technical reasons) so is the null polytope or nullitope.


          Generally, a geometric polygon is a 'realization' of this abstract polygon; this involves some 'mapping' of elements from the abstract to the geometric. Such a polygon does not have to lie in a plane, or have straight sides, or enclose an area, and individual elements can overlap or even coincide. For example a spherical polygon is drawn on the surface of a sphere, and its sides are arcs of great circles. As another example, most polygons are unbounded because they close back on themselves, while apeirogons (infinite polygons) are unbounded because they go on for ever so you can never reach any bounding end point. So when we talk about "polygons" we must be careful to explain what kind we are talking about.


          A digon is a closed polygon having two sides and two corners. On the sphere, we can mark two opposing points (like the North and South poles) and join them by half a great circle. Add another arc of a different great circle and you have a digon. Tile the sphere with digons and you have a polyhedron called a hosohedron. Take just one great circle instead, run it all the way round, and add just one "corner" point, and you have a monogon or henagon.


          Other realizations of these polygons are possible on other surfaces - but in the Euclidean (flat) plane, their bodies cannot be sensibly realized and we think of them as degenerate.


          The idea of a polygon has been generalised in various ways. Here is a short list of some degenerate cases (or special cases, depending on your point of view):


          
            	Digon. Angle of 0 in the Euclidean plane. See remarks above re. on the sphere.


            	Angle of 180: In the plane this gives an apeirogon(see below), on the sphere a dihedron


            	A skew polygon does not lie in a flat plane, but zigzags in three (or more) dimensions. The Petrie polygons of the regular polyhedra are classic examples.


            	A spherical polygon is a circuit of sides and corners on the surface of a sphere.


            	An apeirogon is an infinite sequence of sides and angles, which is not closed but it has no ends because it extends infinitely.


            	A complex polygon is a figure analogous to an ordinary polygon, which exists in the unitary plane.

          


          


          Naming polygons


          The word 'polygon' comes from Late Latin polygōnum (a noun), from Greek polygōnon/polugōnon ύ, noun use of neuter of polygōnos/polugōnos ύ (the masculine adjective), meaning "many-angled". Individual polygons are named (and sometimes classified) according to the number of sides, combining a Greek-derived numerical prefix with the suffix -gon, e.g. pentagon, dodecagon. The triangle, quadrilateral, and nonagon are exceptions. For large numbers, mathematicians usually write the numeral itself, e.g. 17-gon. A variable can even be used, usually n-gon. This is useful if the number of sides is used in a formula.


          Some special polygons also have their own names; for example, the regular star pentagon is also known as the pentagram.


          
            
              Polygon names
            

            
              	Name

              	Edges
            


            
              	henagon (or monogon)

              	1
            


            
              	digon

              	2
            


            
              	triangle (or trigon)

              	3
            


            
              	quadrilateral (or tetragon)

              	4
            


            
              	pentagon

              	5
            


            
              	hexagon

              	6
            


            
              	heptagon (avoid "septagon" = Latin [sept-] + Greek)

              	7
            


            
              	octagon

              	8
            


            
              	enneagon (or nonagon)

              	9
            


            
              	decagon

              	10
            


            
              	hendecagon (avoid "undecagon" = Latin [un-] + Greek)

              	11
            


            
              	dodecagon (avoid "duodecagon" = Latin [duo-] + Greek)

              	12
            


            
              	tridecagon (or triskaidecagon)

              	13
            


            
              	tetradecagon (or tetrakaidecagon)

              	14
            


            
              	pentadecagon (or quindecagon or pentakaidecagon)

              	15
            


            
              	hexadecagon (or hexakaidecagon)

              	16
            


            
              	heptadecagon (or heptakaidecagon)

              	17
            


            
              	octadecagon (or octakaidecagon)

              	18
            


            
              	enneadecagon (or enneakaidecagon or nonadecagon)

              	19
            


            
              	icosagon

              	20
            


            
              	
                No established English name


                "hectogon" is the Greek name (see hectometre),

                "centagon" is a Latin-Greek hybrid; neither is widely attested.

              

              	100
            


            
              	chiliagon

              	1000
            


            
              	myriagon

              	10,000
            


            
              	googolgon

              	10100
            

          


          To construct the name of a polygon with more than 20 and less than 100 edges, combine the prefixes as follows


          
            
              	Tens

              	and

              	Ones

              	final suffix
            


            
              	-kai-

              	1

              	-hena-

              	-gon
            


            
              	20

              	icosi-

              	2

              	-di-
            


            
              	30

              	triaconta-

              	3

              	-tri-
            


            
              	40

              	tetraconta-

              	4

              	-tetra-
            


            
              	50

              	pentaconta-

              	5

              	-penta-
            


            
              	60

              	hexaconta-

              	6

              	-hexa-
            


            
              	70

              	heptaconta-

              	7

              	-hepta-
            


            
              	80

              	octaconta-

              	8

              	-octa-
            


            
              	90

              	enneaconta-

              	9

              	-ennea-
            

          


          The 'kai' is not always used. Opinions differ on exactly when it should, or need not, be used (see also examples above).


          That is, a 42-sided figure would be named as follows:


          
            
              	Tens

              	and

              	Ones

              	final suffix

              	full polygon name
            


            
              	tetraconta-

              	-kai-

              	-di-

              	-gon

              	tetracontakaidigon
            

          


          and a 50-sided figure


          
            
              	Tens

              	and

              	Ones

              	final suffix

              	full polygon name
            


            
              	pentaconta-

              	

              	-gon

              	pentacontagon
            

          


          But beyond enneagons and decagons, professional mathematicians prefer the aforementioned numeral notation (for example, MathWorld has articles on 17-gons and 257-gons).


          


          Polygons in nature


          
            [image: The Giant's Causeway, in Ireland]

            
              The Giant's Causeway, in Ireland
            

          


          Numerous regular polygons may be seen in nature. In the world of minerals, crystals often have faces which are triangular, square or hexagonal. Quasicrystals can even have regular pentagons as faces. Another fascinating example of regular polygons occurs when the cooling of lava forms areas of tightly packed hexagonal columns of basalt, which may be seen at the Giant's Causeway in Ireland, or at the Devil's Postpile in California.


          
            [image: Starfruit, a popular fruit in Southeast Asia]

            
              Starfruit, a popular fruit in Southeast Asia
            

          


          The most famous hexagons in nature are found in the animal kingdom. The wax honeycomb made by bees is an array of hexagons used to store honey and pollen, and as a secure place for the larvae to grow. There also exist animals who themselves take the approximate form of regular polygons, or at least have the same symmetry. For example, starfish display the symmetry of a pentagon or, less frequently, the heptagon or other polygons. Other echinoderms, such as sea urchins, sometimes display similar symmetries. Though echinoderms do not exhibit exact radial symmetry, jellyfish and comb jellies do, usually fourfold or eightfold.


          Radial symmetry (and other symmetry) is also widely observed in the plant kingdom, particularly amongst flowers, and (to a lesser extent) seeds and fruit, the most common form of such symmetry being pentagonal. A particularly striking example is the Starfruit, a slightly tangy fruit popular in Southeast Asia, whose cross-section is shaped like a pentagonal star.


          Moving off the earth into space, early mathematicians doing calculations using Newton's law of gravitation discovered that if two bodies (such as the sun and the earth) are orbiting one another, there exist certain points in space, called Lagrangian points, where a smaller body (such as an asteroid or a space station) will remain in a stable orbit. The sun-earth system has five Lagrangian points. The two most stable are exactly 60 degrees ahead and behind the earth in its orbit; that is, joining the centre of the sun and the earth and one of these stable Lagrangian points forms an equilateral triangle. Astronomers have already found asteroids at these points. It is still debated whether it is practical to keep a space station at the Lagrangian point  although it would never need course corrections, it would have to frequently dodge the asteroids that are already present there. There are already satellites and space observatories at the less stable Lagrangian points.


          


          Things to do with polygons


          
            	Cut up a piece of paper into polygons, and put them back together as a tangram.


            	Join many edge-to-edge as a tiling or tessellation.


            	Join several edge-to-edge and fold them all up so there are no gaps, to make a three-dimensional polyhedron.


            	Join many edge-to-edge, folding them into a crinkly thing called an infinite polyhedron.


            	Use computer-generated polygons to build up a three-dimensional world full of monsters, theme parks, aeroplanes or anything - see Polygons in computer graphics below..

          


          


          Polygons in computer graphics


          A polygon in a computer graphics (image generation) system is a two-dimensional shape that is modelled and stored within its database. A polygon can be coloured, shaded and textured, and its position in the database is defined by the co-ordinates of its vertices (corners).


          Naming conventions differ from those of mathematicians:


          
            	A simple polygon does not cross itself.


            	a concave polygon is a simple polygon having at least one interior angle greater than 180 deg.


            	A complex polygon does cross itself.

          


          Use of Polygons in Real-time imagery. The imaging system calls up the structure of polygons needed for the scene to be created from the database. This is transferred to active memory and finally, to the display system (screen, TV monitors etc) so that the scene can be viewed. During this process, the imaging system renders polygons in correct perspective ready for transmission of the processed data to the display system. Although polygons are two dimensional, through the system computer they are placed in a visual scene in the correct three-dimensional orientation so that as the viewing point moves through the scene, it is perceived in 3D.


          Morphing. To avoid artificial effects at polygon boundaries where the planes of contiguous polygons are at different angle, so called 'Morphing Algorithms' are used. These blend, soften or smooth the polygon edges so that the scene looks less artificial and more like the real world.


          Polygon Count. Since a polygon can have many sides and need many points to define it, in order to compare one imaging system with another, "polygon count" is generally taken as a triangle. A triangle is processed as three points in the x,y, and z axes, needing nine geometrical descriptors. In addition, coding is applied to each polygon for colour, brightness, shading, texture, NVG (intensifier or night vision), Infra-Red characteristics and so on. When analysing the characteristics of a particular imaging system, the exact definition of polygon count should be obtained as it applies to that system.


          Meshed Polygons. The number of meshed polygons (`meshed' is like a fish net) can be up to twice that of free-standing unmeshed polygons, particularly if the polygons are contiguous. If a square mesh has n + 1 points (vertices) per side, there are n squared squares in the mesh, or 2n squared triangles since there are two triangles in a square. There are (n+1) 2/2n2 vertices per triangle. Where n is large, this approaches one half. Or, each vertex inside the square mesh connects four edges (lines).


          Vertex Count. Because of effects such as the above, a count of Vertices may be more reliable than Polygon count as an indicator of the capability of an imaging system.


          Point in polygon test. In computer graphics and computational geometry, it is often necessary to determine whether a given point P = (x0,y0) lies inside a simple polygon given by a sequence of line segments. It is known as the Point in polygon test.
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                    Some Polyhedra
                  

                  
                    	[image: ]

                    Dodecahedron

                    (Regular polyhedron)

                    	[image: ]

                    Small stellated dodecahedron

                    ( Regular star)
                  


                  
                    	[image: ]

                    Icosidodecahedron

                    ( Uniform)

                    	[image: ]

                    Great cubicuboctahedron

                    ( Uniform star)
                  


                  
                    	[image: ]

                    Rhombic triacontahedron

                    ( Uniform dual)

                    	[image: ]

                    Elongated pentagonal cupola

                    ( Convex regular-faced)
                  


                  
                    	[image: ]

                    Octagonal prism

                    ( Uniform prism)

                    	[image: ]

                    Square antiprism

                    ( Uniform antiprism)
                  

                

              
            

          


          A polyhedron (plural polyhedra or polyhedrons) is often defined as a geometric object with flat faces and straight edges (the word polyhedron comes from the Classical Greek , from poly-, stem of , "many," + -edron, form of , "base", "seat", or "face").


          This definition of a polyhedron is not very precise, and to a modern mathematician is quite unsatisfactory. Grnbaum (1994, p.43) observed that:


          The Original Sin in the theory of polyhedra goes back to Euclid, and through Kepler, Poinsot, Cauchy and many others ... [in that] at each stage ... the writers failed to define what are the 'polyhedra' ...


          Modern mathematicians do not even agree as to exactly what makes something a polyhedron.


          


          What is a polyhedron?


          We can at least say that a polyhedron is built up from different kinds of element or entity, each associated with a different number of dimensions:


          
            	3 dimensions: The body is bounded by the faces, and is usually the volume inside them.


            	2 dimensions: A face is bounded by a circuit of edges, and is usually a flat (plane) region called a polygon. The faces together make up the polyhedral surface.


            	1 dimension: An edge joins one vertex to another and one face to another, and is usually a line of some kind. The edges together make up the polyhedral skeleton.


            	0 dimensions: A vertex (plural vertices) is a corner point.


            	-1 dimension: The nullity is a kind of non-entity required by abstract theories.

          


          More generally in mathematics and other disciplines, "polyhedron" is used to refer to a variety of related constructs, some geometric and others purely algebraic or abstract.


          A defining characteristic of almost all kinds of polyhedra is that just two faces join along any common edge. This ensures that the polyhedral surface is continuously connected and does not end abruptly or split off in different directions.


          A polyhedron is a 3-dimensional example of the more general polytope in any number of dimensions.


          


          Characteristics


          Naming polyhedra


          Polyhedra are often named according to the number of faces. The naming system is again based on Classical Greek, for example tetrahedron (4), pentahedron (5), hexahedron (6), heptahedron (7), triacontahedron (30), and so on.


          Often this is qualified by a description of the kinds of faces present, for example the Rhombic dodecahedron vs. the Pentagonal dodecahedron.


          Other common names indicate that some operation has been performed on a simpler polyhedron, for example the truncated cube looks like a cube with its corners cut off, and has 14 faces (so it is also an example of a tetrakaidecahedron).


          Some special polyhedra have grown their own names over the years, such as Miller's monster or the Szilassi polyhedron.


          Edges


          Edges have two important characteristics (unless the polyhedron is complex):


          
            	An edge joins just two vertices.


            	An edge joins just two faces.

          


          These two characteristics are dual to each other.


          Euler characteristic


          The Euler characteristic  relates the number of vertices V, edges E, and faces F of a polyhedron:


          
            	 = V - E + F.

          


          For a simply connected polyhedron,  = 2. For a detailed discussion, see Proofs and Refutations by Imre Lakatos.


          Duality


          [image: ]


          For every polyhedron there is a dual polyhedron having faces in place of the original's vertices and vice versa. In most cases the dual can be obtained by the process of spherical reciprocation.


          Vertex figure


          For every vertex one can define a vertex figure consisting of the vertices joined to it. The vertex is said to be regular if this is a regular polygon and symmetrical with respect to the whole polyhedron.


          


          Traditional polyhedra


          
            [image: A dodecahedron]

            
              A dodecahedron
            

          


          In geometry, a polyhedron is traditionally a three-dimensional shape that is made up of a finite number of polygonal faces which are parts of planes; the faces meet in pairs along edges which are straight-line segments, and the edges meet in points called vertices. Cubes, prisms and pyramids are examples of polyhedra. The polyhedron surrounds a bounded volume in three-dimensional space; sometimes this interior volume is considered to be part of the polyhedron, sometimes only the surface is considered, and occasionally only the skeleton of edges.


          A polyhedron is said to be Convex if its surface (comprising its faces, edges and vertices) does not intersect itself and the line segment joining any two points of the polyhedron is contained in the interior and surface.


          


          Symmetrical polyhedra


          Many of the most studied polyhedra are highly symmetrical.


          Of course it is easy to distort such polyhedra so they are no longer symmetrical. But where a polyhedral name is given, such as icosidodecahedron, the most symmetrical geometry is almost always implied, unless otherwise stated.


          Some of the most common names in particular are often used with "regular" in front or implied because for each there are different types which have little in common except for having the same number of faces. These are the tetrahedron, cube, octahedron, dodecahedron and icosahedron:
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          Polyhedra of the highest symmetries have all of some kind of element - faces, edges and/or vertices, within a single symmetry orbit. There are various classes of such polyhedra:


          
            	Isogonal or Vertex-transitive if all vertices are the same, in the sense that for any two vertices there exists a symmetry of the polyhedron mapping the first isometrically onto the second.


            	Isotoxal or Edge-transitive if all edges are the same, in the sense that for any two edges there exists a symmetry of the polyhedron mapping the first isometrically onto the second.


            	Isohedral or Face-transitive if all faces are the same, in the sense that for any two faces there exists a symmetry of the polyhedron mapping the first isometrically onto the second.


            	Regular if it is vertex-transitive, edge-transitive and face-transitive (this implies that every face is the same regular polygon; it also implies that every vertex is regular).


            	Quasi-regular if it is vertex-transitive and edge-transitive (and hence has regular faces) but not face-transitive. A quasi-regular dual is face-transitive and edge-transitive (and hence every vertex is regular) but not vertex-transitive.


            	Semi-regular if it is vertex-transitive but not edge-transitive, and every face is a regular polygon. (This is one of several definitions of the term, depending on author. Some definitions overlap with the quasi-regular class). A semi-regular dual is face-transitive but not vertex-transitive, and every vertex is regular.


            	Uniform if it is vertex-transitive and every face is a regular polygon, i.e. it is regular, quasi-regular or semi-regular. A uniform dual is face-transitive and has regular vertices, but is not necessarily vertex-transitive).


            	Noble if it is face-transitive and vertex-transitive (but not necessarily edge-transitive). The regular polyhedra are also noble; they are the only noble uniform polyhedra.

          


          A polyhedron can belong to the same overall symmetry group as one of higher symmetry, but will have several groups of elements (for example faces) in different symmetry orbits.


          


          Uniform polyhedra and their duals


          Uniform polyhedra are vertex-transitive and every face is a regular polygon. They may be regular, quasi-regular, or semi-regular, and may be convex or starry.


          The uniform duals are face-transitive and every vertex figure is a regular polygon.


          Face-transitivity of a polyhedron corresponds to vertex-transitivity of the dual and conversely, and edge-transitivity of a polyhedron corresponds to edge-transitivity of the dual. In most duals of uniform polyhedra, faces are irregular polygons. The regular polyhedra are an exception, because they are dual to each other.


          Each uniform polyhedron shares the same symmetry as its dual, with the symmetries of faces and vertices simply swapped over. Because of this some authorities regard the duals as uniform too. But this idea is not held widely: a polyhedron and its symmetries are not the same thing.


          The uniform polyhedra and their duals are traditionally classified according to their degree of symmetry, and whether they are convex or not.


          
            
              	

              	Convex uniform

              	Convex uniform dual

              	Star uniform

              	Star uniform dual
            


            
              	Regular

              	Platonic solids

              	Kepler-Poinsot polyhedra
            


            
              	Quasiregular

              	Archimedean solids

              	Catalan solids

              	(no special name)

              	(no special name)
            


            
              	Semiregular

              	(no special name)

              	(no special name)
            


            
              	Prisms

              	Dipyramids

              	Star Prisms

              	Star Dipyramids
            


            
              	Antiprisms

              	Trapezohedra

              	Star Antiprisms

              	Star Trapezohedra
            

          


          


          Noble polyhedra


          A noble polyhedron is both isohedral (equal-faced) and isogonal (equal-cornered). Besides the regular polyhedra, there are many other examples.


          The dual of a noble polyhedron is also noble.


          


          Symmetry groups


          The polyhedral symmetry groups are all point groups and include:


          
            	T - chiral tetrahedral symmetry; the rotation group for a regular tetrahedron; order 12.


            	Td - full tetrahedral symmetry; the symmetry group for a regular tetrahedron; order 24.


            	Th - pyritohedral symmetry; order 24. The symmetry of a pyritohedron.


            	O - chiral octahedral symmetry;the rotation group of the cube and octahedron; order 24.


            	Oh - full octahedral symmetry; the symmetry group of the cube and octahedron; order 48.


            	I - chiral icosahedral symmetry; the rotation group of the icosahedron and the dodecahedron; order 60.


            	Ih - full icosahedral symmetry; the symmetry group of the icosahedron and the dodecahedron; order 120.


            	Cnv - n-fold pyramidal symmetry


            	Dnh - n-fold prismatic symmetry


            	Dnv - n-fold antiprismatic symmetry

          


          Those with chiral symmetry do not have reflection symmetry and hence have two enantiomorphous forms which are reflections of each other. The snub Archimedean polyhedra have this property.


          


          Other polyhedra with regular faces


          


          Equal regular faces


          A few families of polyhedra, where every face is the same kind of polygon:


          
            	Deltahedra have equilateral triangles for faces.

          


          
            	With regard to polyhedra whose faces are all squares: if coplanar faces are not allowed, even if they are disconnected, there is only the cube. Otherwise there is also the result of pasting six cubes to the sides of one, all seven of the same size; it has 30 square faces (counting disconnected faces in the same plane as separate). This can be extended in one, two, or three directions: we can consider the union of arbitrarily many copies of these structures, obtained by translations of (expressed in cube sizes) (2,0,0), (0,2,0), and/or (0,0,2), hence with each adjacent pair having one common cube. The result can be any connected set of cubes with positions (a,b,c), with integers a,b,c of which at most one is even.

          


          
            	There is no special name for polyhedra whose faces are all equilateral pentagons or pentagrams. There are infinitely many of these, but only one is convex: the dodecahedron. The rest are assembled by (pasting) combinations of the regular polyhedra described earlier: the dodecahedron, the small stellated dodecahedron, the great stellated dodecahedron and the great icosahedron.

          


          There exists no polyhedron whose faces are all identical and are regular polygons with six or more sides because the vertex of three regular hexagons defines a plane. (See infinite skew polyhedron for exceptions with zig-zagging vertex figures.)


          


          Deltahedra


          A deltahedron (plural deltahedra) is a polyhedron whose faces are all equilateral triangles. There are infinitely many deltahedra, but only eight of these are convex:


          
            	3 regular convex polyhedra (3 of the Platonic solids)

              
                	Tetrahedron


                	Octahedron


                	Icosahedron

              

            


            	5 non-uniform convex polyhedra (5 of the Johnson solids)

              
                	Triangular dipyramid


                	Pentagonal dipyramid


                	Snub disphenoid


                	Triaugmented triangular prism


                	Gyroelongated square dipyramid

              

            

          


          


          Johnson solids


          Norman Johnson sought which non-uniform polyhedra had regular faces. In 1966, he published a list of 92 convex solids, now known as the Johnson solids, and gave them their names and numbers. He did not prove there were only 92, but he did conjecture that there were no others. Victor Zalgaller in 1969 proved that Johnson's list was complete.


          


          Other important families of polyhedra


          


          Pyramids


          Pyramids include some of the most time-honoured and famous of all polyhedra.


          


          Stellations and facettings
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          Stellation of a polyhedron is the process of extending the faces (within their planes) so that they meet to form a new polyhedron.


          It is the exact reciprocal to the process of facetting which is the process of removing parts of a polyhedron without creating any new vertices.


          


          Zonohedra


          A zonohedron is a convex polyhedron where every face is a polygon with inversion symmetry or, equivalently, symmetry under rotations through 180.


          


          Compounds


          Polyhedral compounds are formed as compounds of two or more polyhedra.


          These compounds often share the same vertices as other polyhedra and are often formed by stellation. Some are listed in the list of Wenninger polyhedron models.


          


          Orthogonal Polyhedra


          An orthogonal polyhedron is one all of whose faces meet at right angles, and all of whose edges are parallel to axes of a Cartesian coordinate system. Aside from a rectangular box, orthogonal polyhedra are nonconvex. They are the 3D analogs of 2D orthogonal polygons (also known as rectilinear polygons). Orthogonal polyhedra are used in computational geometry, where their constrained structure has enabled advances on problems unsolved for arbitrary polyhedra, for example, unfolding the surface of a polyhedron to a net (polyhedron).


          


          Generalisations of polyhedra


          The name 'polyhedron' has come to be used for a variety of objects having similar structural properties to traditional polyhedra.


          


          Apeirohedra


          A classical polyhedral surface comprises finite, bounded plane regions, joined in pairs along edges. If such a surface extends indefinitely it is called an apeirohedron. Examples include:


          
            	Tilings or tessellations of the plane.


            	Sponge-like structures called infinite skew polyhedra.

          


          See also: Apeirogon - infinite regular polygon: {}


          


          Complex polyhedra


          A complex polyhedron is one which is constructed in unitary 3-space. This space has six dimensions: three real ones corresponding to ordinary space, with each accompanied by an imaginary dimension. See for example Coxeter (1974).


          


          Curved polyhedra


          Some fields of study allow polyhedra to have curved faces and edges.


          


          Spherical polyhedra


          The surface of a sphere may be divided by line segments into bounded regions, to form a spherical polyhedron. Much of the theory of symmetrical polyhedra is most conveniently derived in this way.


          Spherical polyhedra have a long and respectable history:


          
            	The first known man-made polyhedra are spherical polyhedra carved in stone.


            	Poinsot used spherical polyhedra to discover the four regular star polyhedra.


            	Coxeter used them to enumerate all but one of the uniform polyhedra.

          


          Some polyhedra, such as hosohedra, exist only as spherical polyhedra and have no flat-faced analogue.


          


          Curved spacefilling polyhedra


          Two important types are:


          
            	Bubbles in froths and foams.


            	Spacefilling forms used in architecture. See for example Pearce (1978).

          


          More needs to be said about these, too.


          


          General polyhedra


          More recently mathematics has defined a polyhedron as a set in real affine (or Euclidean) space of any dimensional n that has flat sides. It could be defined as the union of a finite number of convex polyhedra, where a convex polyhedron is any set that is the intersection of a finite number of half-spaces. It may be bounded or unbounded. In this meaning, a polytope is a bounded polyhedron.


          All traditional polyhedra are general polyhedra, and in addition there are examples like:


          
            	A quadrant in the plane. For instance, the region of the cartesian plane consisting of all points above the horizontal axis and to the right of the vertical axis: { ( x, y ): x  0, y  0 }. Its sides are the two positive axes.


            	An octant in Euclidean 3-space, { ( x, y, z ): x  0, y  0, z  0 }.


            	A prism of infinite extent. For instance a doubly-infinite square prism in 3-space, consisting of a square in the xy-plane swept along the z-axis: { ( x, y, z ): 0  x  1, 0  y  1 }.


            	Each cell in a Voronoi tessellation is a convex polyhedron. In the Voronoi tessellation of a set S, the cell A corresponding to a point cS is bounded (hence a traditional polyhedron) when c lies in the interior of the convex hull of S, and otherwise (when c lies on the boundary of the convex hull of S) A is unbounded.

          


          


          Hollow faced or skeletal polyhedra


          It is not necessary to fill in the face of a figure before we can call it a polyhedron. For example Leonardo da Vinci devised frame models of the regular solids, which he drew for Pacioli's book Divina Proportione. In modern times, Branko Grnbaum (1994) made a special study of this class of polyhedra, in which he developed an early idea of abstract polyhedra. He defined a face as a cyclically ordered set of vertices, and allowed faces to be skew as well as planar.


          


          Tessellations or tilings


          Tessellations or tilings of the plane are sometimes treated as polyhedra, because they have quite a lot in common. For example the regular ones can be given Schlfli symbols.


          


          Non-geometric polyhedra


          Various mathematical constructs have been found to have properties also present in traditional polyhedra.


          


          Topological polyhedra


          A topological polytope is a topological space given along with a specific decomposition into shapes that are topologically equivalent to convex polytopes and that are attached to each other in a regular way.


          Such a figure is called simplicial if each of its regions is a simplex, i.e. in an n-dimensional space each region has n+1 vertices. The dual of a simplicial polytope is called simple. Similarly, a widely studied class of polytopes (polyhedra) is that of cubical polyhedra, when the basic building block is an n-dimensional cube.


          


          Abstract polyhedra


          An abstract polyhedron is a partially ordered set (poset) of elements. Theories differ in detail, but essentially the elements of the set correspond to the body, faces, edges and vertices of the polyhedron. The empty set corresponds to the null polytope, or nullitope, which has a dimensionality of -1. These posets belong to the larger family of abstract polytopes in any number of dimensions.


          


          Polyhedra as graphs


          Any polyhedron gives rise to a graph, or skeleton, with corresponding vertices and edges. Thus graph terminology and properties can be applied to polyhedra. For example:


          
            	Due to Steinitz theorem convex polyhedra are in one-to-one correspondence with 3-connected planar graphs.


            	The tetrahedron gives rise to a complete graph (K4). It is the only polyhedron to do so.


            	The octahedron gives rise to a strongly regular graph, because adjacent vertices always have two common neighbors, and non-adjacent vertices have four.


            	The Archimedean solids give rise to regular graphs: 7 of the Archimedean solids are of degree 3, 4 of degree 4, and the remaining 2 are chiral pairs of degree 5.

          


          


          History


          


          Prehistory


          Stones carved in shapes showing the symmetries of various polyhedra have been found in Scotland and may be as much a 4,000 years old. These stones show not only the form of various symmetrical polyehdra, but also the relations of duality amongst some of them (that is, that the centres of the faces of the cube gives the vertices of an octahedron, and so on). Examples of these stones are on display in the John Evans room of the Ashmolean Museum at Oxford University. It is impossible to know why these objects were made, or how the sculptor gained the inspiration for them.


          Other polyhedra have of course made their mark in architecture - cubes and cuboids being obvious examples, with the earliest four-sided pyramids of ancient Egypt also dating from the Stone Age.


          The Etruscans preceded the Greeks in their awareness of at least some of the regular polyhedra, as evidenced by the discovery near Padua (in Northern Italy) in the late 1800s of a dodecahedron made of soapstone, and dating back more than 2,500 years (Lindemann, 1987). Pyritohedric crystals are found in northern Italy.


          


          Greeks


          The earliest known written records of these shapes come from Classical Greek authors, who also gave the first known mathematical description of them. The earlier Greeks were interested primarily in the convex regular polyhedra, while Archimedes later expanded his study to the convex uniform polyhedra.


          


          Muslims and Chinese


          After the end of the Classical era, Islamic scholars continued to make advances, for example in the tenth century Abu'l Wafa described the convex regular and quasiregular spherical polyhedra. Meanwhile in China, dissection of the cube into its characteristic tetrahedron (orthoscheme) and related solids was used as the basis for calculating volumes of earth to be moved during engineering excavations.


          


          Renaissance


          Much to be said here: Piero della Francesca, Pacioli, Leonardo Da Vinci, Wenzel Jamnitzer, Durer, etc. leading up to Kepler.


          


          Star polyhedra


          For almost 2000 years, the concept of a polyhedron had remained as developed by the ancient Greek mathematicians.


          Johannes Kepler realised that star polygons could be used to build star polyhedra, which have non-convex regular polygons, typically pentagrams as faces. Some of these star polyhedra may have been discovered before Kepler's time, but he was the first to recognise that they could be considered "regular" if one removed the restriction that regular polytopes be convex. Later, Louis Poinsot realised that star vertex figures (circuits around each corner) can also be used, and discovered the remaining two regular star polyhedra. Cauchy proved Poinsot's list complete, and Cayley gave them their accepted English names: (Kepler's) the small stellated dodecahedron and great stellated dodecahedron, and (Poinsot's) the great icosahedron and great dodecahedron. Collectively they are called the Kepler-Poinsot polyhedra.


          The Kepler-Poinsot polyhedra may be constructed from the Platonic solids by a process called stellation. Most stellations are not regular. The study of stellations of the Platonic solids was given a big push by H. S. M. Coxeter and others in 1938, with the now famous paper The 59 icosahedra. This work has recently been re-published (Coxeter, 1999).


          The reciprocal process to stellation is called facetting (or faceting). Every stellation of one polytope is dual, or reciprocal, to some facetting of the dual polytope. The regular star polyhedra can also be obtained by facetting the Platonic solids. Bridge 1974 listed the simpler facettings of the dodecahedron, and reciprocated them to discover a stellation of the icosahedron that was missing from the famous "59". More have been discovered since, and the story is not yet ended.


          See also:


          
            	Regular polyhedron: History


            	Regular polytope: History of discovery.

          


          


          Polyhedra in nature


          For natural occurrences of regular polyhedra, see Regular polyhedron: History.


          Irregular polyhedra appear in nature as crystals.


          Books on polyhedra


          


          Introductory books, also suitable for school use


          
            	Cromwell, P.; Polyhedra, CUP hbk (1997), pbk. (1999).


            	Cundy, H.M. & Rollett, A.P.; Mathematical models, 1st Edn. hbk OUP (1951), 2nd Edn. hbk OUP (1961), 3rd Edn. pbk Tarquin (1981).


            	Holden; Shapes, space and symmetry, (1971), Dover pbk (1991).


            	Pearce, P and Pearce, S: Polyhedra primer, Van Nost. Reinhold (May 1979), ISBN-10: 0442264968, ISBN-13: 978-0442264963.


            	Tarquin publications: books of cut-out and make card models.


            	Wenninger, M.; Polyhedron models for the classroom, pbk (1974)


            	Wenninger, M.; Polyhedron models, CUP hbk (1971), pbk (1974).


            	Wenninger, M.; Spherical models, CUP.


            	Wenninger, M.; Dual models, CUP.

          


          


          Undergraduate level


          
            	Coxeter, H.S.M. DuVal, Flather & Petrie; The fifty-nine icosahedra, 3rd Edn. Tarquin.


            	Coxeter, H.S.M. Twelve geometric essays. Republished as The beauty of geometry, Dover.


            	Thompson, Sir D'A. W. On growth and form, (1943). (not sure if this is the right category for this one, I haven't read it).

          


          


          Design and architecture bias


          
            	Critchlow, K.; Order in space.


            	Pearce, P.; Structure in nature is a strategy for design, MIT (1978)


            	Williams, R.; The geometrical foundation of natural structure, Dover (1979).

          


          


          Advanced mathematical texts


          
            	Coxeter, H.S.M.; Regular Polytopes 3rd Edn. Dover (1973).


            	Coxeter, H.S.M.; Regular complex polytopes, CUP (1974).


            	Lakatos, Imre; Proofs and Refutations, Cambridge University Press (1976) - discussion of proof of Euler characteristic


            	Several more to add here.

          


          


          Historical books


          
            	Brckner, Vielecke und Vielflache (Polygons and polyhedra), (1900).


            	Fejes Toth, L.;

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Polyhedron"
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        Polymerase chain reaction
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              A strip of eight PCR tubes, each containing a 100l reaction.
            

          


          The polymerase chain reaction (PCR) is a technique widely used in molecular biology. It derives its name from one of its key components, a DNA polymerase used to amplify a piece of DNA by in vitro enzymatic replication. As PCR progresses, the DNA thus generated is itself used as a template for replication. This sets in motion a chain reaction in which the DNA template is exponentially amplified. With PCR it is possible to amplify a single or few copies of a piece of DNA across several orders of magnitude, generating millions or more copies of the DNA piece. PCR can be extensively modified to perform a wide array of genetic manipulations.


          Almost all PCR applications employ a heat-stable DNA polymerase, such as Taq polymerase, an enzyme originally isolated from the bacterium Thermus aquaticus. This DNA polymerase enzymatically assembles a new DNA strand from DNA building blocks, the nucleotides, using single-stranded DNA as template and DNA oligonucleotides (also called DNA primers) required for initiation of DNA synthesis. The vast majority of PCR methods use thermal cycling, i.e., alternately heating and cooling the PCR sample to a defined series of temperature steps. These thermal cycling steps are necessary to physically separate the strands (at high temperatures) in a DNA double helix ( DNA melting) used as template during DNA synthesis (at lower temperatures) by the DNA polymerase to selectively amplify the target DNA. The selectivity of PCR results from the use of primers that are complementary to the DNA region targeted for amplification under specific thermal cycling conditions.


          Developed in 1983 by Kary Mullis, PCR is now a common and often indispensable technique used in medical and biological research labs for a variety of applications. These include DNA cloning for sequencing, DNA-based phylogeny, or functional analysis of genes; the diagnosis of hereditary diseases; the identification of genetic fingerprints (used in forensic sciences and paternity testing); and the detection and diagnosis of infectious diseases. In 1993 Mullis won the Nobel Prize in Chemistry for his work on PCR.


          


          PCR principles and procedure


          
            [image: Figure 1a: An old thermal cycler for PCR]

            
              Figure 1a: An old thermal cycler for PCR
            

          


          
            [image: Figure 1b: An older model three-temperature thermal cycler for PCR]

            
              Figure 1b: An older model three-temperature thermal cycler for PCR
            

          


          PCR is used to amplify specific regions of a DNA strand (the DNA target). This can be a single gene, a part of a gene, or a non-coding sequence. Most PCR methods typically amplify DNA fragments of up to 10 kilo base pairs (kb), although some techniques allow for amplification of fragments up to 40 kb in size.


          A basic PCR set up requires several components and reagents. These components include:


          
            	DNA template that contains the DNA region (target) to be amplified.


            	Two primers, which are complementary to the DNA regions at the 5' (five prime) or 3' (three prime) ends of the DNA region.


            	A DNA polymerase such as Taq polymerase or another DNA polymerase with a temperature optimum at around 70C.


            	Deoxynucleoside triphosphates (dNTPs; also very commonly and erroneously called deoxynucleotide triphosphates), the building blocks from which the DNA polymerases synthesizes a new DNA strand.


            	Buffer solution, providing a suitable chemical environment for optimum activity and stability of the DNA polymerase.


            	Divalent cations, magnesium or manganese ions; generally Mg2+ is used, but Mn2+ can be utilized for PCR-mediated DNA mutagenesis, as higher Mn2+ concentration increases the error rate during DNA synthesis


            	Monovalent cation potassium ions.

          


          The PCR is commonly carried out in a reaction volume of 10-200 l in small reaction tubes (0.2-0.5 ml volumes) in a thermal cycler. The thermal cycler heats and cools the reaction tubes to achieve the temperatures required at each step of the reaction (see below). Many modern thermal cyclers make use of the Peltier effect which permits both heating and cooling of the block holding the PCR tubes simply by reversing the electric current. Thin-walled reaction tubes permit favorable thermal conductivity to allow for rapid thermal equilibration. Most thermal cyclers have heated lids to prevent condensation at the top of the reaction tube. Older thermocyclers lacking a heated lid require a layer of oil on top of the reaction mixture or a ball of wax inside the tube.


          


          Procedure


          
            [image: Figure 2: Schematic drawing of the PCR cycle. (1) Denaturing at 94-96°C. (2) Annealing at ~65°C (3) Elongation at 72°C. Four cycles are shown here. The blue lines represent the DNA template to which primers (red arrows) anneal that are extended by the DNA polymerase (light green circles), to give shorter DNA products (green lines), which themselves are used as templates as PCR progresses.]
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          The PCR usually consists of a series of 20 to 40 repeated temperature changes called cycles; each cycle typically consists of 2-3 discrete temperature steps. Most commonly PCR is carried out with cycles that have three temperature steps (Fig. 2). The cycling is often preceded by a single temperature step (called hold) at a high temperature (>90C), and followed by one hold at the end for final product extension or brief storage. The temperatures used and the length of time they are applied in each cycle depend on a variety of parameters. These include the enzyme used for DNA synthesis, the concentration of divalent ions and dNTPs in the reaction, and the melting temperature ( Tm) of the primers.


          
            	Initialization step: This step consists of heating the reaction to a temperature of 94-96C (or 98C if extremely thermostable polymerases are used), which is held for 1-9 minutes. It is only required for DNA polymerases that require heat activation by hot-start PCR.

          


          
            	Denaturation step: This step is the first regular cycling event and consists of heating the reaction to 94-98C for 20-30 seconds. It causes melting of DNA template and primers by disrupting the hydrogen bonds between complementary bases of the DNA strands, yielding single strands of DNA.

          


          
            	Annealing step: The reaction temperature is lowered to 50-65C for 20-40 seconds allowing annealing of the primers to the single-stranded DNA template. Typically the annealing temperature is about 3-5 degrees Celsius below the Tm of the primers used. Stable DNA-DNA hydrogen bonds are only formed when the primer sequence very closely matches the template sequence. The polymerase binds to the primer-template hybrid and begins DNA synthesis.

          


          
            	Extension/elongation step: The temperature at this step depends on the DNA polymerase used; Taq polymerase has its optimum activity temperature at 75-80C, and commonly a temperature of 72C is used with this enzyme. At this step the DNA polymerase synthesizes a new DNA strand complementary to the DNA template strand by adding dNTPs that are complementary to the template in 5' to 3' direction, condensing the 5'- phosphate group of the dNTPs with the 3'- hydroxyl group at the end of the nascent (extending) DNA strand. The extension time depends both on the DNA polymerase used and on the length of the DNA fragment to be amplified. As a rule-of-thumb, at its optimum temperature, the DNA polymerase will polymerize a thousand bases per minute. Under optimum conditions, i.e., if there are no limitations due to limiting substrates or reagents, at each extension step, the amount of DNA target is doubled, leading to exponential (geometric) amplification of the specific DNA fragment.

          


          
            	Final elongation: This single step is occasionally performed at a temperature of 70-74C for 5-15 minutes after the last PCR cycle to ensure that any remaining single-stranded DNA is fully extended.

          


          
            	Final hold: This step at 4-15C for an indefinite time may be employed for short-term storage of the reaction.
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          To check whether the PCR generated the anticipated DNA fragment (also sometimes referred to as the amplimer or amplicon), agarose gel electrophoresis is employed for size separation of the PCR products. The size(s) of PCR products is determined by comparison with a DNA ladder (a molecular weight marker), which contains DNA fragments of known size, run on the gel alongside the PCR products (see Fig. 3).


          


          PCR stages


          The PCR process can be divided into three stages:


          Exponential amplification: At every cycle, the amount of product is doubled (assuming 100% reaction efficiency). The reaction is very specific and precise.


          Levelling off stage: The reaction slows as the DNA polymerase loses activity and as consumption of reagents such as dNTPs and primers causes them to become limiting.


          Plateau: No more product accumulates due to exhaustion of reagents and enzyme.


          


          PCR optimization


          In practice, PCR can fail for various reasons, in part due to its sensitivity to contamination causing amplification of spurious DNA products. Because of this, a number of techniques and procedures have been developed for optimizing PCR conditions. Contamination with extraneous DNA is addressed with lab protocols and procedures that separate pre-PCR mixtures from potential DNA contaminants. This usually involves spatial separation of PCR-setup areas from areas for analysis or purification of PCR products, and thoroughly cleaning the work surface between reaction setups. Primer-design techniques are important in improving PCR product yield and in avoiding the formation of spurious products, and the usage of alternate buffer components or polymerase enzymes can help with amplification of long or otherwise problematic regions of DNA.


          


          Application of PCR


          


          Isolation of genomic DNA


          PCR allows isolation of DNA fragments from genomic DNA by selective amplification of a specific region of DNA. This use of PCR augments many methods, such as generating hybridization probes for Southern or northern hybridization and DNA cloning, which require larger amounts of DNA, representing a specific DNA region. PCR supplies these techniques with high amounts of pure DNA, enabling analysis of DNA samples even from very small amounts of starting material.


          Other applications of PCR include DNA sequencing to determine unknown PCR-amplified sequences in which one of the amplification primers may be used in Sanger sequencing, isolation of a DNA sequence to expedite recombinant DNA technologies involving the insertion of a DNA sequence into a plasmid or the genetic material of another organism. Bacterial colonies ( E.coli) can be rapidly screened by PCR for correct DNA vector constructs. PCR may also be used for genetic fingerprinting; a forensic technique used to identify a person or organism by comparing experimental DNAs through different PCR-based methods.


          Some PCR 'fingerprints' methods have high discriminative power and can be used to identify genetic relationships between individuals, such as parent-child or between siblings, and are used in paternity testing (Fig. 4). This technique may also be used to determine evolutionary relationships among organisms.


          
            [image: Figure 4: Electrophoresis of PCR-amplified DNA fragments. (1) Father. (2) Child. (3) Mother. The child has inherited some, but not all of the fingerprint of each of its parents, giving it a new, unique fingerprint.]
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          Amplification and quantitation of DNA


          Because PCR amplifies the regions of DNA that it targets, PCR can be used to analyze extremely small amounts of sample. This is often critical for forensic analysis, when only a trace amount of DNA is available as evidence. PCR may also be used in the analysis of ancient DNA that is thousands of years old. These PCR-based techniques have been successfully used on animals, such as a forty-thousand-year-old mammoth, and also on human DNA, in applications ranging from the analysis of Egyptian mummies to the identification of a Russian Tsar.


          Quantitative PCR methods allow the estimation of the amount of a given sequence present in a sample  a technique often applied to quantitatively determine levels of gene expression. Real-time PCR is an established tool for DNA quantification that measures the accumulation of DNA product after each round of PCR amplification.


          
            	See also Use of DNA in forensic entomology

          


          


          PCR in diagnosis of diseases


          PCR allows early diagnosis of malignant diseases such as leukemia and lymphomas, which is currently the highest developed in cancer research and is already being used routinely. PCR assays can be performed directly on genomic DNA samples to detect translocation-specific malignant cells at a sensitivity which is at least 10,000 fold higher than other methods.


          PCR also permits identification of non-cultivatable or slow-growing microorganisms such as mycobacteria, anaerobic bacteria, or viruses from tissue culture assays and animal models. The basis for PCR diagnostic applications in microbiology is the detection of infectious agents and the discrimination of non-pathogenic from pathogenic strains by virtue of specific genes.


          Viral DNA can likewise be detected by PCR. The primers used need to be specific to the targeted sequences in the DNA of a virus, and the PCR can be used for diagnostic analyses or DNA sequencing of the viral genome. The high sensitivity of PCR permits virus detection soon after infection and even before the onset of disease. Such early detection may give physicians a significant lead in treatment. The amount of virus ("viral load") in a patient can also be quantified by PCR-based DNA quantitation techniques (see below).


          


          Variations on the basic PCR technique


          
            	Allele-specific PCR: This diagnostic or cloning technique is used to identify or utilize single-nucleotide polymorphisms (SNPs) (single base differences in DNA). It requires prior knowledge of a DNA sequence, including differences between alleles, and uses primers whose 3' ends encompass the SNP. PCR amplification under stringent conditions is much less efficient in the presence of a mismatch between template and primer, so successful amplification with an SNP-specific primer signals presence of the specific SNP in a sequence. See SNP genotyping for more information.

          


          
            	Assembly PCR or Polymerase Cycling Assembly (PCA): Assembly PCR is the artificial synthesis of long DNA sequences by performing PCR on a pool of long oligonucleotides with short overlapping segments. The oligonucleotides alternate between sense and antisense directions, and the overlapping segments determine the order of the PCR fragments thereby selectively producing the final long DNA product.

          


          
            	Asymmetric PCR: Asymmetric PCR is used to preferentially amplify one strand of the original DNA more than the other. It finds use in some types of sequencing and hybridization probing where having only one of the two complementary stands is required. PCR is carried out as usual, but with a great excess of the primers for the chosen strand. Due to the slow (arithmetic) amplification later in the reaction after the limiting primer has been used up, extra cycles of PCR are required. A recent modification on this process, known as Linear-After-The-Exponential-PCR (LATE-PCR), uses a limiting primer with a higher melting temperature ( Melting temperature|Tm) than the excess primer to maintain reaction efficiency as the limiting primer concentration decreases mid-reaction.

          


          
            	Helicase-dependent amplification: This technique is similar to traditional PCR, but uses a constant temperature rather than cycling through denaturation and annealing/extension cycles. DNA Helicase, an enzyme that unwinds DNA, is used in place of thermal denaturation.

          


          
            	Hot-start PCR: This is a technique that reduces non-specific amplification during the initial set up stages of the PCR. The technique may be performed manually by heating the reaction components to the melting temperature (e.g., 95˚C) before adding the polymerase. Specialized enzyme systems have been developed that inhibit the polymerase's activity at ambient temperature, either by the binding of an antibody or by the presence of covalently bound inhibitors that only dissociate after a high-temperature activation step. Hot-start/cold-finish PCR is achieved with new hybrid polymerases that are inactive at ambient temperature and are instantly activated at elongation temperature.

          


          
            	Intersequence-specific (ISSR) PCR: a PCR method for DNA fingerprinting that amplifies regions between some simple sequence repeats to produce a unique fingerprint of amplified fragment lengths.

          


          
            	Inverse PCR: a method used to allow PCR when only one internal sequence is known. This is especially useful in identifying flanking sequences to various genomic inserts. This involves a series of DNA digestions and self ligation, resulting in known sequences at either end of the unknown sequence.

          


          
            	Ligation-mediated PCR: This method uses small DNA linkers ligated to the DNA of interest and multiple primers annealing to the DNA linkers; it has been used for DNA sequencing, genome walking, and DNA footprinting.

          


          
            	Methylation-specific PCR (MSP): The MSP method was developed by Stephen Baylin and Jim Herman at the Johns Hopkins School of Medicine, and is used to detect methylation of CpG islands in genomic DNA. DNA is first treated with sodium bisulfite, which converts unmethylated cytosine bases to uracil, which is recognized by PCR primers as thymine. Two PCRs are then carried out on the modified DNA, using primer sets identical except at any CpG islands within the primer sequences. At these points, one primer set recognizes DNA with cytosines to amplify methylated DNA, and one set recognizes DNA with uracil or thymine to amplify unmethylated DNA. MSP using qPCR can also be performed to obtain quantitative rather than qualitative information about methylation.

          


          
            	Miniprimer PCR: Miniprimer PCR uses a novel thermostable polymerase (S-Tbr) that can extend from short primers ("smalligos") as short as 9 or 10 nucleotides, instead of the approximately 20 nucleotides required by Taq. This method permits PCR targeting smaller primer binding regions, and is particularly useful to amplify unknown, but conserved, DNA sequences, such as the 16S (or eukaryotic 18S) rRNA gene. 16S rRNA miniprimer PCR was used to characterize a microbial mat community growing in an extreme environment, a hypersaline pond in Puerto Rico. In that study, deeply divergent sequences were discovered with high frequency and included representatives that deﬁned two new division-level taxa, suggesting that miniprimer PCR may reveal new dimensions of microbial diversity. By enlarging the "sequence space" that may be queried by PCR primers, this technique may enable novel PCR strategies that are not possible within the limits of primer design imposed by Taq and other commonly used enzymes.

          


          
            	Multiplex Ligation-dependent Probe Amplification (MLPA): permits multiple targets to be amplified with only a single primer pair, thus avoiding the resolution limitations of multiplex PCR (see below).

          


          
            	Multiplex-PCR: The use of multiple, unique primer sets within a single PCR mixture to produce amplicons of varying sizes specific to different DNA sequences. By targeting multiple genes at once, additional information may be gained from a single test run that otherwise would require several times the reagents and more time to perform. Annealing temperatures for each of the primer sets must be optimized to work correctly within a single reaction, and amplicon sizes, i.e., their base pair length, should be different enough to form distinct bands when visualized by gel electrophoresis.

          


          
            	Nested PCR: increases the specificity of DNA amplification, by reducing background due to non-specific amplification of DNA. Two sets of primers are being used in two successive PCRs. In the first reaction, one pair of primers is used to generate DNA products, which besides the intended target, may still consist of non-specifically amplified DNA fragments. The product(s) are then used in a second PCR with a set of primers whose binding sites are completely or partially different from and located 3' of each of the primers used in the first reaction. Nested PCR is often more successful in specifically amplifying long DNA fragments than conventional PCR, but it requires more detailed knowledge of the target sequences.

          


          
            	Overlap-extension PCR: is a genetic engineering technique allowing the construction of a DNA sequence with an alteration inserted beyond the limit of the longest practical primer length.

          


          
            	Quantitative PCR (Q-PCR): is used to measure the quantity of a PCR product (preferably real-time). It is the method of choice to quantitatively measure starting amounts of DNA, cDNA or RNA. Q-PCR is commonly used to determine whether a DNA sequence is present in a sample and the number of its copies in the sample. The method with currently the highest level of accuracy is Quantitative real-time PCR. It is often confusingly known as RT-PCR (Real Time PCR) or RQ-PCR. QRT-PCR or RTQ-PCR are more appropriate contractions. RT-PCR commonly refers to reverse transcription PCR (see below), which is often used in conjunction with Q-PCR. QRT-PCR methods use fluorescent dyes, such as Sybr Green, or fluorophore-containing DNA probes, such as TaqMan, to measure the amount of amplified product in real time.

          


          
            	RT-PCR: (Reverse Transcription PCR) is a method used to amplify, isolate or identify a known sequence from a cellular or tissue RNA. The PCR is preceded by a reaction using reverse transcriptase to convert RNA to cDNA. RT-PCR is widely used in expression profiling, to determine the expression of a gene or to identify the sequence of an RNA transcript, including transcription start and termination sites and, if the genomic DNA sequence of a gene is known, to map the location of exons and introns in the gene. The 5' end of a gene (corresponding to the transcription start site) is typically identified by an RT-PCR method, named RACE-PCR, short for Rapid Amplification of cDNA Ends.

          


          
            	Solid Phase PCR: encompasses multiple meanings, including Polony Amplification (where PCR colonies are derived in a gel matrix, for example), 'Bridge PCR' (the only primers present are covalently linked to solid support surface), conventional Solid Phase PCR (where Asymmetric PCR is applied in the presence of solid support bearing primer with sequence matching one of the aqueous primers) and Enhanced Solid Phase PCR (where conventional Solid Phase PCR can be improved by employing high Tm solid support primer with application of a thermal 'step' to favour solid support priming).

          


          
            	TAIL-PCR: Thermal asymmetric interlaced PCR is used to isolate unknown sequence flanking a known sequence. Within the known sequence TAIL-PCR uses a nested pair of primers with differing annealing temperatures; a degenerate primer is used to amplify in the other direction from the unknown sequence.

          


          
            	Touchdown PCR: a variant of PCR that aims to reduce nonspecific background by gradually lowering the annealing temperature as PCR cycling progresses. The annealing temperature at the initial cycles is usually a few degrees (3-5˚C) above the Tm of the primers used, while at the later cycles, it is a few degrees (3-5˚C) below the primer Tm. The higher temperatures give greater specificity for primer binding, and the lower temperatures permit more efficient amplification from the specific products formed during the initial cycles.

          


          
            	PAN-AC: This method uses isothermal conditions for amplification, and may be used in living cells.

          


          
            	Universal Fast Walking: this method allows genome walking and genetic fingerprinting using a more specific 'two-sided' PCR than conventional 'one-sided' approaches (using only one gene-specific primer and one general primer - which can lead to artefactual 'noise') by virtue of a mechanism involving lariat structure formation. Streamlined derivatives of UFW are LaNe RAGE (lariat-dependent nested PCR for rapid amplification of genomic DNA ends) , 5'RACE LaNe and 3'RACE LaNe .

          


          


          History


          A 1971 paper in the Journal of Molecular Biology by Kleppe and co-workers first described a method using an enzymatic assay to replicate a short DNA template with primers in vitro. However, this early manifestation of the basic PCR principle did not receive much attention, and the invention of the polymerase chain reaction in 1983 is generally credited to Kary Mullis.


          At the core of the PCR method is the use of a suitable DNA polymerase able to withstand the high temperatures of >90C (>195F) required for separation of the two DNA strands in the DNA double helix after each replication cycle. The DNA polymerases initially employed for in vitro experiments presaging PCR were unable to withstand these high temperatures. So the early procedures for DNA replication were very inefficient, time consuming, and required large amounts of DNA polymerase and continual handling throughout the process.


          A 1976 discovery of Taq polymerase a DNA polymerase purified from the thermophilic bacterium, Thermus aquaticus, which naturally occurs in hot (50 to 80 C (120 to 175 F)) environments paved the way for dramatic improvements of the PCR method. The DNA polymerase isolated from T. aquaticus is stable at high temperatures remaining active even after DNA denaturation, thus obviating the need to add new DNA polymerase after each cycle. This allowed an automated thermocycler-based process for DNA amplification.


          At the time he developed PCR in 1983, Mullis was working in Emeryville, California for Cetus Corporation, one of the first biotechnology companies. There, he was responsible for synthesizing short chains of DNA. Mullis has written that he conceived of PCR while cruising along the Pacific Coast Highway one night in his car. He was playing in his mind with a new way of analyzing changes (mutations) in DNA when he realized that he had instead invented a method of amplifying any DNA region through repeated cycles of duplication driven by DNA polymerase.


          In Scientific American, Mullis summarized the procedure: "Beginning with a single molecule of the genetic material DNA, the PCR can generate 100 billion similar molecules in an afternoon. The reaction is easy to execute. It requires no more than a test tube, a few simple reagents, and a source of heat." He was awarded the Nobel Prize in Chemistry in 1993 for his invention, seven years after he and his colleagues at Cetus first put his proposal to practice. However, some controversies have remained about the intellectual and practical contributions of other scientists to Mullis' work, and whether he had been the sole inventor of the PCR principle. (see main article: Kary Mullis)


          


          Patent wars


          The PCR technique was patented by Cetus Corporation, where Mullis worked when he invented the technique in 1983. The Taq polymerase enzyme was also covered by patents. There have been several high-profile lawsuits related to the technique, including an unsuccessful lawsuit brought by DuPont. The pharmaceutical company Hoffmann-La Roche purchased the rights to the patents in 1992 and currently holds those that are still protected.


          A related patent battle over the Taq polymerase enzyme is still ongoing in several jurisdictions around the world between Roche and Promega. The legal arguments have extended beyond the life of the original PCR and Taq polymerase patents, which expired on March 28, 2005


          
            Retrieved from " http://en.wikipedia.org/wiki/Polymerase_chain_reaction"
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        Polynomial


        
          

          In mathematics, a polynomial is an expression that is constructed from one or more variables and constants, using only the operations of addition, subtraction, multiplication, and constant positive whole number exponents. For example, [image: x^2 - 4x + 7\, ] is a polynomial, but [image: x^2 - 4/x + 7x^{3/2}\,] is not a polynomial because it involves division by a variable and because it has an exponent that is not a positive whole number.


          Polynomials are one of the most important concepts in algebra and throughout mathematics and science. They can be used to form polynomial equations, which can encode a wide range of problems, from elementary story problems to complicated problems in the sciences; they can be used to define polynomial functions, which appear in settings ranging from basic chemistry and physics to economics, and are used in calculus and numerical analysis to approximate other functions. Polynomials are used in their own right to construct polynomial rings, one of the most powerful concepts in algebra and algebraic geometry.


          


          Overview


          A polynomial is either zero, or can be written as the sum of one or more non-zero terms. The number of terms is finite. These terms consist of a constant (called the coefficient of the term) multiplied by zero or more variables (which are usually represented by letters). Each variable may have an exponent which is a non-negative integer. The exponent on a variable in a term is equal to the degree of that variable in that term. Since x = x1, the degree of a variable without a written exponent is one. A term with no variables is called a constant term, or just a constant. The degree of a constant term is 0. The coefficient of a term may be any number, including fractions, irrational numbers, negative numbers, and complex numbers.


          For example,


          
            	[image:  -5x^2y\,]

          


          is a term. The coefficient is 5, the variables are x and y, the degree of x is two, and the degree of y is one.


          The degree of the entire term is the sum of the degrees of each variable in it. In the example above, the degree is 2 + 1 = 3.


          A polynomial is a sum of terms. For example, the following is a polynomial:


          
            	[image:  3x^2 - 5x + 4\,.]

          


          It consists of three terms: the first is degree two, the second is degree one, and the third is degree zero. Here "


          " stands for "


          ", so the coefficient of the middle term is5.


          When a polynomial in one variable is arranged in the traditional order, the terms of higher degree come before the terms of lower degree. In the first term above, the coefficient is3, the variable isx, and the exponent is2. In the second term, the coefficient is5. The third term is a constant. The degree of a non-zero polynomial is the largest degree of any one term. In the example, the polynomial has degree two.


          


          Alternative forms


          An expression that can be converted to polynomial form through a sequence of applications of the commutative, associative, and distributive laws is usually considered to be a polynomial. For instance


          
            	(x + 1)3

          


          is a polynomial because it can be worked out to x3 + 3x2 + 3x + 1. Similarly


          
            	[image: \frac{x^3}{12}]

          


          is considered a valid term in a polynomial, even though it involves a division, because it is equivalent to [image: \tfrac{1}{12}x^3] and [image: \tfrac{1}{12}] is just a constant. The coefficient of this term is therefore [image: \tfrac{1}{12}]. For similar reasons, if complex coefficients are allowed, one many have a single term like (2 + 3i)x3; even though it looks like it should be worked out to two terms, the complex number 2+3i is in fact just a single coefficient in this case that happens to require a "+" to be written down.


          Division by an expression containing a variable is not generally allowed in polynomials. For example,


          
            	[image:  {1 \over x^2 + 1} \,]

          


          is not a polynomial because it includes division by a variable. Similarly,


          
            	[image: ( 5 + y ) ^ x ,\,]

          


          is not a polynomial, because it has a variable exponent.


          Since subtraction can be treated as addition of the additive opposite, and since exponentiation to a constant positive whole number power can be treated as repeated multiplication, polynomials can be constructed from constants and variables with just the two operations addition and multiplication.


          


          Polynomial functions


          A polynomial function is a function defined by evaluating a polynomial. For example, the function f, taking real numbers to real numbers, defined by


          
            	f(x) = x3  x

          


          is a polynomial function of one variable. Polynomial functions can also be defined using polynomials in multiple variables, as in


          
            	f(x,y) = 2x3 + 4x2y + xy5 + y2  7.

          


          Polynomial functions are an important class of smooth functions.


          


          Polynomial equations


          A polynomial equation is an equation in which a polynomial is set equal to another polynomial.


          
            	[image:  3x^2 + 4x -5 = 0 \,]

          


          is a polynomial equation.


          


          Elementary properties of polynomials


          
            	A sum of polynomials is a polynomial


            	A product of polynomials is a polynomial


            	The derivative of a polynomial function is a polynomial function


            	Any primitive or antiderivative of a polynomial function is a polynomial function

          


          Polynomials serve to approximate other functions, such as sine, cosine, and exponential.


          All polynomials have an expanded form, in which the distributive law has been used to remove all parentheses. All polynomials also have a factored form in which the polynomial is written as a product of linear polynomials. For example, the polynomial


          
            	[image:  x^2 - 2x - 3 \,]

          


          is the expanded form of the polynomial


          
            	[image: (x - 3)(x + 1)\,],

          


          which is written in factored form. Note that the constants in the linear polynomials (like -3 and +1 in the above example) may be complex numbers in certain cases.


          In school algebra, students learn to move easily from one form to the other (see: factoring).


          Every polynomial in one variable is equivalent to a polynomial with the form


          
            	[image: a_n x^n + a_{n-1}x^{n-1} + \cdots + a_2 x^2 + a_1 x + a_0].

          


          This form is sometimes taken as the definition of a polynomial in one variable.


          Evaluation of a polynomial consists of assigning a number to each variable and carrying out the indicated multiplications and additions. Evaluation is sometimes performed more efficiently using the Horner scheme


          
            	[image: ((\ldots(a_n x + a_{n-1})x + ... + a_2)x + a_1)x + a_0\,].

          


          In elementary algebra, methods are given for solving all first degree and second degree polynomial equations in one variable. In the case of polynomial equations, the variable is often called an unknown. The number of solutions may not exceed the degree, and will equal the degree when multiplicity of solutions and complex number solutions are counted. This fact is called the fundamental theorem of algebra.


          A system of polynomial equations is a set of equations in which a given variable must take on the same value everywhere it appears in any of the equations. Systems of equations are usually grouped with a single open brace on the left. In elementary algebra, methods are given for solving a system of linear equations in several unknowns. To get a unique solution, the number of equations should equal the number of unknowns. If there are more unknowns than equations, the system is called underdetermined. If there are more equations than unknowns, the system is called overdetermined. This important subject is studied extensively in the area of mathematics known as linear algebra. Overdetermined systems are common in practical applications. For example, one U.S. mapping survey used computers to solve 2.5 million equations in 400,000 unknowns.


          


          More advanced examples of polynomials


          In linear algebra, the characteristic polynomial of a square matrix encodes several important properties of the matrix.


          In graph theory the chromatic polynomial of a graph encodes the different ways to vertex colour the graph using x colors.


          In abstract algebra, one may define polynomials with coefficients in any ring.


          In knot theory the Alexander polynomial, the Jones polynomial, and the HOMFLY polynomial are important knot invariants.


          


          History


          Determining the roots of polynomials, or "solving algebraic equations", is among the oldest problems in mathematics. However, the elegant and practical notation we use today only developed beginning in the 15th century. Before that, equations are written out in words. For example, an algebra problem from the Chinese Arithmetic in Nine Sections, circa 200 BCE, begins "Three sheafs of good crop, two sheafs of mediocre crop, and one sheaf of bad crop are sold for 29 dou." We would write 3x + 2y + z = 29.


          


          Notation


          The earliest known use of the equal sign is in Robert Recorde's The Whetstone of Witte, 1557. The signs + for addition,  for subtraction, and the use of a letter for an unknown appear in Michael Stifel's Arithemetica integra, 1544. Ren Descartes, in La geometrie, 1637, introduced the concept of the graph of a polynomial equation. He popularized the use of letters from the beginning of the alphabet to denote constants and letters from the end of the alphabet to denote variables, as can be seen above, in the general formula for a polynomial in one variable, where the a 's denote constants and x denotes a variable. Descartes introduced the use of superscripts to denote exponents as well.


          


          Solving polynomial equations


          Every polynomial corresponds to a polynomial function, where f(x) is set equal to the polynomial, and to a polynomial equation, where the polynomial is set equal to zero. The solutions to the equation are called the roots of the polynomial and they are the zeroes of the function and the x-intercepts of its graph. If x = a is a root of a polynomial, then (x - a) is a factor of that polynomial.


          Some polynomials, such as f(x) = x2 + 1, do not have any roots among the real numbers. If, however, the set of allowed candidates is expanded to the complex numbers, every (non-constant) polynomial has at least one distinct root; this follows from the fundamental theorem of algebra.


          There is a difference between approximating roots and finding exact roots. Formulas for the roots of polynomials up to a degree of 2 have been known since ancient times (see quadratic equation) and up to a degree of 4 since the 16th century (see Gerolamo Cardano, Niccolo Fontana Tartaglia). But formulas for degree 5 eluded researchers. In 1824, Niels Henrik Abel proved the striking result that there can be no general formula (involving only the arithmetical operations and radicals) for the roots of a polynomial of degree 5 or greater in terms of its coefficients (see Abel-Ruffini theorem). This result marked the start of Galois theory which engages in a detailed study of relationships among roots of polynomials.


          Numerically solving a polynomial equation in one unknown is easily done on computer by the Durand-Kerner method or by some other root-finding algorithm. The reduction of equations in several unknowns to equations each in one unknown is discussed in the article on the Buchberger's algorithm. The special case where all the polynomials are of degree one is called a system of linear equations, for which a range of different solution methods exist, including the classical gaussian elimination.


          It has been shown by Richard Birkeland and Karl Meyr that the roots of any polynomial may be expressed in terms of multivariate hypergeometric functions. Ferdinand von Lindemann and Hiroshi Umemura showed that the roots may also be expressed in terms of Siegel modular functions, generalizations of the theta functions that appear in the theory of elliptic functions. These characterizations of the roots of arbitrary polynomials are generalizations of the methods previously discovered to solve the quintic equation.


          


          Graphs


          A polynomial function in one real variable can be represented by a graph.


          
            	The graph of the zero polynomial

          


          
            	
              
                	f(x) = 0

              

            


            	is the x-axis.

          


          
            	The graph of a degree 0 polynomial

          


          
            	
              
                	f(x) = a0 , where a0  0,

              

            


            	is a horizontal line with y-intercept a0

          


          
            	The graph of a degree 1 polynomial (or linear function)

          


          
            	
              
                	f(x) = a0 + a1x , where a1  0,

              

            


            	is an oblique line with y-intercept a0 and slope a1.

          


          
            	The graph of a degree 2 polynomial

          


          
            	
              
                	f(x) = a0 + a1x + a2x2, where a2  0

              

            


            	is a parabola.

          


          
            	The graph of any polynomial with degree 2 or greater

          


          
            	
              
                	f(x) = a0 + a1x + a2x2 + . . . + anxn , where an  0 and n  2

              

            


            	is a continuous non-linear curve.

          


          Polynomial graphs are analyzed in calculus using intercepts, slopes, concavity, and end behaviour.


          The illustrations below show graphs of polynomials.


          
            
              	
                
                  [image: Polynomial of degree 2:f(x)�=�x2�-�x�-�2=�(x+1)(x-2)]

                  
                    Polynomial of degree 2:

                    f(x)=x2-x-2

                    =(x+1)(x-2)
                  

                

              

              	
                
                  [image: Polynomial of degree 3:f(x)�=�x3/5�+�4x2/5�-�7x/5�-�2=�1/5�(x+5)(x+1)(x-2)]

                  
                    Polynomial of degree 3:

                    f(x)=x3/5+4x2/5-7x/5-2

                    =1/5(x+5)(x+1)(x-2)
                  

                

              
            


            
              	
                
                  [image: Polynomial of degree 4:f(x)�=�1/14�(x+4)(x+1)(x-1)(x-3)�+�0.5]

                  
                    Polynomial of degree 4:

                    f(x)=1/14(x+4)(x+1)(x-1)(x-3)+0.5
                  

                

              

              	
                
                  [image: Polynomial of degree 5:f(x)�=�1/20�(x+4)(x+2)(x+1)(x-1)(x-3)�+�2]

                  
                    Polynomial of degree 5:

                    f(x)=1/20(x+4)(x+2)(x+1)(x-1)(x-3)+2
                  

                

              
            

          


          


          Polynomials and calculus


          One important aspect of calculus is the project of analyzing complicated functions by means of approximating them with polynomials. The culmination of these efforts is Taylor's theorem, which roughly states that every differentiable function locally looks like a polynomial, and the Stone-Weierstrass theorem, which states that every continuous function defined on a compact interval of the real axis can be approximated on the whole interval as closely as desired by a polynomial. Polynomials are also frequently used to interpolate functions.


          Quotients of polynomials are called rational expressions, and functions that evaluate rational expressions are called rational functions. Rational functions are the only functions that can be evaluated on a computer by a fixed sequence of instructions involving operations of addition, multiplication, division, which operations on floating point numbers are usually implemented in hardware. All the other functions that computers need to evaluate, such as trigonometric functions, logarithms and exponential functions, must then be computed in software that may use approximations to those functions on certain intervals by rational functions, and possibly iteration.


          Calculating derivatives and integrals of polynomials is particularly simple. For the polynomial


          
            	[image: \sum_{i=0}^n a_i x^i]

          


          the derivative with respect to x is


          
            	[image: \sum_{i=1}^n a_i i x^{i-1}]

          


          and the indefinite integral is


          
            	[image: \sum_{i=0}^n {a_i\over i+1} x^{i+1}+c].

          


          


          Abstract algebra


          In abstract algebra, one must take care to distinguish between polynomials and polynomial functions. A polynomial f in one indeterminate X over a ring R is defined to be a formal expression of the form


          
            	[image: f = a_n X^n + a_{n - 1} X^{n - 1} + \cdots + a_1 X + a_0]

          


          where n is a natural number, the coefficients [image: a_0,\ldots,a_n] are elements of R and X is considered to be a formal symbol. Two polynomials sharing the same value of n are considered to be equal if and only if the sequences of their coefficients are equal; furthermore any polynomial is equal to any polynomial with greater value of n obtained from it by adding terms whose coefficient is zero. Polynomials in X with coefficients in R can be added by simply adding corresponding coefficients (the rule for extending by terms with zero coefficients can be used to make sure such coefficients exist). They can be multiplied using the distributive law and the rule


          
            	
              [image:  a X^k \; b X^l = ab X^{k+l}]
 for all elements a, b of the ring R and all natural numbers k and l.
            

          


          One can then check that the set of all polynomials with coefficients in the ring R forms itself a ring, the ring of polynomials over R, which is denoted by R[X]. If R is commutative, then R[X] is an algebra over R.


          One can think of the ring R[X] as arising from R by adding one new element X to R and only requiring that X commute with all elements of R. In order for R[X] to form a ring, all linear combinations of powers of X have to be included as well. Formation of the polynomial ring, together with forming factor rings by factoring out ideals, are important tools for constructing new rings out of known ones. For instance, the clean construction of finite fields involves the use of those operations, starting out with the field of integers modulo some prime number as the coefficient ring R (see modular arithmetic).


          If R is commutative, then one can associate to every polynomial f in R[X], a polynomial function with domain and range equal to R (more generally one can take domain and range to be the same unital associative algebra over R). One obtains the value of this function for a given argument r by everywhere replacing the symbol X in fs expression by r. One reason that algebraists distinguish between polynomials and polynomial functions is that over some rings different polynomials may give rise to the same polynomial function (see Fermat's little theorem for an example where R is the integers modulo p). This is not the case when R is the real or complex numbers and therefore many analysts often don't separate the two concepts. An even more important reason to distinguish between polynomials and polynomial functions is that many operations on polynomials (like Euclidean division) require looking at what a polynomial is composed of as an expression rather than evaluating it at some constant value for X. And it should be noted that if R is not commutative, there is no (well behaved) notion of polynomial function at all.


          


          Divisibility


          In commutative algebra, one major focus of study is divisibility among polynomials. If R is an integral domain and f and g are polynomials in R[X], it is said that f divides g if there exists a polynomial q in R[X] such that f q = g. One can then show that "every zero gives rise to a linear factor", or more formally: if f is a polynomial in R[X] and r is an element of R such that f(r) = 0, then the polynomial (X  r) divides f. The converse is also true. The quotient can be computed using the Horner scheme.


          If F is a field and f and g are polynomials in F[X] with g  0, then there exist unique polynomials q and r in F[X] with


          
            	[image:  f = q \, g + r ]

          


          and such that the degree of r is smaller than the degree of g. The polynomials q and r are uniquely determined by f and g. This is called "division with remainder" or " polynomial long division" and shows that the ring F[X] is a Euclidean domain.


          Analogously, polynomial "primes" (more correctly, irreducible polynomials) can be defined which cannot be factorized into the product of two polynomials of lesser degree. It is not easy to determine if a given polynomial is irreducible. One can start by simply checking if the polynomial has linear factors. Then, one can check divisibility by some other irreducible polynomials. Eisenstein's criterion can also be used in some cases to determine irreducibility.


          See also: Greatest common divisor of two polynomials.


          


          Classifications


          The most important classification of polynomials is based of the number of distinct variables. A polynomial in one variable is called a univariate polynomial, a polynomial in more than one variable is called a multivariate polynomial. These notions refer more to the kind of polynomials one is generally working with than to individual polynomials; for instance when working with univariate polynomials one does not exclude constant polynomials (which may result for instance from the subtraction of non-constant polynomials), although strictly speaking constant polynomials do not contain any variables at all. It is possible to further classify multivariate polynomials as bivariate, trivariate etc., according to the number of variables, but this is rarely done; it is more common for instance to say simply "polynomials in x, y, and z". A (usually mulitvariate) polynomial is called homogeneous of degreen if all its terms have degreen.


          Univariate polynomials have many properties not shared by multivariate polynomials. For instance, the terms of a univariate polynomial are completely ordered by their degree, and it is conventional to always write them in order of decreasing degree. A univariate polynomial in x of degree n then takes the general form


          
            	[image: c_nx^n+c_{n-1}x^{n-1}+\cdots+c_2x^2+c_1x+c_0]

          


          where cn, cn-1, , c2, c1 and c0 are constants, the coefficients of this polynomial. Here the term cnxn is called the leading term and its coefficient cn the leading coefficient; if the leading coefficient is1, the univariate polynomial is called monic. Note that apart from the leading coefficientcn (which must be non-zero or else the polynomial would not be of degreen) this general form allows for coefficients to be zero; when this happens the corresponding term is zero and may be removed from the sum without changing the polynomial. It is nevertheless common to refer to ci as the coeffient of xi, even when ci happens to be 0, so that xi does not really occur in any term; for instance one can speak of the constant term the polynomial, meaning c0 even if it should be zero.


          Polynomials can similarly be classified by the kind of constant values allowed as coefficients. One can work with polynomials with integral, rational, real or complex coefficients, and in abstract algebra polynomials with many other types of coefficients can be defined. Like for the previous classification, this is about the coefficients one is generally working with; for instance when working with polynomials with complex coefficients one includes polynomials whose coefficients happen to all be real, even though such polynomials can also be considered to be a polynomials with real coefficients.


          Polynomials can further be classified by their degree and/or the number of non-zero terms they contain.


          
            
              Polynomials classified by degree
            

            
              	Degree

              	Name

              	Example
            


            
              	[image: {^{-\infty}}]

              	zero

              	0
            


            
              	0

              	(non-zero) constant

              	1
            


            
              	1

              	linear

              	x + 1
            


            
              	2

              	quadratic

              	x2 + 1
            


            
              	3

              	cubic

              	x3 + 1
            


            
              	4

              	quartic or biquadratic

              	x4 + 1
            


            
              	5

              	quintic

              	x5 + 1
            


            
              	6

              	sextic or hexic

              	x6 + 1
            


            
              	7

              	septic or heptic

              	x7 + 1
            


            
              	8

              	octic

              	x8 + 1
            


            
              	9

              	nonic

              	x9 + 1
            


            
              	10

              	decic

              	x10 + 1
            

          


          The names for degrees higher than 3 are less common. The names for the degrees may be applied to the polynomial or to its terms. For example, a constant may refer to a zero degree polynomial or to a zero degree term.


          The polynomial 0, which may be considered to have no terms at all, is called the zero polynomial. Unlike other constant polynomials, its degree is not zero. Rather the degree of the zero polynomial is either left explicitly undefined, or defined to be negative (either 1 or ) . The latter convention is important when defining Euclidean division of polynomials.


          
            
              Polynomials classified by number of non-zero terms
            

            
              	Number of non-zero terms

              	Name

              	Example
            


            
              	0

              	zero polynomial

              	0
            


            
              	1

              	monomial

              	x2
            


            
              	2

              	binomial

              	x2 + 1
            


            
              	3

              	trinomial

              	x2 + x + 1
            

          


          The word monomial can be ambiguous, as it is also often used to denote just a power of the variable, or in the multivariate case product of such powers, without any coefficient. Two or more terms which involve the same monomial in the latter sense, in other words which differ only in the value of their coefficients, are called similar terms; they can be combined into a single term by adding their coefficients; if the resulting term has coefficient zero, it may be removed altogether. The above classification according to the number of terms assumes that similar terms have been combined first.


          


          Extensions of the concept of a polynomial


          One also speaks of polynomials in several variables, obtained by taking the ring of polynomials of a ring of polynomials: R[X,Y]= (R[X])[Y]= (R[Y])[X]. These are of fundamental importance in algebraic geometry which studies the simultaneous zero sets of several such multivariate polynomials.


          Polynomials are frequently used to encode information about some other object. The characteristic polynomial of a matrix or linear operator contains information about the operator's eigenvalues. The minimal polynomial of an algebraic element records the simplest algebraic relation satisfied by that element.


          Other related objects studied in abstract algebra are formal power series, which are like polynomials but may have infinite degree, and the rational functions, which are ratios of polynomials.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Polynomial"
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              	Polystyrene
            


            
              	Density

              	1050 kg/m
            


            
              	Density of EPS

              	25-200 kg/m
            


            
              	Specific Gravity

              	1.05
            


            
              	Electrical conductivity (s)

              	10-16 S/ m
            


            
              	Thermal conductivity (k)

              	0.08 W/(mK)
            


            
              	Young's modulus (E)

              	3000-3600 M Pa
            


            
              	Tensile strength (st)

              	4660 M Pa
            


            
              	Elongation at break

              	34%
            


            
              	Notch test

              	25 kJ/ m
            


            
              	Glass temperature

              	95  C
            


            
              	Melting point

              	240  C
            


            
              	Vicat B

              	90  C
            


            
              	Heat transfer coefficient (Q)

              	0.17 W/( m2 K)
            


            
              	Linear expansion coefficient (a)

              	8 10-5 / K
            


            
              	Specific heat (c)

              	1.3 kJ/(kgK)
            


            
              	Water absorption (ASTM)

              	0.030.1
            


            
              	Decomposition

              	X years, still decaying
            

          


          Polystyrene IPA: /ˌpɒliˈstaɪriːn/ ( IUPAC Polyphenylethene) is an aromatic polymer made from the aromatic monomer styrene, a liquid hydrocarbon that is commercially manufactured from petroleum by the chemical industry. Polystyrene is a thermoplastic substance, normally existing in solid state at room temperature, but melting if heated (for molding or extrusion), and becoming solid again when cooling off.


          Pure solid polystyrene is a colorless, hard plastic with limited flexibility. It can be cast into molds with fine detail. Polystyrene can be transparent or can be made to take on various colours. It is economical and is used for producing plastic model assembly kits, license plate frames, plastic cutlery, CD "jewel" cases, and many other objects where a fairly rigid, economical plastic is desired.


          


          History


          Polystyrene was discovered in 1839 by Eduard Simon, an apothecary in Berlin. From storax, the resin of Liquidambar orientalis, he distilled an oily substance, a monomer which he named styrol. Several days later Simon found that the styrol had thickened, presumably from oxidation, into a jelly he dubbed styrol oxide ("Styroloxyd"). By 1845 English chemist John Blyth and German chemist August Wilhelm von Hofmann showed that the same transformation of styrol took place in the absence of oxygen. They called their substance metastyrol. Analysis later showed that it was chemically identical to Styroloxyd. In 1866 Marcelin Berthelot correctly identified the formation of metastyrol from styrol as a polymerization process. About 80 years went by before it was realized that heating of styrol starts a chain reaction which produces macromolecules, following the thesis of German organic chemist Hermann Staudinger (18811965). This eventually led to the substance receiving its present name, polystyrene. The I. G. Farben company began manufacturing polystyrene in Ludwigshafen, Germany, about 1931, hoping it would be a suitable replacement for die cast zinc in many applications. Success was achieved when they developed a reactor vessel that extruded polystyrene through a heated tube and cutter, producing polystyrene in pellet form.


          


          Structure


          The chemical makeup of polystyrene is a long chain hydrocarbon with every other carbon connected to a Phenyl group (the name given to the aromatic ring benzene, when bonded to complex carbon substituents).


          [image: Image:Polystyrene formation.PNG]


          A 3-D model would show that each of the chiral backbone carbons lies at the centre of a tetrahedron, with its 4 bonds pointing toward the vertices. Say the -C-C- bonds are rotated so that the backbone chain lies entirely in the plane of the diagram. From this flat schematic, it is not evident which of the phenyl (benzene) groups are angled toward us from the plane of the diagram, and which ones are angled away. The isomer where all of them are on the same side is called isotactic polystyrene, which is not produced commercially. Ordinary atactic polystyrene has these large phenyl groups randomly distributed on both sides of the chain. This random positioning prevents the chains from ever aligning with sufficient regularity to achieve any crystallinity, so the plastic has no melting temperature, Tm. But metallocene-catalyzed polymerization can produce an ordered syndiotactic polystyrene with the phenyl groups on alternating sides. This form is highly crystalline with a Tm of 270 C.


          


          


          Solid foam


          
            [image: Expanded polysterene tray with tomato seedlings]

            
              Expanded polysterene tray with tomato seedlings
            

          


          
            [image: Expanded polystyrene packaging material]

            
              Expanded polystyrene packaging material
            

          


          Polystyrene's most common use is as expanded polystyrene (EPS). Expanded polystyrene is produced from a mixture of about 90-95% polystyrene and 5-10% gaseous blowing agent, most commonly pentane or carbon dioxide. The solid plastic is expanded into a foam through the use of heat, usually steam.


          Extruded polystyrene (XPS), which is different from expanded polystyrene (EPS), is commonly known by the trade name Styrofoam. The voids filled with trapped air give it low thermal conductivity. This makes it ideal as a construction material and it is therefore sometimes used in structural insulated panel building systems. It is also used as insulation in building structures, as molded packing material for cushioning fragile equipment inside boxes, as packing "peanuts", as non-weight-bearing architectural structures (such as pillars), and also in crafts and model building, particularly architectural models. Foamed between two sheets of paper, it makes a more-uniform substitute for corrugated cardboard, tradenamed Foamcore. A more unexpected use for the material is as a lightweight fill for embankments in the civil engineering industry .


          Expanded polystyrene used to contain CFCs, but other, more environmentally-safe blowing agents are now used. Because it is an aromatic hydrocarbon, it burns with an orange-yellow flame, giving off soot, as opposed to non-aromatic hydrocarbon polymers such as polyethylene, which burn with a light yellow flame (often with a blue tinge) and no soot.


          Production methods include sheet stamping (PS) and injection molding (both PS and HIPS).


          The density of expanded polystyrene varies greatly from around 25kg/m to 200kg/m depending on how much gas was admixed to create the foam. A density of 200kg/m is typical for the expanded polystyrene used in surfboards.


          


          Standard markings


          The resin identification code symbol for polystyrene, developed by the Society of the Plastics Industry so that items can be labeled for easy recycling, is [image: ] . However, the majority of polystyrene products are currently not recycled because of a lack of suitable recycling facilities. Furthermore, when it is "recycled," it is not a closed loop polystyrene cups and other packaging materials are usually recycled into fillers in other plastics, or other items that cannot themselves be recycled and are thrown away.


          


          Copolymers


          
            [image: Structure of expanded polystyrene (microscope)]

            
              Structure of expanded polystyrene (microscope)
            

          


          Pure polystyrene is brittle, but hard enough that a fairly high-performance product can be made by giving it some of the properties of a stretchier material, such as polybutadiene rubber. The two such materials can never normally be mixed because of the amplified effect of intermolecular forces on polymer insolubility (see plastic recycling), but if polybutadiene is added during polymerization it can become chemically bonded to the polystyrene, forming a graft copolymer which helps to incorporate normal polybutadiene into the final mix, resulting in high-impact polystyrene or HIPS, often called "high-impact plastic" in advertisements. One commercial name for HIPS is Bextrene. Common applications include use in toys and product casings. HIPS is usually injection molded in production. Autoclaving polystyrene can compress and harden the material.


          Acrylonitrile butadiene styrene or ABS plastic is similar to HIPS: a copolymer of acrylonitrile and styrene, toughened with polybutadiene. Most electronics cases are made of this form of polystyrene, as are many sewer pipes. ABS pipes may become brittle over time. SAN is a copolymer of styrene with acrylonitrile.


          

          Styrene can be copolymerized with other monomers; for example, divinylbenzene for cross-linking the polystyrene chains.


          


          Cutting and shaping


          
            [image: Expanded polystyrene]

            
              Expanded polystyrene
            

          


          Expanded polystyrene is very easily cut with a hot-wire foam cutter, which is easily made by a heated taut length of wire, usually nichrome because of nichrome's resistance to oxidation at high temperatures and its suitable electrical conductivity. The hot wire foam cutter works by heating the wire to the point where it can vaporize foam immediately adjacent to it. The foam gets vaporized before actually touching the heated wire, which yields exceptionally smooth cuts.


          Polystyrene, shaped and cut with hot wire foam cutters, is used in architecture models, actual signage, amusement parks, movie sets, airplane construction, and much more. Such cutters may cost just a few dollars (for a completely manual cutter) to tens of thousands of dollars for large CNC machines that can be used in high-volume industrial production.


          Polystyrene can also be cut with a traditional cutter. In order to do this without ruining the sides of the blade one must first dip the blade in water and cut with the blade at an angle of about 30. The procedure has to be repeated multiple times for best results.


          Polystyrene can also be cut on 3 and 5-axis routers, enabling large-scale prototyping and model-making. Special polystyrene cutters are available that look more like large cylindrical rasps.


          


          Use in biology


          Petri dishes and other containers such as test tubes, made of polystyrene, play an important role in biomedical research and science. For these uses, articles are almost always made by injection molding, and often sterilized post molding, either by irradiation or treatment with ethylene oxide. Post mold surface modification, usually with oxygen rich plasmas, is often done to introduce polar groups. Much of modern biomedical research relies on the use of such products; they therefore play a critical role in pharmaceutical research. Major manufacturers include Corning Incorporated/Costar, Nalgene/Nunc, Greiner and BD/Falcon. The web sites of these companies contain a wealth of information.


          


          Finishing


          In the United States, environmental protection regulations prohibit the use of solvents on polystyrene (which would dissolve the polystyrene and de-foam most of foams anyway).


          Some acceptable finishing materials are


          
            	Water-based paint ( artists have created paintings on polystyrene with gouache)


            	Mortar or acrylic/cement render, often used in the building industry as a weather-hard overcoat that hides the foam completely after finishing the objects.


            	Cotton wool or other fabrics used in conjunction with a stapling implement.

          


          


          Dangers and fire hazard


          The health effects caused by consuming polystyrene when it migrates from food containers (primarily from a leaching caused by heat exchange) into food is under serious investigation. Benzene, a material used in the production of polystyrene, is a known human carcinogen. Moreover, butadiene and styrene (in ABS), when combined, become benzene-like in both form and function.


          The EPA claims


          
            "Acute (short-term) exposure to styrene in humans results in mucous membrane and eye irritation, and gastrointestinal effects. Chronic (long-term) exposure to styrene in humans results in effects on the central nervous system (CNS), such as headache, fatigue, weakness, and depression, CSN dysfunction, hearing loss, and peripheral neuropathy. Human studies are inconclusive on the reproductive and developmental effects of styrene; several studies did not report an increase in developmental effects in women who worked in the plastics industry, while an increased frequency of spontaneous abortions and decreased frequency of births were reported in another study. Several epidemiologic studies suggest there may be an association between styrene exposure and an increased risk of leukemia and lymphoma. However, the evidence is inconclusive due to confounding factors. EPA has not given a formal carcinogen classification to styrene."

          


          Polystyrene is classified according to DIN4102 as a "B3" product, meaning highly flammable or "easily ignited". Consequently, though it is an efficient insulator at low temperatures, it is prohibited from being used in any exposed installations in building construction as long the material is not flame retarded e.g. with hexabromocyclododecane. It must be concealed behind drywall, sheet metal or concrete. Foamed plastic materials have been accidentally ignited and caused huge fires and losses. Examples include the Dsseldorf International Airport, the Channel tunnel, where it was inside a railcar and caught on fire, and the Browns Ferry Nuclear Power Plant, where fire reached through a fire retardant, reached the foamed plastic underneath, inside a firestop that had not been tested and certified in accordance with the final installation.


          In addition to fire hazard, substances that contain acetone (such as most aerosol paint sprays), and cyanoacrylate glues can dissolve polystyrene.


          


          Environmental concerns and bans


          Expanded polystyrene is not easily recyclable because of its light weight and low scrap value. It is generally not accepted in curbside programs. Expanded polystyrene foam takes a very long time to decompose in the environment and has been documented to cause starvation in birds and other marine wildlife. According to the California Coastal Commission, it is a principal component of marine debris. A CIWMB ( California Integrated Waste Management Board) Report finds that in the categories of energy consumption, greenhouse gas effect, and total environmental effect, EPSs environmental impacts were second highest, behind aluminium. Restricting the use of foamed polystyrene takeout food packaging is a priority of many solid waste environmentalist organizations, like Californians Against Waste.


          The city of Berkeley, California was one of the first cities in the world to ban polystyrene food packaging (called Styrofoam in the media announcements). It was also banned in Portland, OR, and Suffolk County, NY in 1990. Now, over 20 US cities have banned polystyrene food packaging, including Oakland, CA on Jan 1st 2007. San Francisco introduced a ban on the packaging on June 1st 2007:


          
            "This is a long time coming," Peskin said Monday. "Polystyrene foam products rely on nonrenewable sources for production, are nearly indestructible and leave a legacy of pollution on our urban and natural environments. If McDonald's could see the light and phase out polystyrene foam more than a decade ago, it's about time San Francisco got with the program." Board of Supervisors President, Aaron Peskin

          


          The overall benefits of the ban in Portland have been questioned , as have the general environmental concepts of the use of paper versus polystyrene.


          A campaign to achieve the first ban of polystyrene foam from the food & beverage industry in Canada has been launched in Toronto as of January 2007, by local non-profit organization NaturoPack.


          Other cities that have banned expanded polystyrene include Portland, Oakland, and Santa Monica. Both the California and New York legislatures are currently considering bills which would effectively ban expanded polystyrene in all takeout food packaging state-wide..


          


          Explosives


          Polystyrene is used in some polymer-bonded explosives:


          
            
              Some Polystyrene PBX Examples
            

            
              	Name

              	Explosive Ingredients

              	Binder Ingredients

              	Usage
            


            
              	PBX-9205

              	RDX 92%

              	Polystyrene 6%; DOP 2%

              	
            


            
              	PBX-9007

              	RDX 90%

              	Polystyrene 9.1%; DOP 0.5%; resin 0.4%

              	
            

          


          It is also a component of Napalm and a component of most designs of hydrogen bombs.


          


          Cleaning


          Polystyrene can be dishwashed at 70C without deformation since it has a glass transition temperature of 95C


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Polystyrene"
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              	Archaeological Areas of Pompeii, Herculaneum, and Torre Annunziata*
            


            
              	UNESCO World Heritage Site
            


            
              	
                

                [image: A quiet street in Pompeii]
              
            


            
              	Type

              	Cultural
            


            
              	Criteria

              	iii, iv, v
            


            
              	Reference

              	829
            


            
              	Region**

              	EuropeandNorth America
            


            
              	Coordinates

              	Coordinates:
            


            
              	Inscription history
            


            
              	Inscription

              	1997 (21st Session)
            


            
              	* Name as inscribed on World Heritage List.

              ** Region as classified by UNESCO.
            

          


          Pompeii is a ruined and partially buried Roman city near modern Naples in the Italian region of Campania, in the territory of the comune of Pompei.


          Along with Herculaneum, its sister city, Pompeii was destroyed, and completely buried, during a catastrophic eruption of the volcano Mount Vesuvius spanning two days on 24 August 79 AD.


          The volcano collapsed higher roof-lines and buried Pompeii under many meters of ash and pumice, and it was lost for nearly 1700 years before its accidental rediscovery in 1748. Since then, its excavation has provided an extraordinarily detailed insight into the life of a city at the height of the Roman Empire. Today, it is one of the most popular tourist attractions of Italy, with 2,571,725 visitors in 2007, and a UNESCO World Heritage Site.


          


          Location


          The ruins of Pompeii are situated at coordinates , near the modern suburban town of Pompei. It stands on a spur formed by a lava flow to the north of the mouth of the Sarno River (known in ancient times as the Sarnus). Today it is some distance inland, but in ancient times it would have been nearer to the coast.


          
            [image: Pompeii and other cities affected by the eruption of Mount Vesuvius. The black cloud represents the general distribution of ash and cinder. Modern coast lines are shown.]

            
              Pompeii and other cities affected by the eruption of Mount Vesuvius. The black cloud represents the general distribution of ash and cinder. Modern coast lines are shown.
            

          


          


          History


          


          Early history


          The archaeological digs at the site extend to the street level of the 79 AD volcanic event; deeper digs in older parts of Pompeii and core samples of nearby drillings have exposed layers of jumbled sediment that suggest that the city had suffered from the volcano and other seismic events before then. Three sheets of sediment have been found on top of the lava bedrock that lies below the city and, mixed in with the sediment, archaeologists have found bits of animal bone, pottery shards and plants. Using carbon dating, the oldest layer has been dated to the 8th-6th centuries BC, about the time that the city was founded. The other two layers are separated from the other layers by well-developed soil layers or Roman pavement and were laid in the 4th century BC and 2nd century BC. The theory behind the layers of jumbled sediment is large landslides, perhaps triggered by extended rainfall.


          The town was founded around the 7th- 6th century BC by the Osci or Oscans, a people of central Italy, on what was an important crossroad between Cumae, Nola and Stabiae. It had already been used as a safe port by Greek and Phoenician sailors. According to Strabo, Pompeii was also captured by the Etruscans, and in fact recent excavations have shown the presence of Etruscan inscriptions and a 6th century necropolis. Pompeii was captured a first time by the Greek colony of Cumae, allied with Syracuse, between 525 and 474 BC.


          In the 5th century BC, the Samnites conquered it (and all the other towns of Campania); the new rulers imposed their architecture and enlarged the town. After the Samnite Wars (4th century), Pompeii was forced to accept the status of socium of Rome, maintaining however linguistic and administrative autonomy. In the 4th century BC it was fortified. Pompeii remained faithful to Rome during the Second Punic War.


          Pompeii took part in the war that the towns of Campania initiated against Rome, but in 89 BC it was besieged by Sulla. Although the troops of the Social League, headed by Lucius Cluentius, helped in resisting the Romans, in 80 BC Pompeii was forced to surrender after the conquest of Nola. It became a Roman colony with the name of Colonia Cornelia Veneria Pompeianorum. The town became an important passage for goods that arrived by sea and had to be sent toward Rome or Southern Italy along the nearby Appian Way. Agriculture, oil and wine production were also important.


          It was fed with water by a spur from Aqua Augusta (Naples) built circa 20 BC by Agrippa, the main line supplying several other large towns, and finally the naval base at Misenum. The castellum in Pompeii is well preserved, and includes many interesting details of the distribution network and its controls.


          [bookmark: 1st_century]


          1st century


          
            [image: The Forum seen from inside the basilica]

            
              The Forum seen from inside the basilica
            

          


          
            [image: Portrait on the wall of a Pompeii house]

            
              Portrait on the wall of a Pompeii house
            

          


          
            [image: Teatro Grande with a large audience capacity, next to Teatro Piccolo.]

            
              Teatro Grande with a large audience capacity, next to Teatro Piccolo.
            

          


          
            [image: Pompeii palestra (exercise court) as seen from the top of the amphitheater]

            
              Pompeii palestra (exercise court) as seen from the top of the amphitheater
            

          


          The excavated town offers a snapshot of Roman life in the 1st century, frozen at the moment it was buried on 24 August 79. The Forum, the baths, many houses, and some out-of-town villas like the Villa of the Mysteries remain surprisingly well preserved.


          Pompeii was a lively place, and evidence abounds of literally the smallest details of everyday life. For example, on the floor of one of the houses (Sirico's), a famous inscription Salve, lucru (Welcome, money), perhaps humorously intended, shows us a trading company owned by two partners, Sirico and Nummianus (but this could be a nickname, since nummus means coin, money). In other houses, details abound concerning professions and categories, such as for the "laundry" workers (Fullones). Wine jars have been found bearing what is apparently the world's earliest known marketing pun, Vesuvinum (combining Vesuvius and the Latin for wine, vinum). Graffiti carved on the walls shows us real street Latin (Vulgar Latin, a different dialect than the literary or classical Latin). In 89 BC, after the final occupation of the city by Roman General Lucius Cornelius Sulla, Pompeii was finally annexed to the Roman Republic. During this period, Pompeii underwent a vast process of infrastructural development, most of which was built during the Augustan period. Worth noting are an amphitheatre, a Palaestra with a central natatorium or swimming pool, and an aqueduct that provided water for more than 25 street fountains, at least four public baths, and a large number of private houses ( domus) and businesses. The amphitheatre has been cited by modern scholars as a model of sophisticated design particularly in the area of crowd control. The aqueduct branched out through three main pipes from the Castellum Aquae, where the waters were collected before being distributed to the city; although it did much more than distribute the waters, it did so with the prerequisite that in the case of extreme drought, the water supply would first fail to reach the public baths (the least vital service), then private houses and businesses, and when there would be no water flow at all, the system would then at last fail to supply the public fountains (the most vital service) in the streets of Pompeii.


          The large number of well-preserved frescoes throw a great light on everyday life and have been a major advance in art history of the ancient world, with the innovation of the Pompeian Styles (First/Second/Third Style). Some aspects of the culture were distinctly erotic, including phallic worship. A large collection of erotic votive objects and frescoes were found at Pompeii. Many were removed and kept until recently in a secret collection at the University of Naples.


          At the time of the eruption, the town could have had some 20,000 inhabitants, and was located in an area in which Romans had their holiday villas. Prof. William Abbott explains, "At the time of the eruption, Pompeii had reached its high point in society as many Romans frequently visited Pompeii on vacations." It is the only ancient town of which the whole topographic structure is known precisely as it was, with no later modifications or additions. It was not distributed on a regular plan as we are used to seeing in Roman towns, due to the difficult terrain. But its streets are straight and laid out in a grid, in the purest Roman tradition; they are laid with polygonal stones, and have houses and shops on both sides of the street. It followed its decumanus and its cardo, centered on the forum.


          Besides the forum, many other services were found: the Macellum (great food market), the Pistrinum (mill), the Thermopolium (sort of bar that served cold and hot beverages), and cauponae (small restaurants). An amphitheatre and two theatres have been found, along with a palaestra or gymnasium. A hotel (of 1,000 square metres) was found a short distance from the town; it is now nicknamed the "Grand Hotel Murecine".


          In 2002 another important discovery at the mouth of the Sarno River revealed that the port also was populated and that people lived in palafittes, within a system of channels that suggested a likeness to Venice to some scientists. These studies are just beginning to produce results.


          [bookmark: 62-79_AD]


          62-79 AD
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          The inhabitants of Pompeii, as those of the area today, had long been used to minor quaking (indeed, the writer Pliny the Younger wrote that earth tremors "were not particularly alarming because they are frequent in Campania"), but on 5 February 62, there was a severe temblor which did considerable damage around the bay and particularly to Pompeii. The earthquake, which took place on the afternoon of the 5th, is believed to have registered over 7.5 on the Richter scale. On 5 February in Pompeii there were to be two sacrifices, as it was the anniversary of Augustus being named "Father of the Nation" and also a feast day to honour the guardian spirits of the city. Chaos followed the earthquake. Fires, caused by oil lamps that had fallen during the quake, added to the panic. Nearby cities of Herculaneum and Nuceria were also affected. Temples, houses, bridges, and roads were destroyed. It is believed that almost all buildings in the city of Pompeii were affected. In the days after the earthquake, anarchy ruled the city, where theft and starvation plagued the survivors. In the time between 62 and the eruption in 79, some rebuilding was done, but some of the damage had still not been repaired at the time of the eruption . It is unknown how many people left the city after the earthquake, but a considerable number did indeed leave the devastation behind and move to other cities within the Roman Empire. Those willing to rebuild and take their chances in their beloved city moved back and began the long process of reviving the city.


          An important field of current research concerns structures that were being restored at the time of the eruption (presumably damaged during the earthquake of 62). Some of the older, damaged, paintings could have been covered with newer ones, and modern instruments are being used to catch a glimpse of the long hidden frescoes. The probable reason why these structures were still being repaired around 17 years after the earthquake was the increasing frequency of smaller quakes that led up to the eruption.


          


          Vesuvius eruption
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          By the 1st century, Pompeii was one of a number of towns located around the base of Mount Vesuvius. The area had a substantial population which grew prosperous from the region's renowned agricultural fertility. Many of Pompeii's neighbouring communities, most famously Herculaneum, also suffered damage or destruction during the 79 eruption. By coincidence it was the day after Vulcanalia, the festival of the Roman god of fire.


          The people and buildings of Pompeii were covered in up to twelve different layers of soil. Pliny the Younger provides a first-hand account of the eruption of Mount Vesuvius from his position across the Bay of Naples at Misenum, in a version which was written 25 years after the event. The experience must have been etched on his memory given the trauma of the occasion, and the loss of his uncle, Pliny the Elder, with whom he had a close relationship. His uncle lost his life while attempting to rescue stranded victims. As Admiral of the fleet, he had ordered the ships of the Imperial Navy stationed at Misenum to cross the bay to assist evacuation attempts. Volcanologists have recognised the importance of Pliny the Younger's account of the eruption by calling similar events "Plinian".


          The eruption was documented by contemporary historians and is universally accepted as having started on August 24th. However the archeological excavations of Pompeii suggest that it was buried 2 months later. People buried in the ash appear to be wearing warmer clothing than the light summer clothes that would be expected in August. The fresh fruit and vegetables in the shops are typical of October, and conversely the summer fruit that would have been typical of August was already being sold in dried, or conserved form. Wine fermenting jars had been sealed over, and this would have happened around the end of October. The coins found in the purse of a woman buried in the Ash include a commemorative coin that should have been minted at the end of September. So far there is no definitive theory as to why there should be such an apparent discrepancy.


          


          Rediscovery
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          After thick layers of ash covered the two towns, they were abandoned and eventually their names and locations were forgotten. Then Herculaneum was rediscovered in 1738 by workmen working on the foundation of a summer palace for the King of Naples, Charles of Bourbon, and Pompeii in 1748. These towns have since been excavated to reveal many intact buildings and wall paintings. The towns were actually found in 1599 by Domenico Fontana, who was digging a new course for the river Sarno, but it took more than 150 years before a serious campaign was started to unearth them. Charles III took great interest in the findings even after becoming king of Spain.


          Karl Weber directed the first real excavations; he was followed in 1764 by military engineer Franscisco la Vega. Franscisco la Vega was succeeded by his brother, Pietro, in 1804. During the French occupation Pietro worked with Christophe Saliceti.


          Giuseppe Fiorelli took charge of the excavations in 1860. During early excavations of the site, occasional voids in the ash layer had been found that contained human remains. It was Fiorelli who realised these were spaces left by the decomposed bodies and so devised the technique of injecting plaster into them to perfectly recreate the forms of Vesuvius's victims. What resulted were highly accurate and eerie forms of the doomed Pompeiani who failed to escape, in their last moment of life, with the expression of terror often quite clearly visible ( , , ). This technique is still in use today, with resin now used instead of plaster because it is more durable.


          Some have theorized that Fontana found some of the famous erotic frescoes and, due to the strict modesty prevalent during his time, reburied them in an attempt at archaeological censorship. This view is bolstered by reports of later excavators who felt that sites they were working on had already been visited and reburied. Even many recovered household items had a sexual theme. The ubiquity of such imagery and items indicates that the sexual mores of the ancient Roman culture of the time were much more liberal than most present-day cultures, although much of what might seem to us to be erotic imagery (eg oversized phalluses) was in fact fertility-imagery. This clash of cultures led to an unknown number of discoveries being hidden away again. A wall fresco which depicted Priapus, the ancient god of sex and fertility, with his extremely enlarged penis, was covered with plaster, even the older reproduction below was locked away "out of prudishness" and only opened on request) and only rediscovered in 1998 due to rainfall .


          In 1819, when King Francis I of Naples visited the Pompeii exhibition at the National Museum with his wife and daughter, he was so embarrassed by the erotic artwork that he decided to have it locked away in a secret cabinet, accessible only to "people of mature age and respected morals". Re-opened, closed, re-opened again and then closed again for nearly 100 years, it was briefly made accessible again at the end of the 1960s (the time of the sexual revolution) and was finally re-opened for viewing in 2000. Minors are still only allowed entry to the once secret cabinet in the presence of a guardian or with written permission.


          A large number of artifacts come from Pompeii are preserved in the Naples National Archaeological Museum.


          


          Pompeii today
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          Pompeii has become a popular tourist destination for centuries (it was on the Grand Tour); with approximately 2.5 million visitors a year, it is the most popular tourist attraction in Italy. It is now part of a larger Vesuvius National Park and was declared a World Heritage Site by UNESCO in 1997. To combat problems associated with tourism, the governing body for Pompeii, the Soprintendenza Archaeological di Pompei have begun issuing new tickets that allow for tourists to also visit cities such as Herculaneum and Stabiae as well as the Villa Poppaea, to encourage visitors to see these sites and reduce pressure on Pompeii.


          Pompeii is also a driving force behind the economy of the nearby town of Pompei. Many residents are employed in the tourism and hospitality business, serving as taxi or bus drivers, waiters or hotel operators.
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          The ruins can be reached by simply walking from the modern town to the various entrances, there are adequate car parks and the entrances are also accessible to tourists through the train line to the modern town, or else a private train line, the Circumvesuviana, that runs directly to the ancient site.


          Excavations in the site have generally ceased due to the moratorium imposed by the superintendent of the site, Professor Pietro Giovanni Guzzo. Additionally, the site is generally less accessible to tourists, with less than a third of all buildings open in the 1960s being available for public viewing today. Nevertheless, the sections of the ancient city open to the public are extensive, and tourists can spend many days exploring the whole site.


          


          In popular culture


          Pompeii has been in pop culture significantly since rediscovery. Book I of the Cambridge Latin Course teaches Latin while telling the story of a Pompeii resident, Lucius Caecilius Iucundus, from the reign of Nero to that of Vespasian. The book ends when Mount Vesuvius erupts, where Caecilius and his household are killed. The books have a cult following and students have been known to go to Pompeii just to track down Caecilius's house. It was the setting for the British comedy television series Up Pompeii!, the movie of the series and second episode of the fourth series of revived BBC drama series Doctor Who, named " The Fires of Pompeii".


          


          Issues of conservation
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          The objects buried beneath Pompeii were remarkably well-preserved for almost two thousand years. The lack of air and moisture allowed for the objects to remain underground with little to no deterioration, which meant that, once excavated, the site had a wealth of sources and evidence for analysis, giving remarkable detail into the lives of the Pompeiians. Unfortunately, once exposed, Pompeii has been subject to both natural and man-made forces which have rapidly increased their rate of deterioration.


          Weathering, erosion, light exposure, water damage, poor methods of excavation and reconstruction, introduced plants and animals, tourism, vandalism and theft have all damaged the site in some way. Two-thirds of the city has been excavated, but the remnants of the city are rapidly deteriorating. The concern for conservation has continually troubled archaeologists. Today, funding is mostly directed into conservation of the site; however, due to the expanse of Pompeii and the scale of the problems, this is inadequate in halting the slow decay of the materials. An estimated US$335 million is needed for all necessary work on Pompeii.
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            A pond is a body of water smaller than a lake, both being examples of terrain features. Although the term pond is universally used to describe waterbodies that are smaller than lakes, an internationally recognised size cutoff has not yet been agreed, with values ranging from 2 hectares (20,000 m2) to 8 hectares (80,000 m2) used to distinguish the smaller from the larger waterbody.

          


          In the United Kingdom, where the charity Pond Conservation has made some of the most extensive studies of ponds, the now widely adopted definition of a pond is 'A man-made or natural waterbody which is between 1 m2 and 2 hectares (~5 acres or 20,000 m) in area, which holds water for four months of the year or more'.


          


          In other parts of Europe some biologists prefer to set the upper size limit at 5 ha (12.355 acres), and in North America even larger waterbodies are often called ponds. For example, Walden Pond in Concord, MA messures 62 acres. The international Ramsar wetland convention sets the upper size limit for ponds as 8 ha (19.768 acres). Although the size cutoff between ponds and lakes is partly subjective both are formed by ponding (standing) water.


          Ponds may be man-made or natural in origin and can be made by excavating a hollow in which water may lie, filling an existing depression with ground or surface water or by retaining water from a stream, or by forming a dam to impound the water in a valley. Ponds can be made by a very wide range of natural processes, although in many parts of the world these are now severely constrained by human activity. In some countries backyard ponds or garden ponds are popular and common.


          The techniques may be combined to form a reservoir in flat country by enclosing an area with an embankment. Such a pond, unless very small, is usually called a reservoir. In some cultures, the meaning has been extended to include small bodies of water impounded naturally.


          The many different definitions traditionally applied by freshwater biologists to ponds such as:

          a body of water where light penetrates to the bottom of the waterbody,

          a waterbody shallow enough for rooted water plants to grow throughout its area,

          a waterbody which lacks wave action on the shoreline

          are very difficult to apply in practice, and may vary according to season, pollution or the presence of trees around the waterbody. For example, when a pond is too heavily shaded by trees for plants to grow throughout, does it cease to be a pond? If the waterbody is polluted, light may be prevented from penetrating to the bottom of even quite shallow ponds by dense blooms of algae - and if so, is the waterbody still a pond?


          For this reason more practical definitions based on size, which can be easily measured at all times and change only if the pond is physically modified, are now widely used. In the same way, lakes can simply be defined as waterbodies which are larger than ponds. A review of old definitions of ponds is provided by Biggs et al (2005) in the book 15 years of pond assessment in Britain.


          


          Nomenclature
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          In origin, pond is a variant form of the word pound, meaning a confining enclosure. As straying cattle are enclosed in a pound so water is enclosed in a pond. In earlier times, ponds were man-made and utilitarian; as stew ponds, mill ponds and so on. The significance of this feature seems in some cases, to have been lost when the word was carried abroad with emigrants so that in places like the United States, natural pools are often called ponds.
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          A pond is sometimes characterized as being a small body of water that is shallow enough for sunlight to reach the bottom, permitting the growth of rooted plants at its deepest point.


          Pond usually implies quite small bodies of water, generally smaller than one would require a boat to cross. Another definition is that a pond is a body of water where even its deepest areas are reached by sunlight or where a human can walk across the entire body of water without being submerged. In some dialects of English, pond normally refers to small artificially created bodies of water.


          Though not generally accepted, some regions of the United States define a pond as a body of water with a surface area of less than 10 acres (40,000 m).


          Regional differences include the use of the word pond in New England, and Maine in particular, for relatively large water bodies. For example, Great Pond, Maine is over 10 square miles (26 km) in area.


          In areas which were covered by glaciers in the past, some ponds were created when the glaciers retreated. These ponds are known as kettle ponds. Walden Pond in Concord, Massachusetts is a well known example. Kettle ponds are usually quite deep and clean because they are fed by underground aquifers rather than surface streams.


          The term is also used for temporary accumulation of water from surface runoff (ponded water).


          There are various regional names for naturally occurring ponds. In Scotland, one of the terms is lochan, which may also apply to a large body of water such as a lake.


          The word "pond" is sometimes also used to refer to the Atlantic Ocean in the expression "across the pond", and the expression "big pond" similarly is sometimes used for the Pacific. These uses are deliberate idiomatic understatements).


          Ponds' calm waters are ideal for insects and other water dwelling invertebrates. This includes the pondskater, the water boatman, the diving beetle, the whirligig beetle and the water scorpion.


          


          Characteristics


          Typically, a pond has no surface outflow draining off water and ponds are often spring-fed. Hence, because of the closed environment of ponds, such small bodies of water normally develop self contained eco-systems. Ponds in heavily vegetated areas also display the formation of " scum", which is a common term for dead and decaying vegetation condensing on top of the water. A contributor to this is the presence of algae, which multiply quickly in a nutrient-rich eutrophic pond exposed to strong daylight. Decaying flora provide significant amounts of such nutrients.


          


          Uses


          In the Indian subcontinent, Hindu temples usually have a pond nearby so that pilgrims can take baths. These ponds are considered sacred. In medieval times in Europe, it was typical for many monasteries and castles (small, partly self-sufficient communities) to have fish ponds. These are still common in Europe and in East Asia (notably Japan), where koi may be kept.


          Another use is in agriculture. In agriculture, treatment ponds combined with irrigation reservoirs are used as a self-purifying irrigation reservoir to allow irrigation at times of drought.


          


          Examples


          Thousands of examples worldwide are available to illustrate the pond; a few of these are:


          
            	Antonelli Pond, California, USA


            	Big Pond, Nova Scotia


            	Christian Pond, Wyoming, USA


            	Hampstead Ponds, England


            	Oguni-numa Pond, Japan


            	Pete's Pond, Botswana


            	Rožmberk Pond, Czech Republic


            	Houghton's Pond, Massachusetts, USA just barely over the lake lower size limit


            	Walden Pond, Massachusetts, USA famous, but well over the lake lower size limit
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          PONG is a video game released originally as an arcade coin-op by Atari Inc. on November 29, 1972. PONG is based on the sport of table tennis, and named after the sound generated by the circuitry when the ball is hit. Atari's PONG is spelled in capital letters and is a registered trademark of Atari Interactive, while the spelling Pong is used to describe the entire genre of "bat and ball" video games. Although PONG is often regarded as the world's first video arcade game, Computer Space had been launched a year earlier in 1971. PONG was the first video game to achieve widespread popularity in both arcade and home console versions, and launched the initial boom in the video game industry.


          Displaying animated graphics on a television screen and reacting in real time to user input would have required more computing power than 1960s consumer products could deliver. And although technology had progressed significantly by 1970, the simplest tasks performed by a modern-day cell phone still would have required a mainframe computer the size of a small apartment.


          Despite this, PONG's creators recognized that technology had evolved sufficiently to make video games a practical proposition: By restricting the graphics to just one line per paddle, a dotted line for the net, and a square for the ball, PONG could be played on the technology available in the early 1970s and console versions manufactured for home use.


          


          History
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          While not the first electronic game, the earliest form of an electronic ping-pong game dates back as a game played on an oscilloscope, by William A. Higinbotham at the Brookhaven National Laboratory in 1958. His game was titled Tennis for Two.


          In 1966, Ralph Baer, then working for Sanders Associates, made a design for running simple computer games over a television set. His ideas were patented, and he created a game resembling PONG proper, except with slightly more complex controls. In 1970, Baer demonstrated his video game system to corporate heads at Magnavox, who became convinced that such a device would help sell more Magnavox television sets. Magnavox and Sanders Associates joined forces, with Baer and his patents at the centre, to develop a stand-alone unit called the Odyssey 1TL200 to be sold to consumers for use in the home.


          In the spring of 1972, the Magnavox Odyssey system was on display at a demonstration in Burlingame, California where Nolan Bushnell played the Odyssey's ping-pong game for the first time. Soon afterwards Bushnell and a friend formed a new company, Atari. Bushnell envisioned creating a driving game for arcades. He hired an electronic engineer, Al Alcorn, fresh out of college. Concerned that the game he envisioned would be too complex for his new employee, Bushnell first directed him to build a ping-pong game. The game Alcorn created was so much fun that Bushnell decided to go ahead and market it. Since the name Ping-Pong was already trademarked, they settled on simply calling it PONG. Atari, which in Japanese means "to aim/target" had not been envisioned as a manufacturer but only a developer of arcade games. Bushnell set about demonstrating his new game to several amusement manufacturers. PONG was conceived as a game for two players, unlike pinball which was the dominant arcade game at the time. Amusement industry experts were unsure about PONG's potential, and initially there was little interest in the product There was a need for the game to undergo a field test, and before departing on a trip to Chicago (Bushnell had appointments scheduled with pinball makers Williams and Bally/Midway), he and Alcorn added a coin operated switch to the machine so that it could be used as an arcade game.


          The system was initially tested in a small bar in Grass Valley, California and Andy Capp's Tavern, a bar in Sunnyvale, California. Within a day, the game's popularity had grown to the point where people lined up outside the bar waiting for the place to open.


          Before long, the unit broke down, and the bar's owner called Alcorn at home to have him remove the game. When he opened the unit to start a game, he quickly discovered the problem - the milk carton placed inside to catch the coins was overflowing with quarters to the point that the coin switch was jammed. Alcorn immediately called Bushnell in Chicago to tell him about the game's outstanding success, and Bushnell decided they should manufacture PONG themselves.


          Two weeks later, Magnavox learned of PONG, and notified Atari that they already had a patent on the concept. The two companies went to court. Magnavox was able to produce witnesses who had seen Bushnell playing the Odyssey's ping-pong game, and they had a guestbook from the event which Bushnell had signed. Magnavox and Atari eventually settled when Atari paid the television manufacturer $700,000 to license the patents.


          


          The home version of PONG was conceived in 1973 and designed by Al Alcorn, Bob Brown, and Harold Lee in 1975. Atari demonstrated the unit at the 1975 Summer Consumer Electronics Show (CES). Because of the failure of the Odyssey (the unit was discontinued in 1974), retail outlets weren't interested by Atari's home console. These systems had on-screen digital scoring, something absent from other versions of PONG. However, soon after the show, Atari was contacted by Tom Quinn, sporting goods buyer for Sears. Quinn met with Nolan Bushnell, and asked how many units Atari could produce in time for the holiday shopping season. Bushnell said they could probably produce 75,000. Quinn told them Sears wanted double that many units, and they would pay to boost production to that level. In return, Sears would be the exclusive seller of Atari PONG.


          


          Christmas 1975 was the most popular season for PONG, with customers lined up outside Sears, waiting for shipments to arrive. That season's popularity caught the attention of Al Franken and Tom Davis during Saturday Night Live's first year; the comedy duo wrote and voiced several segments for SNL in which no actors were visible; all viewers saw was an active Pong game display, looking just like it would if they were playing the game themselves. As the game proceeded, Franken and Davis would talk to each other as friends, commenting only occasionally about the game itself (though the conversation of the players clearly had an occasional detrimental impact on their game skills).


          By 1977 the home version of PONG had become so popular that it was copied by other manufacturers until the market was overrun with cloned machines. The flooded market could not absorb more Pong systems -- real or cloned -- and the resulting "crash" in demand contributed to Fairchild's decision to exit the market.


          By the end of March 1983, Atari had sold between 8,000 to 10,000 coin-operated PONG systems.


          


          Versions


          Many versions of PONG were released, including Pong Doubles (a four-player PONG), Quadrapong (also four-player), Superpong, and Doctor PONG. Aside from Atari's arcade units, there were many PONG clones as well. In their rush to market, Atari did not wait to file for copyrights or patents on their unit. Despite Atari's success, only one in five Pong style games in arcades were actually made by them. To reduce this problem, Atari purposely mismarked the chips in genuine Pong units to confuse anyone who tried to clone one. As video game technology improved, home console versions of PONG appeared with colour graphics, and the later consoles often included additional games such as Breakout, which is a variation of PONG.


          A consequence of the popularity of PONG was that enthusiasts would play the game for hours at a time on their home consoles, leading to damage to the television screen being used as the display. Since the white lines forming the tennis court were shown constantly, they could become burned into the phosphor coating on the cathode ray tube of the television, causing irreparable damage to the screen. After a number of incidents where this occurred, the instruction books of video tennis games mentioned the risk and advised against extended play, or suggested that the brightness and contrast controls of the television be turned down in order to reduce the risk of damage. Another feature of constant play was the tendency of the control paddles to wear out and require replacement.


          The Pong consoles remained popular in the US until the late 1970s and in Europe until the early 1980s.


          


          Ports


          Beyond the home versions, Pong has also been remade several times, including a version for PlayStation. It has been included in the recent " TV Games" collections, which are console-on-a-chip systems that feature "classic" games from the Atari 2600 era.


          PONG also served as a source of inspiration for Atari's game Breakout (1976) which was itself updated successfully ten years later by Taito under the name Arkanoid.


          PONG is available on Arcade Classics for the Sega Genesis.


          The original version (with Cabinet Art) and an updated version of PONG is available in the Atari Anthology Video Game for the PlayStation 2 and the Xbox.


          The original PONG is challenging to faithfully emulate because it uses 7400 chips and discrete logic rather than a CPU for game logic.


          Atari's 1991 arcade game Off The Wall features a competitive bonus round in two- and three-player games that plays exactly like a round of PONG.


          


          Popular culture


          
            	The opening song to Frank Black's album Teenager of the Year is titled "What Ever Happened to Pong?" The lyrics tell a story of two brothers who scam older men by placing wagers on Pong competitions at bars.


            	Tennis star Andy Roddick starred in a commercial for American Express in which his opponent was Pong (his trainer advised him "he returns everything"). Roddick seems stumped as to how to defeat the bar, until he realizes the bar has no forward movement, and hits a drop shot over the net. The commercial Stop Pong also spawned a website, where the player, as Roddick, tries to beat Pong in a five-minute game.


            	In the film Wayne's World, the character Noah Vanderhoff tells Wayne he got into the video game business after watching some kids in an airport pump about $50 worth of quarters into PONG.


            	In an episode of King of the Hill, Peggy and Bobby are busy throughout the entire episode playing PONG. Without a pause button they fall asleep with it still bouncing back and forth.


            	Al Franken and collaborator Tom Davis did many sketches in the first season of Saturday Night Live which involved playing a home pong system and conversing in zany and odd conversations.


            	In an episode of That '70s Show, Kelso and Red try to make the game more challenging by tinkering with the console and making the paddles smaller.


            	In the hospital scene in Silent Movie, Dom Deluise and Marty Feldman tinker with the monitor to which the Studio Chief is hooked up, and cause its display to turn into a Pong game.


            	In the film Airport '77, children can be seen playing a cocktail cabinet version of PONG Doubles.
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          A pony is a small horse with a specific conformation and temperament. There are many different breeds of ponies. Compared to horses, ponies often exhibit thicker manes, tails and overall coat, as well as proportionally shorter legs, wider barrels, heavier bone, thicker necks, and shorter heads with broader foreheads.


          Ponies are generally considered intelligent and friendly, though sometimes they also are described as stubborn or devious. The differences of opinion often result from an individual pony's degree of proper training. Ponies trained by inexperienced individuals, or only ridden by beginners, can turn out to be spoiled because their riders typically lack the experience base to correct bad habits. Properly trained ponies are appropriate mounts for children who are learning to ride. Larger ponies can be ridden by adults, as ponies are usually very strong.


          The pony originated from original wild horse prototypes that developed small stature due to living on the margins of livable horse habitat. These smaller animals were domesticated and bred for various purposes all over the Northern hemisphere.


          Ponies were historically used for driving and freight transport, as children's mounts, for recreational riding, and later as competitors and performers in their own right. During the Industrial Revolution, particularly in Great Britain, a significant number were used as " pit ponies," hauling loads of coal up from the mines.


          


          Horses and ponies
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          For many forms of competition, the official definition of a pony is a member of equus caballus that measures less than 14.2 hands (hh) (1.47 meters or 58 inches) at the withers. Horses are 14.2 or taller. However, the term "pony" can be used in general (or affectionately) for any small horse, regardless of its actual size or breed. Furthermore, some horse breeds may have individuals who mature under 14.2 but are still called "horses" and are allowed to compete as horses. In Australia horses that measure from 14 hands to 15 hands are known as a galloway. Thus ponies in Australia measure under 14 hands.


          People who are unfamiliar with horses may confuse an adult pony with a young, immature horse. While foals that will grow up to be horse-sized may be no taller than some ponies in their first months of life, they are very different. A pony can be ridden and put to work, while a foal is too young to be ridden or used as a working animal. Foals, whether they grow up to be horse or pony-sized, can be distinguished from adult horses by their extremely long legs and slim bodies. Their heads and eyes also exhibit juvenile characteristics. Furthermore, in most cases, nursing foals will be in very close proximity to a mare who is the mother (dam) of the foal. While ponies exhibit some neoteny with the wide foreheads and small size, their body proportions are similar to that of an adult horse.


          


          Uses
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          Ponies are seen in many different equestrian pursuits. Some breeds, such as the Hackney pony, are primarily used for driving, while other breeds, such as the Connemara pony and Australian Pony, are used primarily for riding. Others, such as the Welsh pony, are used for both riding and driving.
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          Ponies compete at events ranging from hunters, English riding on the flat, harness, and western riding classes at horse shows, to other competitive events such as gymkhana and combined driving. They are seen in casual pursuits such as trail riding. Ponies also are shown in dressage, equitation, and other events, even in international-level competition. Though many exhibitors confine themselves to classes just for ponies, top ponies are competitive against full-sized horses. For example, a 14.1 hand pony named Stroller was a member of the British Equestrian show jumping team, and won the silver medal at the 1968 Summer Olympics. More recently, the 14.1-3/4 hand pony Theodore O'Connor won the gold medal in eventing at the 2007 Pan American Games. There is no direct correlation between a horse's size and its inherent athletic ability.


          Pony Clubs, open to young people who own either horses or ponies, are formed worldwide to educate young people about horses, promote responsible horse ownership, and also sponsor competitive events for young people and smaller horses.


          In many parts of the world ponies are also still used as working animals, as pack animals and for pulling various horse-drawn vehicles. They are sometimes seen at traveling carnivals, or at children's private parties where small children can take short rides on ponies that are saddled and then either led individually or hitched to a "pony wheel" (a non-motorized device akin to a hot walker) that leads six to eight ponies at a time. Ponies are sometimes seen at summer camps for children, and in some places, particularly Ireland and the UK, larger ponies may even carry adults on Equitourism vacations.


          


          Breeds and types
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          Pony breeds have developed all over the world, particularly in cold and harsh climates where hardy, sturdy, working animals were needed. The "Four foundations theory" suggests that ponies, particularly in Europe, may have descended from the "draft" subspecies of Equus ferus. Nearly all pony breeds share the ability to thrive on a more limited diet than that of a regular-sized horse, and are remarkably strong for their size. Some breeds, such as the Shetland pony are able to pull as much weight as a draft horse. Others, such as the Connemara pony, are recognized for their ability to carry a full-sized adult rider.
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          For showing purposes, ponies are often grouped into small, medium, and large sizes. Small ponies are 12.2 hands (1.27 meters or 50 inches) and under, medium ponies are over 12.2 but no taller than 13.2 hh (1.37 meters or 54 inches), and large ponies are over 13.2 hh but no taller than 14.2 hh (1.47 meters or 58 inches).


          The smallest equines are called miniature horses by many of their breeders and breed organizations, rather than ponies, but stand smaller than small ponies, usually no taller than 34 to 38 inches at the withers.


          


          Breeds that are not ponies
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          Some horse breeds are not considered ponies, even when they have some animals that measure under 14.2 hands. This is usually due to body build, traditional uses and overall physiology. Breeds that are considered horses regardless of height include the Arabian horse, American Quarter Horse and the Morgan horse, all of which have individual members both over and under 14.2 hands.
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          Other horse breeds, such as Icelandic Horse and Fjord Horse, may sometimes be pony-sized or have some pony characteristics, such as a heavy coat, thick mane, and heavy bone, but are generally classified as "horses" by their respective registries. In cases such as these, there can be considerable debate over whether to call certain breeds "horses" or "ponies." However, individual breed registries usually are the arbiters of such debates, weighing the relative horse and pony characteristics of a breed. In some breeds, such as the Welsh pony, the horse-versus-pony controversy is resolved by creating separate divisions for consistently horse-sized animals, such as the "Section D" Welsh Cob


          Some horses may be pony height due to environment more than genetics. For example, the Chincoteague pony, a feral horse that lives on Assateague Island off the coast of Virginia, often matures to the height of an average small horse when raised from a foal under domesticated conditions.
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          Conversely, the term "pony" is occasionally used to describe horses of normal height. Horses used for polo are often called " polo ponies", though in the United States and the United Kingdom, they are often of Thoroughbred breeding and often well over 14.2 hands. American Indian tribes also have the tradition of referring to their horses as "ponies," when speaking in English, even though many of the Mustang horses they used in the 19th century were close to or over 14.2 hh, and most horses owned and bred by Native peoples today are of full horse height. The term "pony" is also sometimes used to describe a full-sized horse in a humorous or affectionate sense.


          In some registries, such as the American Miniature Horse Association, a miniature horse is also not considered a pony--it is a small horse, under 8.2 hh (86 cm, or 34 in) at the withers. However, there are also miniature pony breeds.
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          The Poor Law was the system for the provision of social security in operation in England and Wales from the 16th century until the establishment of the Welfare State in the 20th century. It was made up of several Acts of Parliament and subsequent Amendments. The extreme longevity of the Poor Law meant that some of the generalisations made about it (for example, the use of workhouses) refer to only a part of its history.


          


          The classification of the poor


          For much of the period of the Poor Law, the dependent poor were classified in terms of three groups:


          
            	The impotent poor could not look after themselves or go to work. They included the ill, the infirm, the elderly, and children with no-one to properly care for them. It was generally held that they should be looked after.


            	The able-bodied poor normally referred to those who were unable to find work - either due to cyclical or long term unemployment in the area, or a lack of skills. Attempts to assist these people, and move them out of this category, varied over the centuries, but usually consisted of relief either in the form of work or money.


            	The 'vagrants' or 'beggars', sometimes termed 'sturdy rogues', were deemed those who could work but had refused to. Such people were seen in the sixteenth and seventeenth centuries as potential criminals, apt to do mischief when hired for the purpose. They were normally seen as people needing punishment, and as such were often whipped in the market place as an example to others, or sometimes sent to houses of correction. This group was also termed the idle poor.

          


          


          Origins of the Poor Law system


          Tudor Poor Laws aimed to deal with vagrancy were harsh towards the able bodied poor who were not trying or looking for work - whippings and beatings were acceptable punishments.


          
            	1552 - Parishes began to register those considered 'poor'.


            	1563 - Justices of the Peace began to collect money for poor relief. The poor were grouped for the first time into the impotent poor, idle poor and able-bodied poor (unemployed).


            	1572 - First local poor tax to fund poor relief.


            	1576 - Idea of a workhouse first suggested. It is first suggested that JPs could provide materials for which the able-bodied could work in return for relief.


            	1579 - Justices of the Peace authorised to collect funds for poor relief. The post of Overseer of the Poor was created.


            	1595 'Buttock Mail', a Scottish Poor Rate is levied.

          


          


          The Act of 1601


          The Poor Law Act 1601 also known as the Elizabethan Poor Law and Old Poor Law (after the passing of the Poor Law Amendment Act 1834) formalised earlier practices of poor relief. It created a collectivist national system, paid for by levying local rates (or property taxes). It made provision:


          
            	To board out (making a payment to families willing to accept them) those young children who were orphaned or whose parents could not maintain them,


            	To provide materials to "set the poor on work"


            	To offer relief to people who were unable to work -- mainly those who were "lame, impotent, old, blind", and


            	"The putting out of children to be apprentices".

          


          Relief for those too ill or old to work, the so called impotent poor, was in the form of a payment or items of food ('the parish loaf') or clothing. Some aged people might be accommodated in parish alms houses, though these were usually private charitable institutions. Meanwhile able-bodied beggars who had refused work were often placed in houses of correction. However, provision for the many able-bodied poor in the workhouse, which provided accommodation at the same time as work, was relatively unusual, and most workhouses developed later. Assistance given to the deserving poor that did not involve an institution like the workhouse, was known as ' outdoor relief'.


          There was much variation in the application of the law and there was a tendency for the destitute to migrate towards the more generous parishes, usually situated in the towns. This led to the Settlement Act 1662 also known as the Poor Relief Act 1662 - this allowed relief only to established residents of a parish - mainly through birth, marriage and apprenticeship. A pauper applicant had to prove a 'settlement'.If they could not, they were removed to the next parish that was nearest to the place of their birth, or where they might prove some connection. Some paupers were moved hundreds of miles. Although each parish that they passed through was not responsible for them, they were supposed to supply food and drink and shelter for at least one night. The Act was criticised in later years for its effect in distorting the labour market, through the power given to parishes to let them remove 'undeserving' poor.


          Some of the legislation was punitive. In 1697 an act was passed requiring the poor to wear a "badge" of red or blue cloth on the right shoulder with an embroidered letter "P" and the initial of their parish. However, this was often disregarded.


          


          Amendments to the 1601 Act


          
            	1662 - Poor Relief Act 1662 (Settlement Acts)


            	1723 - Workhouse Test Act


            	1782 - Gilbert's Act


            	1795 - Speenhamland

          


          


          The 18th century


          The 18th century workhouse movement began at the end of the 17th century with the establishment of the Bristol Corporation of the Poor, founded by Act of Parliament in 1696. The corporation established a workhouse which combined housing and care of the poor with a house of correction for petty offenders. Following the example of Bristol, some twelve further towns and cities established similar corporations in the next two decades. As these corporations required a private Act, they were not suitable for smaller towns and individual parishes.


          Starting with the parish of Olney, Buckinghamshire in 1714 several dozen small towns and individual parishes established their own institutions without any specific legal authorization. These were concentrated in the South Midlands and in the county of Essex. From the late 1710s the Society for the Promotion of Christian Knowledge began to promote the idea of parochial workhouses. The Society published several pamphlets on the subject, and supported Sir Edward Knatchbull in his successful efforts to steer the Workhouse Test Act through parliament in 1723. The act gave legislative authority for the establishment of parochial workhouses, by both single parishes and as joint ventures between two or more parishes. More importantly, the Act helped to publicise the idea of establishing workhouses to a national audience. By 1776 some 1912 parish and corporation workhouses had been established in England and Wales, housing almost 100,000 paupers. Although many parishes and pamphlet writers expected to earn money from the labour of the poor in workhouses, the vast majority of people obliged to take up residence in workhouses were ill, elderly, or children whose labour proved largely unprofitable. The demands, needs and expectations of the poor also ensured that workhouses came to take on the character of general social policy institutions, combining the functions of creche, and night shelter, geriatric ward and orphanage.


          In 1782, Thomas Gilbert finally succeeded in passing an act that established poor houses solely for the aged and infirm and introduced a system of outdoor relief for the able-bodied. This was the basis for the development of the Speenhamland system, which made financial provision for low-paid workers.


          


          The reform of the Poor Law


          Dissatisfaction with the system grew at the beginning of the 19th century. The 1601 system was felt to be too costly and was widely perceived as encouraging the underlying problems - pushing more people into poverty even while it helped those who were already in poverty. Jeremy Bentham argued for a disciplinary, punitive approach to social problems, whilst the writings of Thomas Malthus focused attention on the problem of overpopulation, and the growth of illegitimacy. David Ricardo argued that there was an " iron law of wages". The effect of poor relief, in the view of the reformers, was to undermine the position of the "independent labourer".


          In the period following the Napoleonic Wars, several reformers altered the function of the "poorhouse" into the model for a deterrent workhouse. The first of the deterrent workhouses in this period was at Bingham, Notts. The second was Becher's workhouse in Southwell, now maintained by the National Trust. George Nicholls, the overseer at Southwell, was to become a Poor Law Commissioner in the reformed system. The 1817 Report of the Select Committee on the Poor Laws condemned the Poor Law as causing poverty itself.


          


          The Royal Commission on the Poor Law


          The 1832 Royal Commission into the Operation of the Poor Laws was set up following the widespread destruction and machine breaking of the Swing Riots. The report was prepared by a commission of nine, including Nassau William Senior, and served by Edwin Chadwick as Secretary. The Royal Commission's primary concerns were with illegitimacy (or "bastardy"), reflecting the influence of Malthusians, and the fear that the practices of the Old Poor Law were undermining the position of the independent labourer. Two practices were of particular concern: the " roundsman" system, where overseers hired out paupers as cheap labour, and the Speenhamland system, which subsidised low wages with out relief.


          


          Findings of the Commission


          The 13 volume report pointed to the conclusion that the poor law itself was the cause of poverty. The report differentiated between poverty, which was seen as necessary, as it was fear of poverty which made people work, and indigence - the inability to earn enough to live on.


          
            	" less eligibility": that the position of the pauper should have to enter a workhouse with conditions worse than that of the poorest 'free' labourer outside of the workhouse.


            	the " workhouse test", that relief should only be available in the workhouse. The reformed workhouses were to be uninviting, so that anyone capable of coping outside them would choose not to be in one.

          


          When the act was introduced however it had been partly watered down. The workhouse test and the idea of "less eligibility" were never mentioned themselves and the recommendation of the Royal Commission - that ' outdoor relief' (relief given outside of a workhouse) should be abolished - was never implemented.


          The report recommended separate workhouses for the aged, infirm, children, able-bodied females and able-bodied males. The report also stated that parishes should be grouped into unions in order to spread the cost of workhouses and a central authority should be established in order to enforce these measures.


          The Poor Law Commission took two years to write its report, the recommendations passed easily through Parliament support by both main parties the Whigs and the Tories. The bill gained Royal Assent in 1834. Of those who opposed the Bill - of whom there were few - were more concerned about the centralisation which the bill would bring rather than the underpinning philosophy of utilitarianism.


          


          The 1834 Poor Law Amendment Act


          The Bill established a Poor Law Commission to oversee the national operation of the system. This included the forming together of small parishes into Poor Law Unions and the building of workhouses in each union for the giving of poor relief.


          The act stated that:


          
            	(a) no able-bodied person was to receive money or other help from the Poor Law authorities except in a workhouse;

          


          
            	(b) conditions in workhouses were to be made very harsh to discourage people from wanting to receive help;

          


          
            	(c) workhouses were to be built in every parish or, if parishes were too small, in unions of parishes;

          


          
            	(d) ratepayers in each parish or union had to elect a Board of Guardians to supervise the workhouse, to collect the Poor Rate and to send reports to the Central Poor Law Commission;

          


          
            	(e) the three man Central Poor Law Commission would be appointed by the government and would be responsible for supervising the Amendment Act throughout the country.

          


          The Amendment Act did not ban all forms of outdoor relief. Not until the 1840s would the only method of relief be for the poor to enter a Workhouse. The Workhouses were to be made little more than prisons and families were normally separated upon entering a Workhouse.


          When the new Amendment was applied to the industrial North of England (an area the law had never considered during reviews), the system failed catastrophically as many found themselves temporarily unemployed, due to recessions or a fall in stock demands, so called 'cyclical unemployment' and were reluctant to enter a Workhouse, despite it being the only method of gaining aid.


          The abuses and shortcomings of the system are documented in the novels of Charles Dickens and Frances Trollope. Despite the aspirations of the reformers, the New Poor Law was unable to make the Workhouse as bad as life outside. The primary problem was that in order to make the diet of the Workhouse inmates "less eligible" than what they could expect outside, it would be necessary to starve the inmates beyond an acceptable level. It was for this reason that other ways were found to deter entrance to the Workhouses. These measures ranged from the introduction of prison style uniforms to the segregation of 'inmates' into yards - there were normally male, female, boy and girls yards.


          Fierce hostility and organised opposition from workers, politicians and religious leaders eventually lead to the Amendment Act being amended, removing the very harsh measures of the Workhouses to a certain degree. The Andover workhouse scandal, where conditions in the Andover Union Workhouse were found to be inhumane and dangerous, prompted a government review and the abolishment of the Poor Law Commission which was replaced with a Poor Law Board. From now on a Committee of Parliament was to administer the Poor Law, with a cabinet minister as head.


          There were a number of provisions that aimed at stopping previous discrimination against non-conformists and Roman Catholics.


          


          Amendments to the Amendment Act


          
            	Outdoor Labour Test Order


            	Outdoor Relief Prohibitory Order

          


          


          The Poor Laws in Ireland, Scotland and Wales


          In 1838 the Poor Laws were extended into Ireland, although a few poorhouses had been built before that time. The workhouses were supervised by a Poor Law Commissioner in Dublin. The Irish Poor Laws were even harsher on the poor than the English Poor Laws; furthermore, the Irish unions were underfunded, and there were too few workhouses in Ireland. As a result, the Irish Potato Famine became a humanitarian catastrophe.


          Scotland launched its own Poor Law system in 1579. As the Act of Union which united England and Scotland did not alter Scotland's legal system, the Scottish Poor Law system did not disappear after 1707. Reforms similar in intent to the English reforms of 1834 were made in 1845. The English Poor Laws applied in Wales.


          


          Poor Law Policy 1847-1900


          


          Commission replaced with a Board


          After 1847 the Poor Law Commission was replaced with a Poor Law Board. This was because of the Andover workhouse scandal and the criticism of Henry Parker who was responsible for the Andover union as well as the tensions in Somerset House caused by Chadwicks failure to become a Poor Law Commissioner.


          


          Union Chargeability Act


          The Poor Law had been altered in 1834 because of increasing costs. The Union Chargeability Act was passed in 1865 in order to make the financial burden of pauperism be placed upon the whole unions rather than individual parishes. Most Boards of Guardians were middle class and committed to keeping Poor Rates as low as possible


          


          Increasing powers for local government


          After the Reform Act 1867 there was increasing welfare legislation. As this legislation required local authorities' support the Poor Law Board was replaced with a Local Government Board in 1871. County Councils were formed in 1888, District Councils in 1894. This meant that public housing, unlike health and income maintenance, developed outside the scope of the Poor Law. The infirmaries and the workhouses remained the responsibility of the Guardians until 1930. This change was in part due to changing attitudes on the nature and causes of poverty - there was for the first time an attitude that society had a responsibility to protect its more vulnerable members.


          


          Demise and abolition


          The reforms of the Liberal Government 1906-14 (see Liberal reforms) made several provisions to provide social services without the stigma of the Poor Law, including Old age pensions and National Insurance, and from that period fewer people were covered by the system. Means tests were developed during the inter-war period, not as part of the Poor Law, but as part of the attempt to offer relief that was not affected by the stigma of pauperism.


          One aspect of the Poor Law that continued to cause resentment was that the burden of poor relief was not shared equally by rich and poor areas but, rather, fell most heavily on those areas in which poverty was at its worst. This was a central issue in the Poplar Rates Rebellion led by George Lansbury and others in 1921.


          Workhouses were officially abolished by the Local Government Act 1929, which from 1 April 1930 abolished the Unions and transferred their responsibilities to the county councils and county boroughs. Some however persisted into the 1940s. The remaining responsibility for the Poor Law was given to local authorities before final abolition in 1948.
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          The Pope (from Latin: "papa" or "father" from Greek ά, ppas, "papa", originally written ά, pppas, as in Odyssey VI.57; Papa in Italian) is the Bishop of Rome, the leader of the Roman Catholic Church and head of state of Vatican City. The current (265th) pope is Pope Benedict XVI, who was elected April 19, 2005 in papal conclave.


          The office of the pope is called the Papacy; his ecclesiastical jurisdiction is called the "Holy See" (Sancta Sedes in Latin) or "Apostolic See" (the latter on the basis that both St. Peter and St. Paul were martyred at Rome).


          In addition to his spiritual role, the pope is Head of State of the independent sovereign state of the Vatican City, a city-state entirely enclaved by the city of Rome. Before 1870 the pope's temporal authority extended over a large area of central Italy: the territory of the Papal States. The papacy retained sovereign authority over the Papal States until the Italian unification of 1870; a final political settlement with the Italian government was not reached until the Lateran Treaty of 1929.


          For over a thousand years popes played powerful roles in Western Europe, often struggling with monarchs for power over wide-ranging affairs of church and state, crowning emperors (Charlemagne was the first emperor crowned by a pope) and regulating disputes among secular rulers. The Bishop of Rome continued to be nominally allied with and part of the civil structure of the (Byzantine) Roman Empire until the 8th century, when the Donation of Pepin gave Rome and the surrounding area to the full sovereignty of the pope, over which the popes already had been de facto rulers, creating the Papal States that lasted until 1870. For centuries, the forged Donation of Constantine also provided the basis for the papacy's claim of political supremacy over the entire former Western Roman Empire.


          Gradually forced to give up secular power, popes have come to focus again almost exclusively on spiritual matters. Over the centuries, popes' claims of spiritual authority have been ever more clearly expressed since the first centuries, culminating in the proclamation of the dogma of papal infallibility for those rare occasions the pope speaks ex cathedra (literally "from the chair (of Peter)") when issuing a solemn definition of faith or morals. The last such occasion was in the year 1950 with the definition of the dogma of the Assumption of Mary.


          


          History


          In the early Christian era, Rome and a few other cities had claims on the leadership of worldwide ("Catholic") church. James the Just, known as "the brother of the Lord", served as head of the Jerusalem church, which is still honored as the "Mother Church" in Orthodox tradition. Alexandria had been a center of Jewish learning and became a centre of Christian learning. Rome's first bishop was the disciple Peter, to whom Jesus had given church authority. Paul the Apostle was also martyred there.


          


          Early Christianity (c 30 - 325)


          During the first century of the Christian Church (ca. 30-130), the Roman capital became recognized as a Christian centre of exceptional importance; but there are only a few references of that time to recognition of the authoritative primacy of the Roman See outside of Rome. In the Ravenna Document of 13 October 2007, theologians chosen by the Roman Catholic and the Eastern Orthodox Churches stated: "41. Both sides agree ... that Rome, as the Church that 'presides in love' according to the phrase of St Ignatius of Antioch ( To the Romans, Prologue), occupied the first place in the taxis, and that the bishop of Rome was therefore the protos among the patriarchs. They disagree, however, on the interpretation of the historical evidence from this era regarding the prerogatives of the Bishop of Rome as protos, a matter that was already understood in different ways in the first millennium." In addition, in the last years of the first century AD the Church in Rome intervened in the affairs of the Christian Church in Corinth to help solve their internal disputes.


          Later in the second century AD, there were further manifestations of Roman authority over other churches. In 189, assertion of the primacy of the Church of Rome may be indicated in Irenaeus of Lyons's Against Heresies (3:3:2): "With [the Church of Rome], because of its superior origin, all the churches must agree... and it is in her that the faithful everywhere have maintained the apostolic tradition." And in 195, Pope Victor I, in what is seen as an exercise of Roman authority over other churches, excommunicated the Quartodecimans for observing Easter on the 14th of Nisan, the date of the Jewish Passover, a tradition handed down by St. John the Evangelist (see Easter controversy). Celebration of Easter on a Sunday, as insisted on by the Pope, is the system that has prevailed (see computus).


          Early popes helped spread Christianity and resolve doctrinal disputes.


          


          Nicea to Great Schism (325 - 1054)


          With the conversion of Roman Emperor Constantine to Christianity and the Council of Nicea, Christian unity and Rome's primacy were well-established.


          After the imperial capital was moved to Constantinople in AD 330 the eastern churches, especially the Bishop of Constantinople, started to assert pre-eminence by virtue of its imperial status.


          The First Council of Constantinople (AD 381) suggested strongly that Roman primacy was already asserted; however, it should be noted that, because of the controversy over this claim, the pope did not personally attend this ecumenical council, which was held in the eastern capital of the Roman empire, rather than at Rome. It was not until 440 that Leo the Great more clearly articulated the extension of papal authority as doctrine, promulgating in edicts and in councils his right to exercise "the full range of apostolic powers that Jesus had first bestowed on the apostle Peter". It was at the ecumenical Council of Chalcedon in 451 that Leo I (through his emissaries) stated that he was "speaking with the voice of Peter". At this same council, the Bishop of Constantinople was given a primacy of honour equal to that of the Bishop of Rome, because "Constantinople is the New Rome."


          The title of Pope was from the early third century an honorific designation used for any bishop in the West. In the East it was used only for the Bishop of Alexandria. From the 6th century, the imperial chancery of Constantinople normally reserved it for the Bishop of Rome. From the early sixth century it began to be confined in the West to the Bishop of Rome, a practice that was firmly in place by the eleventh century.


          After the fall of Rome, the Church served as a source of knowledge, authority, and continuity. The crowning of emperors (Charlemagne was the first emperor crowned by a pope) and regulating disputes among secular rulers also became a function of the Papacy. The Bishop of Rome continued to be nominally allied and part of the civil structure of the Byzantine Empire until the 8th century, when the Donation of Pepin gave Rome and the surrounding area to the full sovereignty of the pope, of which the popes already had been de facto rulers, creating the Papal States that lasted until 1870. For centuries, the forged Donation of Constantine also provided the basis for the papacy's claim of political supremacy over the entire former Western Roman Empire.


          Gregory the Great (c 540-604) administered the church with wisdom and stern reform. From an ancient senatorial family, Gregory worked with the prudence, stern judgment, and discipline typical of ancient Roman rule. Theologically, he represents the shift from the classical to the medieval outlook, his popular writings full of dramatic miracles, potent relics, demons, angels, ghosts, and the approaching end of the world.


          Gregory's successors were mostly dominated by the exarch or the Eastern emperor. Seeking protection from the Lombards, Stephen II turned from the Emperor and sought protection from the Franks. Pepin the short subdued the Lombards and donated Italian land to the Papacy. When Leo III crowned Charlemagne (800), he established the precedent that no man would be emperor without anointment by a pope.


          The low point of the Papacy was 867-1049. The Papacy came under the control of vying political factions. Popes were variously imprisoned, starved, killed, and deposed by force. The family of a certain papal official made and unmade popes for fifty years. The official's great-grandson, Pope John XII, held orgies of debauchery in the Lateran palace. Emperor Otto I of Germany had John accused in an ecclesiastical court, which deposed him and elected a layman as Pope Leo VIII. John mutilated the Imperial representatives in Rome and had himself reinstated as Pope. Conflict between the Emperor and the papacy continued, and eventually dukes in league with the emperor were buying bishops and popes almost openly.


          In 1049, Leo IX became pope, at last a pope with the character to face the papacy's problems. He traveled to the major cities of Europe to deal with the church's moral problems firsthand, notably the sale of church offices or services (simony) and clerical marriage and concubinage. With his long journey, he restored the prestige of the Papacy in the north.


          


          Great Schism to Reformation (1054 to 1517)
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          The East and West churches split definitively in 1054. This split was caused more by political events than by slight diversities of creed. Popes had galled the emperors by siding with the king of the Franks, crowning a rival Roman emperor, appropriating the exarchate of Ravenna, and driving into Greek Italy.


          In the Middle Ages, popes struggled with monarchs over power.


          Popes also contended with the cardinals, who sometimes attempted to assert the authority of councils over the pope's. Conciliar theory holds that the supreme authority of the church lies with a General Council, not with the pope. Its foundations were laid early in the 13th century, and it culminated in the 15th century. The failure of the conciliar theory to win general acceptance after the 15th century is taken as a factor in the Protestant Reformation.


          Various antipopes challenged papal authority, especially during the Western Schism (1378 - 1417).


          


          Reformation to present (1517 to today)


          Protestant Reformers criticized the Papacy as corrupt and characterized the pope as the antichrist.


          Popes instituted the Catholic Reformation (1560 - 1648), which addressed challenges of the Protestant Reformation and instituted internal reforms.


          Gradually forced to give up secular power, popes focused on spiritual issues.


          The pope's claims of spiritual authority have been ever more clearly expressed since the first centuries. In the 19th century, the church proclaimed the dogma of papal infallibility for those rare occasions the pope speaks ex cathedra (literally "from the chair (of Peter)") when issuing a solemn definition of faith or morals.


          In 1950, the pope defined the Assumption of Mary as dogma, the only time that a pope has spoken ex cathedra since papal infallibility was explicitly declared.


          The Petrine Doctrine is still controversial as an issue of doctrine that continues to divide the eastern and western churches as well as separating Protestants from Rome.


          


          The pope in Roman Catholic theology


          The dogmas and traditions of the Roman Catholic Church teach that the institution of the papacy was first mandated by Biblical passages:


          
            
              	

              	
                Matt.16:18-19: "And I also say to you that you are Peter, and upon this rock I will build my church, and the gates of the netherworld will not prevail against it. I will give you the keys of the kingdom of heaven; whatever you bind on earth will be bound in heaven, and whatever you loose on earth will be loosed in heaven."

                Isaiah 22:20-22: "On that day I will summon my servant Eliakim, son of Hilkiah; I will clothe him with your robe, and gird him with your sash, and give over to him your authority. He shall be a father to the inhabitants of Jerusalem, and to the house of Judah. I will place the key of the House of David on his shoulder; when he opens, no one shall shut, when he shuts, no one shall open." (shows a parallel to Matthew 16:18-20)


                John 21:15-17: "..Jesus said to Simon Peter, "Simon, son of John, do you love me more than these?" He said to him, "Yes, Lord, you know that I love you." He said to him, "Feed my lambs." He then said to him a second time, "Simon, son of John, do you love me?" He said to him, "Yes, Lord, you know that I love you." He said to him, "Tend my sheep." He said to him the third time, "Simon, son of John, do you love me?" Peter was distressed that he had said to him a third time, "Do you love me?" and he said to him, "Lord, you know everything; you know that I love you." (Jesus) said to him, "Feed my sheep."


                Luke 12:41: "Then Peter said, "Lord, is this parable meant for us or for everyone?" And the Lord replied, "Who, then, is the faithful and prudent steward whom the master will put in charge of his servants to distribute (the) food allowance at the proper time?" (Feeding theme appears again here)


                Luke 22:31-32: "Simon, Simon, behold Satan has demanded to sift all of you like wheat, but I have prayed that your own faith may not fail; and once you have turned back, you must strengthen your brothers."

              

              	
            

          


          For Catholic Apologists the most important passage used to defend the Papacy is Matthew 16:18-19. Catholics believe that this passage shows Jesus establishing his church on the shoulders of Simon son of John, whom Jesus re-named Peter (meaning rock). Thus Peter was the rock upon which Christ's Church was built, therefore Jesus established a head to his earthly Church, calling for a successor to that head and thus the Papacy was established.


          However, this interpretation of events is challenged by non-Catholics. Some say it was Peter's confession of faith that Jesus referred to. However, others propose that Jesus never called Peter rock at all but instead he was called "small stone".


          The names "Petros" and "Peter" are Greek and Latin translations of the Aramaic word "Cephas," spoken by Jesus Christ. "Cephas" means "rock."


          The Aramaic word for small stone is "Evna" John (1:41) is scriptural proof that, in the original Aramaic language, Jesus did not name Simon "Evna" (small stone) Christ named Simon "Cephas" (rock):


          
            
              	

              	John 1:41-42: He findeth first his brother Simon, and saith to him: We have found the Messias, which is, being interpreted, the Christ. And he brought him to Jesus. And Jesus looking upon him, said: Thou art Simon the son of Jona: thou shalt be called Cephas, which is interpreted Peter.

              	
            

          


          For the above Scripture to imply that Simon's new name was meant to be understood as "small stone," the writer would use the Latin word "calculus" which means "small stone." However, the Scripture explicitly states that "Cephas" is interpreted as "Peter." "Peter" means "rock" in Latin.


          The translation of Matthew's Gospel into Greek named Simon "Petros" rather than "petra" because "petra" is a feminine noun and unsuitable for a man's name. The translator had no problem substituting the masculine form "Petros" because in Koine Greek, which was the dialect in use at the time of the New Testament, "petra" and "petros" both meant the same thing, "rock."


          "Petros" and "petras" meant "small stone" and "large rock" in some ancient Greek poetry, centuries before the time of Christ, but that distinction had disappeared from the language by the time Matthews Gospel was rendered in Greek. As Greek scholarseven non-Catholic onesadmit, the words "petros" and "petra" were synonyms in first century Greek.


          The difference between "petros" and "petras" can only be found in Attic Greek, but the New Testament was written in Koine Greekan entirely different dialect. In Koine Greek, both "petros" and "petra" simply meant "rock." If Jesus had wanted to call Simon a small stone, the translation of Christ's Aramaic into Greek would have been "lithos," which means "small stone" in Koine Greek.


          Simon-Peter's Aramaic name given by Christ is also preserved at later points in the New Testament:


          
            
              	

              	1 Corinthians 15:1-5: For I delivered unto you first of all that which also I received: that Christ died for our sins according to the scriptures; and that he was buried; and that he hath been raised on the third day according to the scriptures; and that he appeared to Cephas; then to the twelve (1Cor 15:3)

              	
            

          


          Isaiah 22:22 is used to show the Old Testament connection to the "keys." The Bible further explains the position of Eliakim in Isaiah in the following:


          
            "Then Eliakim son of Hilkiah, who was in charge of the palace..." ( 2 Kings 18:37)

          


          Some Jewish commentators of the Old Testament understood Numbers 23:9 in a manner similar to Peter with this commentary from the Jewish Encyclopedia on Peter regarding Abraham:


          "Upon Abraham as top of the rocks God said I shall build my kingdom"


          The reference to the "keys of the kingdom of heaven" here are the basis for the symbolic keys often found in Catholic papal symbolism, such as in the Vatican Coat of Arms (see below).


          


          Election, death and abdication


          


          Election
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          The pope was originally chosen by those senior clergymen resident in and near Rome. In 1059 the electorate was restricted to the Cardinals of the Holy Roman Church, and the individual votes of all Cardinal Electors were made equal in 1179. Pope Urban VI, elected 1378, was the last pope who was not already a cardinal at the time of his election. Canon law requires that if a layman or non-bishop is elected, he receives episcopal consecration from the Dean of the College of Cardinals before assuming the Pontificate. Under present canon law, the pope is elected by the cardinal electors, comprising those cardinals who are under the age of 80.


          The Second Council of Lyons was convened on May 7, 1274, to regulate the election of the pope. This Council decreed that the cardinal electors must meet within ten days of the pope's death, and that they must remain in seclusion (see Papal conclave) until a pope has been elected; this was prompted by the three-year Sede Vacante following the death of Pope Clement IV in 1268. By the mid-sixteenth century, the electoral process had more or less evolved into its present form, allowing for alteration in the time between the death of the pope and the meeting of the cardinal electors.


          Traditionally, the vote was conducted by acclamation, by selection (by committee), or by plenary vote. Acclamation was the simplest procedure, consisting entirely of a voice vote, and was last used in 1621. Pope John Paul II abolished vote by acclamation and by selection by committee, and henceforth all Popes will be elected by full vote of the Sacred College of Cardinals by ballot (see Papal election).
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          The election of the pope almost always takes place in the Sistine Chapel, in a sequestered meeting called a " conclave" (so called because the cardinal electors are theoretically locked in, cum clave, until they elect a new pope). Three cardinals are chosen by lot to collect the votes of absent cardinal electors (by reason of illness), three are chosen by lot to count the votes, and three are chosen by lot to review the count of the votes. The ballots are distributed and each cardinal elector writes the name of his choice on it and pledges aloud that he is voting for "one whom under God I think ought to be elected" before folding and depositing his vote on a plate atop a large chalice placed on the altar (in the 2005 conclave, a special urn was used for this purpose instead of a chalice and plate). The plate is then used to drop the ballot into the chalice, making it difficult for any elector to insert multiple ballots. Before being read, the number of ballots are counted while still folded; if the total number of ballots does not match the number of electors, the ballots are burned unopened and a new vote is held. Otherwise, each ballot is read aloud by the presiding Cardinal, who pierces the ballot with a needle and thread, stringing all the ballots together and tying the ends of the thread to ensure accuracy and honesty. Balloting continues until a Pope is elected by a two-thirds majority (with the promulgation of Universi Dominici Gregis in 1996, a simple majority after a deadlock of twelve days was allowed, but this was revoked by Pope Benedict XVI by motu proprio in 2007).


          One of the most famous aspects of the papal election process is the means by which the results of a ballot are announced to the world. Once the ballots are counted and bound together, they are burned in a special stove erected in the Sistine Chapel, with the smoke escaping through a small chimney visible from St. Peter's Square. The ballots from an unsuccessful vote are burned along with a chemical compound in order to produce black smoke, or fumata nera. (Traditionally, wet straw was used to help create the black smoke, but a number of "false alarms" in past conclaves have brought about this concession to modern chemistry.) When a vote is successful, the ballots are burned alone, sending white smoke (fumata bianca) through the chimney and announcing to the world the election of a new pope. At the end of the conclave that elected Pope Benedict XVI, church bells were also rung to signal that a new pope had been chosen.


          The Dean of the College of Cardinals then asks the cardinal who has been successfully-elected two solemn questions. First he asks, "Do you freely accept your election?" If he replies with the word "Accepto", his reign as Pope begins at that instant, not at the inauguration ceremony several days afterward. The Dean then asks, "By what name shall you be called?" The new pope then announces the regnal name he has chosen for himself. (If the Dean himself is elected pope, the Vice Dean performs this duty).


          The new pope is led through the "Door of Tears" to a dressing room in which three sets of white papal vestments (immantatio) await: small, medium, and large. Donning the appropriate vestments and reemerging into the Sistine Chapel, the new pope is given the " Fisherman's Ring" by the Cardinal Camerlengo, whom he first either reconfirms or reappoints. The pope then assumes a place of honour as the rest of the cardinals wait in turn to offer their first "obedience" (adoratio) and to receive his blessing.


          The senior Cardinal Deacon then announces from a balcony over St. Peter's Square the following proclamation: Annuntio vobis gaudium magnum! Habemus Papam! ("I announce to you a great joy! We have a pope!"). He then announces the new pope's Christian name along with the new name he has adopted as his regnal name.


          Until 1978 the pope's election was followed in a few days by the Papal Coronation. A procession with great pomp and circumstance formed from the Sistine Chapel to St. Peter's Basilica, with the newly elected pope borne in the sedia gestatoria. There, after a solemn Papal Mass, the new pope was crowned with the triregnum (papal tiara) and he gave for the first time as pope the famous blessing Urbi et Orbi ("to the City [Rome] and to the World"). Another renowned part of the coronation was the lighting of a bundle of flax at the top of a gilded pole, which would flare brightly for a moment and then promptly extinguish, with the admonition Sic transit gloria mundi ("Thus passes worldly glory"). A similar sombre warning against papal hubris made on this occasion was the ritual exclamation "Annos Petri non videbis", reminding the newly crowned Pope that he would not live to see his rule lasting as long as that of St. Peter, who according to tradition headed the church for 35 years and has thus far been the longest reigning Pope in the history of the Catholic Church.


          A traditionalist Catholic belief claims the existence of the Papal Oath (not to be confused with the Oath Against Modernism mandated by Pope Pius X), which the popes from John Paul I on are said to have refused to swear, but there is no reliable authority for this claim.


          The Latin term sede vacante ("vacant seat") refers to a papal interregnum, the period between the death of a pope and the election of his successor. From this term is derived the term sedevacantism, which designates a category of dissident Catholics who maintain that there is no canonically and legitimately elected Pope, and that there is therefore a Sede Vacante. One of the most common reasons for holding this belief is the idea that the reforms of the Second Vatican Council and especially the replacement of the Tridentine Mass with the Mass of Paul VI are heretical, and that, per the dogma of papal infallibility, it is impossible for a valid Pope to have done these things. Secevacantists are considered to be schismatics by the mainstream Roman Catholic Church.


          For centuries, the papacy was an institution dominated by Italians. Prior to the election of the Polish cardinal Karol Wojtyla as Pope John Paul II in 1978, the last non-Italian was Pope Adrian VI of the Netherlands, elected in 1522. John Paul II was followed by the German-born Benedict XVI, leading some to believe the Italian domination of the papacy to be over.


          


          Death


          The current regulations regarding a papal interregnum  that is, a sede vacante ("vacant seat")  were promulgated by John Paul II in his 1996 document Universi Dominici Gregis. During the "Sede Vacante", the Sacred College of Cardinals, composed of the pope's principal advisors and assistants, is collectively responsible for the government of the Church and of the Vatican itself, under the direction of the Cardinal Chamberlain; however, canon law specifically forbids the cardinals from introducing any innovation in the government of the Church during the vacancy of the Holy See. Any decision that requires the assent of the pope has to wait until the new pope has been elected and accepts office.


          It has long been claimed that a pope's death is officially determined by the Cardinal Chamberlain by gently tapping the late pope's head thrice with a silver hammer and calling his birth name three times, though this is disputed and has never been confirmed by the Vatican; there is general agreement that even if this procedure ever actually occurred, it was likely not employed upon the death of John Paul II. A doctor may or may not have already determined that the pope had died before this point. The Cardinal Chamberlain then retrieves the Ring of the Fisherman. Usually the ring is on the pope's right hand. But in the case of Paul VI, he had stopped wearing the ring during the last years of his reign. In other cases the ring might have been removed for medical reasons. The Chamberlain cuts the ring in two in the presence of the Cardinals. The deceased pope's seals are defaced, to keep them from ever being used again, and his personal apartment is sealed.


          The body then lies in state for a number of days before being interred in the crypt of a leading church or cathedral; the popes of the 20th century were all interred in St. Peter's Basilica. A nine-day period of mourning (novem dialis) follows after the interment of the late Pope. Vatican tradition holds that no autopsy is to be performed on the body of a dead Pope.


          


          Abdication


          The Code of Canon Law 332 2 states, "If it happens that the Roman Pontiff resigns his office, it is required for validity that the resignation is made freely and properly manifested but not that it is accepted by anyone."


          This right has been exercised by Pope Celestine V in 1294 and Pope Gregory XII in 1409, Gregory XII being the last to do so.


          It was widely reported in June and July 2002 that Pope John Paul II firmly refuted the speculation of his resignation using Canon 332, in a letter to the Milan daily newspaper Corriere della Sera.


          Nevertheless, 332 2 caused speculation that:


          
            	Pope John Paul II would have resigned as his health failed, or


            	a properly manifested legal instrument had been prepared which effected his resignation if he could not perform his duties.

          


          Pope John Paul II, however, did not resign. He died on 2 April 2005 after a long period of ill-health and was buried on 8 April 2005. After his death, it was reported in his last will and testament that he considered abdicating in 2000 as he neared his 80th birthday. That portion of the will, however, is unclear and others interpret it differently.


          


          Titles


          
            
              	Styles of

              The Pope
            


            
              	
            


            
              	[image: ]
            


            
              	Reference style

              	His Holiness
            


            
              	Spoken style

              	Your Holiness
            


            
              	Religious style

              	Holy Father
            


            
              	Posthumous style

              	NA
            

          


          


          Current


          The titles of the Pope, in the order they are used in the Annuario Pontificio:


          
            	
              
                	Bishop of Rome


                	Vicar of Christ


                	Successor of the Prince of the Apostles


                	Supreme Pontiff of the Universal Church


                	Primate of Italy


                	Archbishop and Metropolitan of the Roman Province


                	Sovereign of the State of the Vatican City


                	Servant of the Servants of God

              

            

          


          


          Former


          
            	
              
                	Patriarch of the West (dropped 2006)


                	Vicar of the Apostolic See


                	Vicar of Peter

              

            

          


          


          Forms of address


          
            	"Your Holiness"


            	"Holy Father"


            	"Il Papa"

          


          


          History


          Marcellinus (d. 304) is the first Bishop of Rome whom sources show used the title of pope. In the 11th century, after the East-West Schism, Gregory VII declared the term "Pope" to be reserved for the Bishop of Rome.


          Early bishops occupying the See of Rome were designated "Vicar of Peter" (St. Peter being considered "Prince of the Apostles" or leader of the apostolic Church); for later popes the more authoritative-sounding Vicar of Christ was substituted. The designation "Vicar of Christ" was first used by the Roman Synod of 495 to refer to Pope Gelasius I, an advocate of papal supremacy among the patriarchs. The title "Vicar of Christ" refers to the Pope's claims of divine commission. The Christian Church prior to Constantine reserved the titles, "Vicar of Christ" and "Vicar of the Lord" exclusively for the Holy Spirit, whom Jesus sent to His Apostles to complete their training (John 16:12-15). Tertullian demonstrates this fact in the following quotes:


          
            "Grant, then, that all have erred; that the apostle was mistaken in giving his testimony; that the Holy Ghost ... He, the Steward of God, the Vicar of Christ ..."

          


          
            "For what kind of (supposition) is it, that, while the devil is always operating and adding daily to the ingenuities of iniquity, the work of God should either have ceased, or else have desisted from advancing? whereas the reason why the Lord sent the Paraclete was, that, since human mediocrity was unable to take in all things at once, discipline should, little by little, be directed, and ordained, and carried on to perfection, by that Vicar of the Lord, the Holy Spirit."

          


          The Second Vatican Council confirmed the titles "Vicar of Christ" and "Successor of Peter" as titles of the pope.


          The use of the term "Supreme Pontiff" ( Pontifex Maximus) by the pope can be traced back to the end of the fourth century. This ancient title of the Roman High-Priest, whose origins date from the foundation of Rome, was assumed by the Bishops of Rome after being relinquished by the Emperor Gratian. The term has also been applied to other metropolitan bishops, although examples are limited (see Pontifex Maximus). It was in the eleventh century that the title came to be applied exclusively to the Bishop of Rome. The addition of the phrase "of the Universal Church" is a more recent alteration of this title.


          Finally, the title attached to the pope, "Servant of the Servants of God", although used by Church leaders including St. Augustine and St. Benedict, was first used by Pope St. Gregory the Great in his dispute with the Patriarch of Constantinople after the latter assumed the title Ecumenical Patriarch. It was not reserved for the pope until the thirteenth century. The documents of Vatican II reinforced the understanding of this title as a reference to the pope's role as a function of collegial authority, in which the Bishop of Rome serves the world's bishops.


          The titles "Primate of Italy", "Archbishop and Metropolitan of the Roman province", and "Sovereign of the State of the Vatican City" are references to the legal and canonical authority of the pope as defined by the laws of the Church and the Lateran Treaty of 1929.


          The pope's signature is usually in the format NN. PP. x (e.g., Pope Paul VI signed his name as "Paulus PP. VI"), the "PP." standing for Papa ("Pope"), and his name is frequently accompanied in inscriptions by the abbreviation Pont. Max. or P.M. (abbreviation of the Latin title Pontifex Maximus, usually translated as "Supreme Pontiff"). The signature of papal bulls is customarily NN. Episcopus Ecclesiae Catholicae ("NN. Bishop of the Catholic Church"), while the heading is NN. Episcopus Servus Servorum Dei ("NN. Bishop and Servant of the Servants of God"). Other titles used in some official capacity in the past include Summus Pontifex ("Highest Pontiff"), Sanctissimus Pater and Beatissimus Pater ("Most Holy Father" and "Most Blessed Father"), Sanctissimus Dominus Noster ("Our Most Holy Lord"), and, in the Medieval period, Dominus Apostolicus ("Apostolic Lord"). This title, however, was not abandoned altogether: the pope is still referred to as "Dominum Apostolicum" in the Latin version of the Litany of the Saints, a solemn Catholic prayer. Writing informally, Catholics will often use the abbreviation H.H. (His Holiness), as in H.H., Benedict XVI.


          The pope's official seat or cathedral is the Basilica of St. John Lateran, and his official residence is the Palace of the Vatican. He also possesses a summer palace at Castel Gandolfo (situated on the site of the ancient city-state Alba Longa). Historically, the official residence of the Pope was the Lateran Palace, donated by the Roman Emperor Constantine the Great.


          The Pope's ecclesiastical jurisdiction (the Holy See) is distinct from his secular jurisdiction (Vatican City). It is the Holy See which conducts international relations; for hundreds of years, the papal court (the Roman Curia) has functioned as the government of the Catholic Church.


          The names "Holy See" and "Apostolic See" are in ecclesiastical terminology the ordinary jurisdiction of the Bishop of Rome (including the Roman Curia); the pope's various honours, powers, and privileges within the Catholic Church and the international community derive from his Episcopate of Rome in lineal succession from the Apostle St. Peter (see Apostolic Succession). Consequently, Rome has traditionally occupied a central position in the Catholic Church, although this is not necessarily so. The pope derives his Pontificate from being Bishop of Rome but is not required to live there; according to the Latin formula ubi Papa, ibi Curia, wherever the Pope resides is the central government of the Church, provided that the pope is Bishop of Rome. As such, between 1309 and 1378, the popes lived in Avignon (see Avignon Papacy), a period often called the Babylonian Captivity in allusion to the Biblical exile of Israel.


          The title "Patriarch of the West" did not appear in the 2006 pontifical yearbook, and this led to considerable media speculation. The title Patriarch of the West was first used by Pope Theodore in 642, and was only used occasionally. Indeed, it did not begin to appear in the pontifical yearbook until 1863. On 22 March 2006, the Vatican released a statement explaining this omission on the grounds of expressing a "historical and theological reality" and of "being useful to ecumenical dialogue". The title Patriarch of the West symbolized the pope's special relationship with, and jurisdiction over, the Latin Church  and the omission of the title neither symbolizes in any way a change in this relationship, nor distorts the relationship between the Holy See and the Eastern Churches, as solemnly proclaimed by Vatican II.


          Since in the Eastern Churches the title "pope" does not unambiguously refer to the Bishop of Rome, within them the construction "Pope of Rome" is frequently used whether they are in communion with Rome or not.


          


          Regalia and insignia


          


          
            	" Triregnum", also called the "tiara" or "triple crown", represents the pope's three functions as "supreme pastor", "supreme teacher" and "supreme priest". Recent popes have not, however, worn the triregnum, though it remains the symbol of the papacy and has not been abolished. In liturgical ceremonies Popes wear an episcopal mitre (an erect cloth hat).


            	Pastoral Staff topped by a crucifix, a custom established before the 13th century (see papal cross).


            	Pallium, or pall, a circular band of fabric worn around the neck over the chasuble. It forms a yoke about the neck, breast and shoulders and has two pendants hanging down in front and behind, and is ornamented with six crosses. Previously, the pallium worn by the pope was identical to those he granted to the primates, but in 2005 Pope Benedict XVI began to use a distinct papal pallium that is larger than the primatial, and was adorned with red crosses instead of black.


            	"Keys to the Kingdom of Heaven", the image of two keys, one gold and one silver. The silver key symbolizes the power to bind and loose on Earth, and the gold key the power to bind and loose in Heaven.


            	Ring of the Fisherman, a gold ring decorated with a depiction of St. Peter in a boat casting his net, with the name of the reigning Pope around it.


            	Umbraculum (better known in the Italian form ombrellino) is a canopy or umbrella consisting of alternating red and gold stripes, which used to be carried above the pope in processions.


            	Sedia gestatoria, a mobile throne carried by twelve footmen (palafrenieri) in red uniforms, accompanied by two attendants bearing flabella (fans made of white ostrich feathers), and sometimes a large canopy, carried by eight attendants. The use of the flabella was discontinued by Pope John Paul I. The use of the sedia gestatoria was discontinued by Pope John Paul II, being replaced by the so-called Popemobile.

          


          In heraldry, each pope has his own Papal Coat of Arms. Though unique for each pope, the arms are always surmounted by the aforementioned two keys in saltire (i.e., crossed over one another so as to form an X) behind the escutcheon (shield) (one silver key and one gold key, tied with a red cord), and above them a silver triregnum with three gold crowns and red infulae ( lappetstwo strips of fabric hanging from the back of the triregnum which fall over the neck and shoulders when worn). This is blazoned: "two keys in saltire or and argent, interlacing in the rings or, beneath a tiara argent, crowned or"). With the recent election of Benedict XVI in 2005, his personal coat of arms eliminated the papal tiara; a mitre with three horizontal lines is used in its place, with the pallium, a papal symbol of authority more ancient than the tiara, the use of which is also granted to metropolitan archbishops as a sign of communion with the See of Rome, was added underneath of the shield. The distinctive feature of the crossed keys behind the shield was maintained. The omission of the tiara in the Pope's personal coat of arms, however, did not mean the total disappearance of it from papal heraldry, since the coat of arms of the Holy See was kept unaltered.


          The flag most frequently associated with the pope is the yellow and white flag of Vatican City, with the arms of the Holy See (blazoned: "Gules, two keys in saltire or and argent, interlacing in the rings or, beneath a tiara argent, crowned or") on the right-hand side (the "fly") in the white half of the flag (the left-hand sidethe "hoist"is yellow). The pope's escucheon does not appear on the flag. This flag was first adopted in 1808, whereas the previous flag had been red and gold, the traditional colors of the papacy. Although Pope Benedict XVI replaced the triregnum with a mitre on his personal coat of arms, it has been retained on the flag.


          


          Status and authority
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          First Vatican Council


          The status and authority of the Pope in the Catholic Church was dogmatically defined by the First Vatican Council on 18 July 1870. In its Dogmatic Constitution of the Church of Christ, the Council established the following canons:


          "If anyone says that the blessed Apostle Peter was not established by the Lord Christ as the chief of all the apostles, and the visible head of the whole militant Church, or, that the same received great honour but did not receive from the same our Lord Jesus Christ directly and immediately the primacy in true and proper jurisdiction: let him be anathema.


          If anyone says that it is not from the institution of Christ the Lord Himself, or by divine right that the blessed Peter has perpetual successors in the primacy over the universal Church, or that the Roman Pontiff is not the successor of blessed Peter in the same primacy, let him be anathema.


          If anyone thus speaks, that the Roman Pontiff has only the office of inspection or direction, but not the full and supreme power of jurisdiction over the universal Church, not only in things which pertain to faith and morals, but also in those which pertain to the discipline and government of the Church spread over the whole world; or, that he possesses only the more important parts, but not the whole plenitude of this supreme power; or that this power of his is not ordinary and immediate, or over the churches altogether and individually, and over the pastors and the faithful altogether and individually: let him be anathema.


          We, adhering faithfully to the tradition received from the beginning of the Christian faith, to the glory of God, our Saviour, the elevation of the Catholic religion and the salvation of Christian peoples, with the approbation of the sacred Council, teach and explain that the dogma has been divinely revealed: that the Roman Pontiff, when he speaks ex cathedra, that is, when carrying out the duty of the pastor and teacher of all Christians by virtue of his supreme apostolic authority he defines a doctrine of faith or morals to be held by the universal Church, through the divine assistance promised him in blessed Peter, operates with that infallibility with which the divine Redeemer wished that His church be instructed in defining doctrine on faith and morals; and so such definitions of the Roman Pontiff from himself, but not from the consensus of the Church, are unalterable. But if anyone presumes to contradict this definition of Ours, which may God forbid: let him be anathema."


          


          Second Vatican Council
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          In its Dogmatic Constitution on the Church (1964), the Second Vatican Council declared:


          "Among the principal duties of bishops the preaching of the Gospel occupies an eminent place. For bishops are preachers of the faith, who lead new disciples to Christ, and they are authentic teachers, that is, teachers endowed with the authority of Christ, who preach to the people committed to them the faith they must believe and put into practice, and by the light of the Holy Spirit illustrate that faith. They bring forth from the treasury of Revelation new things and old, making it bear fruit and vigilantly warding off any errors that threaten their flock. Bishops, teaching in communion with the Roman Pontiff, are to be respected by all as witnesses to divine and Catholic truth. In matters of faith and morals, the bishops speak in the name of Christ and the faithful are to accept their teaching and adhere to it with a religious assent. This religious submission of mind and will must be shown in a special way to the authentic magisterium of the Roman Pontiff, even when he is not speaking ex cathedra; that is, it must be shown in such a way that his supreme magisterium is acknowledged with reverence, the judgments made by him are sincerely adhered to, according to his manifest mind and will. His mind and will in the matter may be known either from the character of the documents, from his frequent repetition of the same doctrine, or from his manner of speaking.


          


           this infallibility with which the Divine Redeemer willed His Church to be endowed in defining doctrine of faith and morals, extends as far as the deposit of Revelation extends, which must be religiously guarded and faithfully expounded. And this is the infallibility which the Roman Pontiff, the head of the college of bishops, enjoys in virtue of his office, when, as the supreme shepherd and teacher of all the faithful, who confirms his brethren in their faith, by a definitive act he proclaims a doctrine of faith or morals. And therefore his definitions, of themselves, and not from the consent of the Church, are justly styled irreformable, since they are pronounced with the assistance of the Holy Spirit, promised to him in blessed Peter, and therefore they need no approval of others, nor do they allow an appeal to any other judgment. For then the Roman Pontiff is not pronouncing judgment as a private person, but as the supreme teacher of the universal Church, in whom the charism of infallibility of the Church itself is individually present, he is expounding or defending a doctrine of Catholic faith. The infallibility promised to the Church resides also in the body of Bishops, when that body exercises the supreme magisterium with the successor of Peter. To these definitions the assent of the Church can never be wanting, on account of the activity of that same Holy Spirit, by which the whole flock of Christ is preserved and progresses in unity of faith."


          


          Political role
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              	Incumbent:

              Benedict XVI

            


            
              	
            


            
              	Style

              	His Holiness
            


            
              	Residence

              	Papal Palace
            


            
              	First Sovereign
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            [image: Antichristus, a woodcut by Lucas Cranach of the pope using the temporal power to grant authority to a generously contributing ruler]

            
              Antichristus, a woodcut by Lucas Cranach of the pope using the temporal power to grant authority to a generously contributing ruler
            

          


          Though the progressive Christianisation of the Roman Empire in the fourth century did not confer upon bishops civil authority within the state, the gradual withdrawal of imperial authority during the fifth century left the pope the senior imperial civilian official in Rome, as bishops were increasingly directing civil affairs in other cities of the Western Empire. This status as a secular and civil ruler was vividly displayed by Pope Leo I's confrontation with Attila in 452. The first expansion of papal rule outside of Rome came in 728 with the Donation of Sutri, which in turn was substantially increased in 754, when the Frankish ruler Pippin the Younger gave to the pope the land from his conquest of the Lombards. The pope may have utilized the forged Donation of Constantine to gain this land, which formed the core of the Papal States. This document, accepted as genuine until the 1400s, states that Constantine I placed the entire Western Empire of Rome under papal rule. In 800 Pope Leo III crowned the Frankish ruler Charlemagne as Roman Emperor, a major step toward establishing what later became known as the Holy Roman Empire; from that date onward the popes claimed the prerogative to crown the Emperor, though the right fell into disuse after the coronation of Charles V in 1530. Pope Pius VII was present at the coronation of Napoleon I in 1804, but did not actually perform the crowning. As mentioned above, the pope's sovereignty over the Papal States ended in 1870 with their annexation by Italy.


          Popes like Alexander VI, an ambitious if spectacularly corrupt politician, and Pope Julius II, a formidable general and statesman, were not afraid to use power to achieve their own ends, which included increasing the power of the papacy. This political and temporal authority was demonstrated through the papal role in the Holy Roman Empire (especially prominent during periods of contention with the Emperors, such as during the Pontificates of Pope Gregory VII and Pope Alexander III). Papal bulls, interdict, and excommunication (or the threat thereof) have been used many times to increase papal power. The Bull Laudabiliter in 1155 authorized Henry II of England to invade Ireland. In 1207, Innocent III placed England under interdict until King John made his kingdom a fiefdom to the Pope, complete with yearly tribute, saying, "we offer and freely yield...to our lord Pope Innocent III and his catholic successors, the whole kingdom of England and the whole kingdom of Ireland with all their rights and appurtenences for the remission of our sins". The Bull Inter Caeteras in 1493 led to the Treaty of Tordesillas in 1494, which divided the world into areas of Spanish and Portuguese rule. The Bull Regnans in Excelsis in 1570 excommunicated Elizabeth I of England and declared that all her subjects were released from all allegiance to her. The Bull Inter Gravissimas in 1582 established the Gregorian Calendar.


          


          Objections to the papacy
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          The Pope's claim of being the Supreme Pontiff of the Universal Church is recognized as dogmatic and not considered open to debate within the Roman Church. The First Vatican Council anathematized all who dispute the pope's claims of primacy of honour and of jurisdiction.


          The Pope's claim to authority is disputed outside the Roman Church. These objections differ from denomination to denomination, but can roughly be outlined as objections to the extent of the primacy of the pope and to the institution of the papacy itself.


          Some Christian communities ( Assyrian Church of the East, the Oriental Orthodox Church, the Eastern Orthodox Church, the Old Catholic Church, the Anglican Communion, the Independent Catholic Churches, etc.) accept the doctrine of Apostolic Succession, and to varying extents, Papal claims to a primacy of honour while generally rejecting that the pope is the successor to Peter in any unique sense not true of any other bishop. Primacy is regarded as a consequence of the pope's position as bishop of the original capital city of the Roman Empire, a definition explicitly spelled out in the 28th canon of the Council of Chalcedon. These churches see no foundation to papal claims of universal immediate jurisdiction, or to claims of papal infallibility. Several of these communities refer to such claims as ultramontanism.


          Some Christian denominations reject the doctrine of Apostolic Succession, and thereby also reject the claims of Petrine primacy of honour, Petrine primacy of jurisdiction, and papal infallibility. These denominations vary from simply not accepting the Pope's claim to authority as legitimate and valid, to believing that the Pope is the Antichrist from 1 John 2:18, the Man of Sin from 2 Thessalonians 2:3-12, and the Beast out of the Earth from Revelation 13:11-18. Confessional Lutherans hold that the pope is the Antichrist, stating that this article of faith is part of a quia rather than quatenus subscription to the Book of Concord. In 1932, the Lutheran Church - Missouri Synod (LCMS) adopted A Brief Statement of the Doctrinal Position of the Missouri Synod, which a number of Lutheran church bodies now hold. Statement 43, Of the Antichrist:
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            43. As to the Antichrist we teach that the prophecies of the Holy Scriptures concerning the Antichrist, 2 Thess. 2:3-12; 1 John 2:18, have been fulfilled in the Pope of Rome and his dominion. All the features of the Antichrist as drawn in these prophecies, including the most abominable and horrible ones, for example, that the Antichrist "as God sitteth in the temple of God," 2 Thess. 2:4; that he anathematizes the very heart of the Gospel of Christ, that is, the doctrine of the forgiveness of sins by grace alone, for Christ's sake alone, through faith alone, without any merit or worthiness in man ( Rom. 3:20-28; Gal. 2:16); that he recognizes only those as members of the Christian Church who bow to his authority; and that, like a deluge, he had inundated the whole Church with his antichristian doctrines till God revealed him through the Reformation -- these very features are the outstanding characteristics of the Papacy. (Cf. Smalcald Articles, Triglot, p. 515, Paragraphs 39-41; p. 401, Paragraph 45; M. pp. 336, 258.) Hence we subscribe to the statement of our Confessions that the Pope is "the very Antichrist." ( Smalcald Articles, Triglot, p. 475, Paragraph 10; M., p. 308.)

          


          The claim of temporal power over all secular governments, including territorial claims in Italy, raises objection. The papacy's complex relationship with secular states such as the Roman and Byzantine Empires are also objections. Some disapprove of the autocratic character of the papal office. In Western Christianity these objections both contributed to and are products of the Protestant Reformation.


          Some objectors to the papacy use empirical arguments, pointing out that popes Callixtus III(recognized by the Roman Catholic Church to be an anti-pope) and Alexander VI were so corrupt as to be unfit to wield power to bind and loose on Earth or in Heaven. An omniscient and omnibenevolent God, some argue, would not have given those people the powers claimed for them by the Roman Catholic Church. Defenders of the papacy counter that the Bible shows God as willingly giving privileges even to corrupt men, citing examples like some of the kings of Israel and the apostle Judas Iscariot, as well as St. Peter's rejection of Jesus during the period leading up to the crucifixion.


          


          Antipopes


          Groups sometimes form around antipopes, who claim the Pontificate without being canonically and properly elected to it.


          Traditionally, this term was reserved for claimants with a significant following of cardinals or other clergy. The existence of an antipope is usually due either to doctrinal controversy within the Church ( heresy) or to confusion as to who is the legitimate pope at the time (see schism). Briefly in the 1400s, three separate lines of Popes claimed authenticity (see Papal Schism). Even Catholics don't all agree whether certain historical figures were Popes or antipopes. Though antipope movements were significant at one time, they are now overwhelmingly minor fringe causes.


          


          Other popes


          In the earlier centuries of Christianity, the title "Pope," meaning "father," had been used by all bishops. Some popes used the term and others didn't. Eventually, the title became associated especially with the Bishop of Rome. In a few cases, the term is used for other Christian clerical authorities.


          


          In the Roman Church


          "The Black Pope" is a derogatory name given to the Superior General of the Society of Jesus due to the Jesuits' practice of wearing black cassocks (the Pope wears white), to the order's specific allegiance to the Roman pontiff, and the alleged power the order exercised within the church.


          The Cardinal Prefect of the Congregation for the Evangelization of Peoples (formerly the Sacred Congregation for the Propagation of the Faith) is known as the "Red Pope": "red", because he is a cardinal; "Pope", because he has almost absolute power over mission territories for Catholicism, essentially the Churches of Africa and Asia".


          


          In the Eastern Churches


          Today, the heads of the Coptic Orthodox Church and the Greek Orthodox Church of Alexandria continue to be called "Pope", the former being called "Coptic Pope" or, more properly, " Pope and Patriarch of All Africa on the Holy Orthodox and Apostolic Throne of Saint Mark the Evangelist and Holy Apostle" and the last called " Pope and Patriarch of Alexandria and All Africa".


          In the Bulgarian Orthodox Church, Russian Orthodox Church and Serbian Orthodox Church, it is not unusual for a village priest to be called a "pope" ("поп"). However, this should be differentiated from the words used for the head of the Catholic Church (Bulgarian "папа", Russian "папа римский").


          


          Longest-reigning Popes
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          Although the average reign of the pope from the middle ages was a decade, a number of those whose reign lengths can be determined from contemporary historical data are the following:


          
            	Pius IX (18461878): 31 years, 7 months and 23 days (11,560 days).


            	John Paul II (19782005): 26 years, 5 months and 18 days (9,665 days).


            	Leo XIII (18781903): 25 years, 5 months and 1 day (9,281 days).


            	Pius VI (17751799): 24 years, 6 months and 15 days (8,962 days).


            	Adrian I (772795): 23 years, 10 months and 25 days (8,729 days).


            	Pius VII (18001823): 23 years, 5 months and 7 days (8,560 days).


            	Alexander III (11591181): 21 years, 11 months and 24 days (8,029 days).


            	St. Sylvester I (314335): 21 years, 11 months and 1 day (8,005 days).


            	St. Leo I (440461): 21 years, 1 month, and 13 days. (7,713 days).


            	Urban VIII (16231644): 20 years, 11 months and 24 days (7,664 days).

          


          Saint Peter is thought to have reigned for over thirty years (AD 29 - 64?/67?), but the exact length is not reliably known.


          


          Shortest-reigning Popes
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          Conversely, there have been a number of popes whose reign lasted less than a month. In the following list the number of calendar days includes partial days. Thus, for example, if a pope's reign commenced on 1 August and he died on 2 August, this would count as having reigned for two calendar days.


          
            	Urban VII ( September 15 September 27, 1590): reigned for 13 calendar days, died before consecration.


            	Boniface VI (April, 896): reigned for 16 calendar days


            	Celestine IV ( October 25 November 10, 1241): reigned for 17 calendar days, died before consecration.


            	Theodore II (December, 897): reigned for 20 calendar days


            	Sisinnius ( January 15 February 4, 708): reigned for 21 calendar days


            	Marcellus II ( April 9 May 1, 1555): reigned for 22 calendar days


            	Damasus II ( July 17 August 9, 1048): reigned for 24 calendar days


            	Pius III ( September 22 October 18, 1503): reigned for 27 calendar days


            	Leo XI ( April 1 April 27, 1605): reigned for 27 calendar days


            	Benedict V ( May 22 June 23, 964): reigned for 33 calendar days.

          


          Note: Stephen ( March 23 March 26, 752), died of apoplexy three days after his election, and before his consecration as a bishop. He is not recognized as a valid Pope, but was added to the lists of popes in the fifteenth century as Stephen II, causing difficulties in enumerating later Popes named Stephen. He was removed in 1961 from the Vatican's list (see " Pope-elect Stephen" for detailed explanation).
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              	Birth name

              	Joseph Alois Ratzinger
            


            
              	Papacybegan

              	19 April 2005
            


            
              	Papacyended

              	Incumbent
            


            
              	Predecessor

              	John Paul II
            


            
              	Successor

              	Incumbent
            


            
              	Born

              	16 April 1927 (1927-04-16)

              Marktl am Inn, Bavaria, Germany
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              	Styles of

              Pope Benedict XVI
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              	Reference style

              	His Holiness
            


            
              	Spoken style

              	Your Holiness
            


            
              	Religious style

              	Holy Father
            


            
              	Posthumous style

              	NA
            

          


          

          Pope Benedict XVI (Latin: Benedictus PP. XVI; Italian: Benedetto XVI, born Joseph Alois Ratzinger on 16 April 1927) is the 265th and reigning Pope, the spiritual head of the Catholic Church, and as such, Sovereign of the Vatican City State. He was elected on 19 April 2005 in a papal conclave, celebrated his Papal Inauguration Mass on 24 April 2005, and took possession of his cathedral, the Basilica of St. John Lateran, on 7 May 2005. Pope Benedict XVI has both German and Vatican citizenship. He succeeded Pope John Paul II, who died on 2 April 2005 (and with whom he had worked before the Sede vacante). Benedict XVI is also the Bishop of Rome.


          Benedict XVI is a well-known Catholic theologian and a prolific author, a defender of traditional Catholic doctrine and values. He served as a professor at various German universities and was a theological consultant at the Second Vatican Council before becoming Archbishop of Munich and Freising and Cardinal. At the time of his election as Pope, Benedict had been Prefect of the Congregation for the Doctrine of the Faith ( curial heads lose their positions upon the death of a pope) and was Dean of the College of Cardinals.


          During his papacy, Benedict XVI has emphasized what he sees as a need for Europe to return to fundamental Christian values in response to increasing de- Christianisation and secularisation in many developed countries. For this reason, he claims relativism's denial of objective truthand more particularly, the denial of moral truthsas the central problem of the 21st century. He teaches the importance for the Catholic Church and for humanity of contemplating God's salvific love and has reaffirmed the "importance of prayer in the face of the activism and the growing secularism of many Christians engaged in charitable work."


          


          Overview
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          Benedict XVI was elected Pope at the age of 78. He is the oldest person to have been elected Pope since Pope Clement XII (173040). He had served longer as a cardinal than any Pope since Benedict XIII (172430). He is the ninth German Pope, the eighth having been the Dutch-German Pope Adrian VI (152223) from Utrecht. The last Pope named Benedict was Benedict XV, an Italian who reigned from 1914 to 1922, during World War I (191418).


          Born in 1927 in Marktl am Inn, Bavaria, Germany, Ratzinger had a distinguished career as a university theologian before being appointed Archbishop of Munich and Freising by Pope Paul VI (196378). Shortly afterwards, he was made a cardinal in the consistory of June 27, 1977. He was appointed Prefect of the Congregation for the Doctrine of the Faith by Pope John Paul II in 1981 and was also assigned the honorific title of the cardinal bishop of Velletri-Segni on April 5, 1993. In 1998, he was elected sub-dean of the College of Cardinals. And on November 30, 2002, he was elected dean, taking, as is customary, the title of Cardinal bishop of the suburbicarian diocese of Ostia. He was the first Dean of the College elected Pope since Paul IV (155559) and the first cardinal bishop elected Pope since Pius VIII (182930).


          Even before becoming Pope, Ratzinger was one of the most influential men in the Roman Curia, and was a close associate of John Paul II. As Dean of the College of Cardinals, he presided over the funeral of John Paul II and over the Mass immediately preceding the 2005 conclave in which he was elected. During the service, he called on the assembled cardinals to hold fast to the doctrine of the faith. He was the public face of the church in the sede vacante period, although, technically, he ranked below the camerlengo in administrative authority during that time. Like his predecessor, Benedict XVI maintains the traditional Catholic doctrines on artificial birth control, abortion and homosexuality.


          As well as his native German, Benedict XVI fluently speaks Italian, French, English, Spanish and Latin, and has a knowledge of Portuguese. He can read Ancient Greek and biblical Hebrew. He is a member of a large number of academies, such as the French Acadmie des sciences morales et politiques. He plays the piano and has a preference for Mozart and Bach.


          


          Early life (19271951)
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              Then Fr. Joseph Ratzinger at a Feldmesse, open air parish Mass, in the hills of Bavaria, while saying the prayers at the foot of the altar, 1951.
            

          


          Joseph Alois Ratzinger was born on 16 April, Holy Saturday, 1927 at Schulstrae 11, at 8:30 in the morning in his parents' home in Marktl am Inn, Bavaria, Germany. He was baptized the same day. He was the third and youngest child of Joseph Ratzinger, Sr., a police officer, and Maria Ratzinger (ne Peintner). His mother's family was originally from South Tyrol. Pope Benedict XVI's brother, Georg Ratzinger, a priest and former director of the Regensburger Domspatzen choir, is still alive. His sister, Maria Ratzinger, who never married, managed Cardinal Ratzinger's household until her death in 1991. Their great-uncle was the German politician Georg Ratzinger.


          The pope's relatives agree that his priestly vocation was apparent from boyhood. At the age of five, Ratzinger was in a group of children who welcomed the visiting Cardinal Archbishop of Munich with flowers. Struck by the Cardinal's distinctive garb, he later announced the very same day that he wanted to be a cardinal.


          Following his fourteenth birthday in 1941, Ratzinger was enrolled in the Hitler Youth  membership being legally required after December 1939  but was an unenthusiastic member and refused to attend meetings. His father was a bitter enemy of Nazism, believing it conflicted with the Catholic faith. In 1941, one of Ratzinger's cousins, a 14-year-old boy with Down syndrome, was killed by the Nazi regime in its campaign of eugenics. In 1943 while still in seminary, he was drafted at age 16 into the German anti-aircraft corps. Ratzinger then trained in the German infantry, but a subsequent illness precluded him from the usual rigours of military duty. As the Allied front drew closer to his post in 1945, he deserted back to his family's home in Traunstein after his unit had ceased to exist, just as American troops established their headquarters in the Ratzinger household. As a German soldier, he was put in a POW camp but was released a few months later at the end of the War in summer 1945. He reentered the seminary, along with his brother Georg, in November of that year.


          Following repatriation in 1945, the two brothers entered Saint Michael Seminary in Traunstein, later studying at the Ducal Georgianum (Herzogliches Georgianum) of the Ludwig-Maximilian University in Munich. They were both ordained in Freising on June 29, 1951 by Cardinal Michael von Faulhaber of Munich. Joseph Ratzinger's dissertation (1953) was on St. Augustine and was entitled "The People and the House of God in Augustine's Doctrine of the Church". His Habilitation (which qualified him for a professorship) was on Bonaventure. It was completed in 1957 and he became a professor of Freising College in 1958.


          


          Pre-papal career


          


          Academic career (19511977)


          Ratzinger became a professor at the University of Bonn in 1959; his inaugural lecture was on "The God of Faith and the God of Philosophy." In 1963, he moved to the University of Mnster, where his inaugural lecture was given in a packed lecture hall, as he was already well known as a theologian.


          During this period, Ratzinger participated in the Second Vatican Council (19621965). Ratzinger served as a peritus (theological consultant) to Josef Cardinal Frings of Cologne. He was viewed during the time of the Council as a reformer, cooperating with radical Modernist theologians like Hans Kng and Edward Schillebeeckx. Ratzinger became an admirer of Karl Rahner, a well-known academic theologian of the Nouvelle Thologie and a proponent of church reform.


          In 1966, Joseph Ratzinger was appointed to a chair in dogmatic theology at the University of Tbingen, where he was a colleague of Hans Kng. In his 1968 book Introduction to Christianity, he wrote that the pope has a duty to hear differing voices within the Church before making a decision, and he downplayed the centrality of the papacy. He also wrote that the Church of the time was too centralized, rule-bound and overly controlled from Rome. During this time, he distanced himself from the atmosphere of Tbingen and the Marxist leanings of the student movement of the 1960s that quickly radicalized, in the years 1967 and 1968, culminating in a series of disturbances and riots in April and May 1968. Ratzinger came increasingly to see these and associated developments (such as decreasing respect for authority among his students) as connected to a departure from traditional Catholic teachings. Despite his reformist bent, his views increasingly came to contrast with the liberal ideas gaining currency in theological circles.
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          Some voices, among them Hans Kng, deem this a turn towards Conservatism, while Ratzinger himself said in a 1993 interview, "I see no break in my views as a theologian [over the years]". Ratzinger has continued to defend the Council against criticism, including Nostra Aetate, the document on respect of other religions, ecumenism and the declaration of the right to freedom of religion. (Later, as the Prefect for the Congregation for the Doctrine of the Faith, Ratzinger most clearly spelled out the Catholic Church's position on other religions in the 2000 document Dominus Iesus which also talks about the Roman Catholic way to engage in ecumenical dialogue.)


          During his years at Tbingen University, Ratzinger publicized articles in the reformist theological journal Concilium, though he increasingly chose less reformist themes than other contributors to the magazine such as Hans Kng and Edward Schillebeeckx.


          In 1969, he returned to Bavaria, to the University of Regensburg. He founded the theological journal Communio, with Hans Urs von Balthasar, Henri de Lubac, Walter Kasper and others, in 1972. Communio, now published in seventeen languages, including German, English and Spanish, has become a prominent journal of contemporary Catholic theological thought. Until his election as Pope, he remained one of the journal's most prolific contributors.


          


          Archbishop of Munich and Freising (19771982)
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          On March 24, 1977, Ratzinger was appointed Archbishop of Munich and Freising. He took as his episcopal motto Cooperatores Veritatis (Co-workers of the Truth) from 3 John 8, a choice he comments upon in his autobiographical work, Milestones. In the consistory of the following June 27, he was named Cardinal Priest of Santa Maria Consolatrice al Tiburtino by Pope Paul VI. By the time of the 2005 Conclave, he was one of only fourteen remaining cardinals appointed by Paul VI, and one of only three of those under the age of 80. Of these, only he and William Wakefield Baum took part in the conclave.


          


          Prefect of the Congregation for the Doctrine of the Faith (19812005)
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          On November 25, 1981, Pope John Paul II named Ratzinger Prefect of the Congregation for the Doctrine of the Faith, formerly known as the Holy Office, the historical Inquisition. Consequently, he resigned his post at Munich in early 1982. He was promoted within the College of Cardinals to become Cardinal Bishop of Velletri-Segni in 1993, was made the College's vice-dean in 1998 and dean in 2002.


          In office, Ratzinger fulfilled his institutional role, defending and reaffirming Catholic doctrine, including teaching on topics such as birth control, homosexuality, and inter-religious dialogue. During his period in office, the Congregation for the Doctrine of the Faith took disciplinary measures against some outspoken liberation theologians in Latin America, condemning liberation theology twice (in 1984 and 1986), accusing it of Marxist tendencies and of inciting hate and violence. Leonardo Boff, for example, was suspended, while others were reputedly reduced to silence. Other issues also prompted condemnations or revocations of rights to teach: for instance, eleven years after his death, the writings of Jesuit priest Anthony de Mello were the subject of a "notification" - the notice did not condemn all of De Mello's works as heretical, but noted that many of them, particularly the later works, had what Ratzinger and the CDF interpreted as an element of religious indifferentism (as they saw it, De Mello held that Christ was "one master alongside others"). Some theologians dispute the CDF's interpretations of both liberation theology and the works of thinkers like De Mello.


          The CDF is best known for its authority over the teaching of Church doctrine, but it also has jurisdiction over other matters, including cases involving the seal of the confessional, clerical sexual misconduct and other matters, in its function as what amounts to a court. In his capacity as Prefect, Ratzinger also penned a controversial letter to all Catholic bishops, declaring that confidential details of Church investigations into accusations made against priests of certain serious ecclesiastical crimes, including sexual abuse, were subject to the pontifical secret and could not, on pain of excommunication, be revealed. The secrecy related only to the internal investigation, not to the abuse itself, and the letter did not discourage victims from reporting such crimes to the police.


          On March 12, 1983 Joseph Ratzinger as prefect and cardinal notified the lay faithful and the clergy that archbishop Pierre Martin Ngo Dinh Thuc had incurred the excommunication latae sententiae for illicit episcopal consecrations without the apostolic mandate.


          


          Health


          Because of age-related health problems, and in order to have free time to write, he had hoped to retire, and submitted his resignation three times, but had continued at his post in obedience to the wishes of Pope John Paul II. In the early 1990s, Ratzinger suffered a stroke, which slightly impaired his eyesight temporarily. This was known to the Conclave that elected him Pope. In May 2005, the Vatican revealed that he had subsequently suffered another mild stroke; it did not reveal when, other than that it had occurred between 2003 and 2005. France's Philippe Cardinal Barbarin further revealed that since the first stroke, Ratzinger had been suffering from a heart condition as a result of his age, and is currently on medication. It is also notable that he appears to be in far better health than his predecessor was at the age of 79. In late November 2006, an unconfirmed rumor emerged that Pope Benedict had undergone an operation in preparation for an eventual bypass operation, and that the bronchitis suffered by the Pope has put undue pressure on the Pope's heart..


          


          Papacy


          


          Election to the papacy


          


          Prediction


          On January 2, 2005, Time magazine quoted unnamed Vatican sources as saying that Ratzinger was a front runner to succeed John Paul II should the pope die or become too ill to continue as pope. On the death of John Paul II, the Financial Times gave the odds of Ratzinger becoming pope as 71, the lead position, but close to his rivals on the liberal wing of the church. In April 2005, before his election as pope, he was identified as one of the 100 most influential people in the world by Time magazine. While Prefect of the Congregation for the Doctrine of the Faith, Ratzinger repeatedly stated he would like to retire to his house in the Bavarian village of Pentling near Regensburg and dedicate himself to writing books.


          Piers Paul Read wrote in The Spectator on March 5, 2005:


          
            
              	

              	There can be little doubt that his courageous promotion of orthodox Catholic teaching has earned him the respect of his fellow cardinals throughout the world. He is patently holy, highly intelligent and sees clearly what is at stake. Indeed, for those who blame the decline of Catholic practice in the developed world precisely on the propensity of many European bishops to hide their heads in the sand, a pope who confronts it may be just what is required. Ratzinger is no longer younghe is 78 years old: but Angelo Roncalli, who revolutionized Catholicism by calling the Second Vatican Council was almost the same age (76) when he became pope as John XXIII. As Jeff Israely, the correspondent of Time, was told by a Vatican insider last month, "The Ratzinger solution is definitely on."

              	
            

          


          Though Ratzinger was increasingly considered the front runner by much of the international media, others maintained that his election was far from certain since very few papal predictions in modern history had come true. The elections of both John Paul II and his predecessor, John Paul I had been rather unexpected. Despite being the favorite (or perhaps because he was the favorite), it was a surprise to many that he was actually elected, as traditionally the frontrunners are passed over by the conclave for someone else.


          


          Election


          On April 19, 2005, Cardinal Ratzinger was elected as the successor to Pope John Paul II on the second day of the papal conclave after four ballots. Cardinal Ratzinger had hoped to retire peacefully and said that "At a certain point, I prayed to God 'please don't do this to me'...Evidently, this time He didn't listen to me." Coincidentally, April 19 is the feast of St. Leo IX, the most important German pope of the Middle Ages, known for instituting major reforms during his pontificate.


          Before his first appearance at the balcony of Saint Peter's Basilica after becoming pope, he was announced by Jorge Medina Estvez, protodeacon of the College of Cardinals. Cardinal Medina Estvez first addressed the massive crowd as "dear(est) brothers and sisters" in Italian, Spanish, French, German and English, with each language receiving cheers from the international crowd, before continuing with the traditional Habemus Papam announcement in Latin.


          At the balcony, Benedict's first words to the crowd, given in Italian before he gave the traditional Urbi et Orbi blessing in Latin, were:


          
            
              	

              	Dear brothers and sisters, after the great Pope John Paul II, the Cardinals have elected me, a simple, humble labourer in the vineyard of the Lord. The fact that the Lord knows how to work and to act even with insufficient instruments comforts me, and above all I entrust myself to your prayers. In the joy of the Risen Lord, confident of his unfailing help, let us move forward. The Lord will help us, and Mary, His Most Holy Mother, will be on our side. Thank you.

              	
            

          


          On April 24, he celebrated the Papal Inauguration Mass in St. Peter's Square, during which he was invested with the Pallium and the Ring of the Fisherman. Then, on May 7, he took possession of his Cathedral church, the Archbasilica of St. John Lateran.


          


          Choice of name


          Ratzinger chose the pontifical name Benedict, which in Latin means "the blessed", in honour of both Pope Benedict XV and Saint Benedict of Nursia. Pope Benedict XV was Pope during the first World War, during which time he passionately pursued peace between the warring nations. St. Benedict of Nursia was the founder of the Benedictine monasteries (most monasteries of the Middle Ages were of the Benedictine Order) and the author of the Rule of Saint Benedict, which is still the most influential writing regarding the monastic life of Western Christianity.


          Benedict XVI explained his choice of name during his first General Audience in St. Peter's Square, on April 27, 2005:


          
            
              	

              	Filled with sentiments of awe and thanksgiving, I wish to speak of why I chose the name Benedict. Firstly, I remember Pope Benedict XV, that courageous prophet of peace, who guided the Church through turbulent times of war. In his footsteps I place my ministry in the service of reconciliation and harmony between peoples. Additionally, I recall Saint Benedict of Nursia, co- patron of Europe, whose life evokes the Christian roots of Europe. I ask him to help us all to hold firm to the centrality of Christ in our Christian life: May Christ always take first place in our thoughts and actions!

              	
            

          


          


          Tone of papacy
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          During his inaugural Mass, the previous custom of every cardinal submitting to the Pope was replaced by having twelve people, including cardinals, clergy, religious, a married couple and their child, and newly confirmed people, greet him. (The cardinals had formally sworn their obedience upon his election.) He has begun using an open-topped papal car, saying that he wanted to be closer to the people. Pope Benedict has continued the tradition of his predecessor John Paul II and baptizes several infants in the Sistine Chapel at the beginning of every year, in his pastoral role as Bishop of Rome.


          Benedict's coat of arms has omitted the papal tiara, which traditionally appears in the background to designate the Pope's position as a worldly ruler like a king, replacing it with a simple mitre, emphasizing his spiritual authority. Although some papal documents since his inauguration appear to include the papal tiara, this is because the arms of the Holy See itself (as opposed to his personal arms) continue to use the tiara and crossed keys, as can be observed, for example, on the website of the Holy See and other official publications. Because it is the shield alone (regardless of its background elements) which is unique to the individual Pope, varying backgrounds are possible for a single shield, though this is rarely done. Pope Benedict XVI also included a traditional pallium beneath his shield as a background element for his arms, emphasizing his pastoral powers.


          


          Beatifications


          On May 9, 2005, Benedict XVI began the beatification process for his predecessor, Pope John Paul II. Normally, five years must pass after a person's death before the beatification process can begin. However, in an audience with Pope Benedict, Camillo Ruini, Vicar General of the Diocese of Rome and the official responsible for promoting the cause for canonization of any person who dies within that diocese, cited "exceptional circumstances" which suggested that the waiting period could be waived. The "exceptional circumstances" apparently refer to the cries of "Santo subito!" ("Saint now!") during pontiff's funeral (saints can be declared by popular acclaim, although this is rare). Therefore, the Pope waived the five year rule "so that the cause of Beatification and Canonization of the same Servant of God can begin immediately." The decision was announced on May 13, 2005, the Feast of Our Lady of Fatima and the 24th anniversary of the attempt on John Paul II's life. John Paul II often credited Our Lady of Fatima for preserving him on that day. Cardinal Ruini inaugurated the diocesan phase of the cause for beatification in the Lateran Basilica on June 28, 2005.


          The first beatification under the new Pope was celebrated on May 14, 2005, by Jos Cardinal Saraiva Martins. The new Blesseds were Mother Marianne Cope and Mother Ascensin Nicol Goi. Mariano de la Mata was beatified in November 2006 and Rosa Eluvathingal was beatified December 3 of that year, and Fr. Basil Moreau is scheduled to be beatified by next year.


          Unlike his predecessor, Benedict XVI delegated the beatification liturgical service to a Cardinal. On September 29, 2005, the Congregation for the Causes of Saints issued a communiqu announcing that henceforth beatifications would be celebrated by a representative of the Pope, usually the Prefect of that Congregation.


          


          Canonizations


          Pope Benedict XVI celebrated his first canonizations on October 23, 2005 in St. Peter's Square when he canonized Josef Bilczewski, Alberto Hurtado SJ, Zygmunt Gorazdowski, Gaetano Catanoso, and Felice da Nicosia. The canonizations were part of a Mass that marked the conclusion of the Synod of Bishops and the Year of the Eucharist. Pope Benedict XVI canonized Bishop Rafael Guizar y Valencia, Mother Theodore Guerin, Filippo Smaldone, and Rosa Venerini on October 15, 2006.


          During his visit to Brazil in 2007, Pope Benedict XVI presided over the canonization of Frei Galvo on May 11, while George Preca, founder of the Malta based MUSEUM, Szymon of Lipnica, Charles of Mount Argus, and Marie-Eugnie de Jsus were canonized in a ceremony held at the Vatican on June 3 2007.. Preca is the first Maltese saint since the country's conversion to Christianity in A.D. 60 when St. Paul converted the inhabitants..


          


          Curia reform


          Pope Benedict began downsizing the Roman Curia when he merged four existing pontifical councils into two in March 2006. The Pontifical Council for Migrants was merged with the Pontifical Council for Justice and Peace headed by Cardinal Martino. Likewise, Cardinal Poupard, who headed the Pontifical Council for Culture, now also oversees the operations of what had been the Pontifical Council for Interreligious Dialogue, though both Councils maintained separate officials and staffs while their status and competencies continued unchanged. In May 2007 it was decided that Inter Religious Dialogue would again become a separate body under a different President.


          


          Teachings


          As Pope, Benedict XVI's main role is to teach about the Catholic faith and the solutions to the problems of discerning and living the faith, a role that he can play well as a former head of the Church's Congregation for the Doctrine of the Faith. The main points of emphasis of his teachings are stated in more detail in Theology of Pope Benedict XVI.


          


          Friendship with Jesus Christ
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          According to commentators, during the Inaugural Mass, the core of the Pope's message, the most moving and famous part, is found in the last paragraph of his homily where he referred to both Jesus Christ and John Paul II. After referring to John Paul II's well-known words, "Do not be afraid! Open wide the doors for Christ!", Benedict XVI said:


          
            
              	

              	Are we not perhaps all afraid in some way? If we let Christ enter fully into our lives, if we open ourselves totally to Him, are we not afraid that He might take something away from us?...And once again the Pope said: No! If we let Christ into our lives, we lose nothing, nothing, absolutely nothing of what makes life free, beautiful and great. No! Only in this friendship do we experience beauty and liberation....When we give ourselves to Him, we receive a hundredfold in return. Yes, open, open wide the doors to Christ  and you will find true life.

              	
            

          


          "Friendship with Jesus Christ" is a theme of his preaching which is found in many of Benedict's homilies and addresses, for example his address to the priests of Rome, his Episcopal diocese, to the cardinals in the pre-conclave, and to an audience of 150,000 people, among whom were children going to their First Communion. He has also said: "We are all called to open ourselves to this friendship with God... speaking to him as to a friend, the only One who can make the world both good and happy... That is all we have to do is put ourselves at his disposal...is an extremely important message. It is a message that helps to overcome what can be considered the great temptation of our time: the claim, that after the Big Bang, God withdrew from history." Thus, in his book Jesus of Nazareth, his main purpose was "to help foster [in the reader] the growth of a living relationship" with Jesus Christ."


          He took up this theme in his first encyclical Deus Caritas Est. In his personal explanation and summary of the encyclical, he stated: "If friendship with God becomes for us something ever more important and decisive, then we will begin to love those whom God loves and who are in need of us. God wants us to be friends of his friends and we can be so, if we are interiorly close to them." Thus, he said that prayer is "urgently needed...It is time to reaffirm the importance of prayer in the face of the activism and the growing secularism of many Christians engaged in charitable work."


          [bookmark: .22Dictatorship_of_Relativism.22]


          "Dictatorship of Relativism"


          Continuing what he said in the pre-conclave Mass about what he has often referred to as the "central problem of our faith today" , on June 6, 2005 Pope Benedict also said:


          
            
              	

              	Today, a particularly insidious obstacle to the task of education is the massive presence in our society and culture of that relativism which, recognizing nothing as definitive, leaves as the ultimate criterion only the self with its desires. And under the semblance of freedom it becomes a prison for each one, for it separates people from one another, locking each person into his or her own ego.

              	
            

          


          He had previously said that "a dictatorship of relativism" was the core challenge facing the church.


          Benedict traced the failed revolutions and violent ideologies of the twentieth century to a conversion of partial points of view into absolute guides: during World Youth Day, he said "Absolutizing what is not absolute but relative is called totalitarianism."


          In an address to a conference of the Diocese of Rome held at the basilica of St. John Lateran June 6, 2005, Benedict remarked on the issues of same sex marriage and abortion:


          
            	The various forms of the dissolution of matrimony today, like free unions, trial marriages and going up to pseudo-matrimonies by people of the same sex, are rather expressions of an anarchic freedom that wrongly passes for true freedom of man...from here it becomes all the more clear how contrary it is to human love, to the profound vocation of man and woman, to systematically close their union to the gift of life, and even worse to suppress or tamper with the life that is born.

          


          


          Christianity as the Religion according to Reason


          In the discussion with secularism and rationalism, one of Benedict's basic ideas can be found in his address on the "Crisis of Culture" in the West, a day before Pope John Paul II died, when he referred to Christianity as the Religion of the Word (the original Greek, Logos, meaning reason, meaning, or intelligence). He said:


          
            
              	

              	From the beginning, Christianity has understood itself as the religion of the Logos, as the religion according to reason...It has always defined men, all men without distinction, as creatures and images of God, proclaiming for them...the same dignity. In this connection, the Enlightenment is of Christian origin and it is no accident that it was born precisely and exclusively in the realm of the Christian faith....It was and is the merit of the Enlightenment to have again proposed these original values of Christianity and of having given back to reason its own voice... Today, this should be precisely [Christianity's] philosophical strength, in so far as the problem is whether the world comes from the irrational, and reason is not other than a 'sub-product,' on occasion even harmful of its developmentor whether the world comes from reason, and is, as a consequence, its criterion and goal...In the so necessary dialogue between secularists and Catholics, we Christians must be very careful to remain faithful to this fundamental line: to live a faith that comes from the Logos, from creative reason, and that, because of this, is also open to all that is truly rational.

              	
            

          


          Benedict thus endorses creative reason, manifested in the crucified God as love, which contrasts with the strict rationality of the Enlightenment.


          


          Encyclicals


          Pope Benedict has to date written two encyclicals, Deus Caritas Est (Latin for "God is Love"), and Spe Salvi ("Saved by Hope").


          The first encyclical reflects on the concepts of eros (possessive, often sexual, love), agape (unconditional, self-sacrificing love), logos (the word), and their relationship with the teachings of Jesus.


          The encyclical contains almost 16,000 words in 42 paragraphs. The first half is said to have been written by Benedict in German, his mother tongue, in the summer of 2005; the second half is derived from uncompleted writings left by his predecessor, Pope John Paul II. The document was signed by Pope Benedict on Christmas Day, 25 December 2005. The encyclical was promulgated a month later in Latin and was translated into English, French, German, Italian, Polish, Portuguese, and Spanish. It is the first encyclical to be published since the Vatican decided to assert copyright in the official writings of the Pope.


          Pope Benedict's second encyclical titled Spe Salvi ("Saved by Hope"), about the virtue of hope, was released on November 30 . It marked the 40th anniversary of Pope Paul VI's encyclical Populorum Progressio, which commented on similar topics.


          


          Post-synodal apostolic exhortation


          Sacramentum Caritatis (The Sacrament of Charity) signed 22 February 2007, released in Latin, Italian, English, French, German, Portuguese, Spanish, and Polish. It was made available in various languages March 13, 2007 in Rome. The English edition from Libera Editrice Vaticana is 158 pages. This exhortation "seeks to take up the richness and variety of the reflections and proposals which emerged from the recent Ordinary General Assembly of the Synod of Bishops..." which was held in 2006.


          


          Motu proprio on Tridentine Mass
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          In early July 2007, Benedict XVI issued the motu proprio Summorum Pontificum that informed Bishops that upon "the request of the faithful" Masses according to the Missal of 1962, preceding the liturgical reforms under Paul VI were to be more generally allowed. With the July 7, 2007 decree congregations who previously had to petition their bishop to have a Tridentine Mass may now merely request it from their local priest. As long as the priest has "a certain degree of liturgical formation and some knowledge of the Latin language" he may go ahead. The Reuters News Service called the decree "possibly the most important of Benedict's papacy so far".


          In an accompanying letter, the Pope outlined his position concerning questions about the new guidelines, emphasizing that the Tridentine Mass would not detract from the Second Vatican Council, and that the Mass of Paul VI would still be the norm and priests were not permitted to refuse to say the Mass in that form. He pointed out that use of Tridentine Mass "was never juridically abrogated and, consequently, in principle, was always permitted." The letter also decried "deformations of the liturgy ... because in many places celebrations were not faithful to the prescriptions of the new Missal" as the Second Vatican Council was wrongly seen "as authorizing or even requiring creativity", mentioning his own experience.


          The Pope also considered allowing the Tridentine Mass to those who request it, a means to prevent schism, stating that "not enough was done by the Churchs leaders to maintain or regain reconciliation and unity" and that this "imposes an obligation on us today: to make every effort to enable for all those who truly desire unity to remain in that unity or to attain it anew. Many feel the decree aimed at ending the schism between the Holy See and traditionalist groups such as the Society of St. Pius X (SSPX). Cardinal Hoyos, who heads up the Holy See's efforts in this field stated that the decree "opened the door for their return" and said "I wouldn't understand if they don't come back." Bishop Bernard Fellay, superior general of the SSPX, expressed "deep gratitude to the Sovereign Pontiff for this great spiritual benefit.", but also said that the group "had to iron out doctrinal differences with the Vatican before a reconciliation could take place."


          Some Jewish groups criticized the move because of petitions for the conversion of the Jews included in the Tridentine Good Friday liturgy, which had been reworded by the liturgical reforms. Some Catholic voices feared that the move would entail a reversal of the Second Vatican Council.


          


          Unicity and Salvific Universality of the Church


          Near the end of June 2007, the Congregation for the Doctrine of the Faith issued a document approved by Benedict XVI "because some contemporary theological interpretations of Vatican II's ecumenical intent had been 'erroneous or ambiguous' and had prompted confusion and doubt." The document has been seen as restating "key sections of a 2000 text the pope wrote when he was prefect of the congregation, Dominus Iesus."


          The document issued on June 29, 2007 stated in part that "oriental Churches [i.e. Eastern Christianity] ...[merit the title sister Churches] Because these Churches, although separated, have true sacraments and above all  because of the apostolic succession  the priesthood and the Eucharist, by means of which they remain linked to us [Roman Catholicism] by very close bonds. ...However, since communion with the Catholic Church, the visible head of which is the Bishop of Rome and the Successor of Peter, is not some external complement to a particular Church but rather one of its internal constitutive principles, these venerable Christian communities lack something in their condition as particular churches."


          
            
              	"These ecclesial Communities which, specifically because of the absence of the sacramental priesthood, have not preserved the genuine and integral substance of the Eucharistic Mystery cannot, according to Catholic doctrine, be called "Churches" in the proper sense."

              Congregation for the Doctrine of the Faith
            

          


          The document went on to say " Christian Communities born out of the Reformation of the sixteenth century... do not enjoy apostolic succession in the sacrament of Orders, and are, therefore, deprived of a constitutive element of the Church. These ecclesial Communities which, specifically because of the absence of the sacramental priesthood, have not preserved the genuine and integral substance of the Eucharistic Mystery cannot, according to Catholic doctrine, be called "Churches" in the proper sense."


          The document stated that "the full identity of the Church of Christ" is the Roman Catholic Church. It said that the Catholic Church notes "that there are 'numerous elements of sanctification and of truth' which are found outside her structure, but which 'as gifts properly belonging to the Church of Christ, impel towards Catholic Unity'. It follows that these separated churches and Communities, though we believe they suffer from defects, are deprived neither of significance nor importance in the mystery of salvation. In fact the Spirit of Christ has not refrained from using them as instruments of salvation, whose value derives from that fullness of grace and of truth which has been entrusted to the Catholic Church."


          The approval of the document drew some criticism, such as the statement by the World Alliance of Reformed Churches which said "It makes us question whether we are indeed praying together for Christian unity." The statement continued that the document "makes us question the seriousness with which the Roman Catholic Church takes its dialogues with the Reformed family and other families of the church". The leading Lutheran cleric in Germany Bishop Wolfgang Huber wondered why no attempt was made to use more diplomatic language saying, "it would also be completely sufficient if it were to be said that the reforming churches are 'not churches in the sense required here' or that they are 'churches of another type'  but none of these bridges is used" in the Vatican document." Others, such as Rev. Sara MacVane, of the Anglican Centre in Rome, saw it as in line with the previous position of the Church but questioned the timing of its release, saying "I don't know what motivated it at this time." The Russian Orthodox Church, however, called the document "honest", noting that it contains nothing new and was conducive to "an honest theological dialogue." The issuing of this document and the recent allowance made by Benedict XVI for congregations who wished to say the Mass in Latin was seen by some of his critics as a move towards conservatism, some even "raised questions about Benedicts commitment to the changes made during the Second Vatican Council."


          


          Consumerism


          Benedict XVI has condemned excessive consumerism, especially among youth. He stated in December 2007 that "[A]dolescents, youths and even children are easy victims of the corruption of love, deceived by unscrupulous adults who, lying to themselves and to them, draw them into the dead-end streets of consumerism."


          


          Ecumenical efforts


          Speaking at his weekly audience in St Peter's Square on 7 June 2006, Pope Benedict asserted that Jesus himself had entrusted the leadership of the Church to his apostle Peter. "Peter's responsibility thus consists of guaranteeing the communion with Christ," said Pope Benedict. "Let us pray so that the primacy of Peter, entrusted to poor human beings, may always be exercised in this original sense desired by the Lord, so that it will be increasingly recognised in its true meaning by brothers who are still not in communion with us." The Catholic Church teaches that the Pope has a leading role among Christians because as Bishop of Rome he is successor to the apostle Peter who first held the office. The role of the papacy remains a source of controversy, not only for Protestant denominations but also for Eastern Orthodox churches, who likewise do not accept Petrine primacy as defined at the First Vatican Council.


          


          Dissident Catholics


          On August 29, 2006, Pope Benedict XVI met with Bishop Bernard Fellay of the traditionalist Society of St. Pius X, an international society of traditionalist Roman Catholic priests, which since 1975 has existed in a state of dispute with the leadership of the Roman Catholic Church. Bishop Fellay had previously issued a statement welcoming the election of Cardinal Ratzinger as Pope.


          


          Orthodox


          The bishops of the Ecumenical Orthodox Patriarchate of Constantinople have expressed concern over Pope Benedict XVI's decision to strike out "patriarch of the West" from his official titles in the Vatican yearbook. In a June 8, 2006 statement, the chief secretary of the Orthodox bishops' synod said dropping "patriarch of the West" while retaining the titles "vicar of Jesus Christ" and "supreme pontiff of the universal church" is "perceived as implying a universal jurisdiction of the bishop of Rome over the entire church, which is something the Orthodox have never accepted." The statement was issued after synod members discussed the change during their early June meeting. Cardinal Walter Kasper, president of the Pontifical Council for Promoting Christian Unity, said in a March statement that dropping the title of patriarch in reference to the pope does not minimize the importance of the patriarchal office, particularly in relation to the ancient Eastern churches. "Even less can this suppression be seen as implying new claims" of power or authority on the part of the Vatican, he said. However, members of the Orthodox synod disagreed. From their point of view, "the geographical limits of each ecclesiastical jurisdiction" have been a key part of the structure of the church from the earliest days of Christianity. The church as a whole is "a unity of full local churches" and not a monolith divided into local units simply for the sake of easier governance. The Orthodox synod's statement said that, with the international Catholic-Orthodox theological dialogue set to begin again in September with plans to deal with the "thorny problem" of papal primacy, it would have been better not to have removed the title without consultation.


          A leading Muscovite Orthodox spokesman has said that a visit to Ukraine by Pope Benedict XVI would be "untimely", according to the country's RISU news service. "If Pope Benedict is a moral and a spiritual person and wants only good for Ukraine and its people, he will never take such an unreasonable step," said Valentyn Lukianyk, the head of the Union of Orthodox Brotherhoods of Ukraine. He was responding to the news that Ukrainian President Viktor Yushchenko has invited the Pope to visit the country. After the collapse of the Soviet Union there have been numerous clashes between Orthodox and Catholic believers over the ownership of parish properties that were confiscated by the Communists and handed over to the Russian Orthodox Church. At the same time, Orthodox leaders have complained that Catholics are engaged in "proselytism", seeking converts among Orthodox believers. In his statement opposing a papal visit, Lukianyk said that relations between Catholics and Orthodox in Ukraine are now "warming." A visit by Pope Benedict, he said, would place an undue burden on those sensitive ties.


          Archbishop Christodoulos, Archbishop of Athens, visited Pope Benedict XVI at the Vatican on December 13, 2006. It was the first official visit by a Greek church leader to the Vatican. Archbishop Christodoulos was present for the funeral of Pope John Paul II. The Ecumenical Patriarch of Constantinople, Bartholomew I, with other Orthodox prelates also were present for the funeral Mass, but did not participate liturgically.


          


          Protestants


          In 2005, Pope Benedict sent a message to the national synod of the Reformed Church of France, the countrys main Protestant community, who thanked the Pontiff for this gesture of consideration.


          In more general terms, Pope Benedict addressed Protestant churches in a speech during his trip to Cologne, Germany in 2005, discussing a "renewed sense of our brotherhood" and "a more open and trusting climate between Christians belonging to the various Churches and Ecclesial Communities."


          According to John L. Allen, Jr.'s Cardinal Ratzinger, the Pope, a German himself, feels a bond towards Lutherans and has Lutheran friends. Allen, in fact, compares the then Cardinal Ratzinger's feelings towards Lutherans to the feelings John Paul had for Orthodox Christians in that both men wanted a divided Christendom to be reunited. The Pope is said to be rather ambivalent towards Martin Luther.


          In Autumn 2006 Pope Benedict met with Rowan Williams, Archbishop of Canterbury and spiritual head of the Anglican Communion. They issued a Common Declaration, highlighting the previous 40 years of dialogue between Catholics and Anglicans while also acknowledging "serious obstacles to our ecumenical progress."


          The June 2007 clarification of Dominus Iesus, approved by the Pope, restated the Catholic Church's position that because of their lack of bishops in the historic episcopate, Protestant faith communities "are not true Churches," as contrasted with Orthodox communities, which have bishops in the apostolic line and are therefore are considered true, if deficient, Churches.


          


          Dialogue with other religions


          Pope Benedict is open to dialogue with other religious groups, and has sought to improve relations with them throughout his pontificate. He has, however, generated certain controversies in doing so.


          


          Judaism


          The World Jewish Congress "welcomed" his election to the pontificate, noted "his great sensitivity to the Jewish history and the Holocaust", and quoted the Pope in its press release:


          
            	Even if the most recent, loathsome experience of the Shoah (Holocaust) was perpetrated in the name of an anti-Christian ideology, which tried to strike the Christian faith at its Abrahamic roots in the people of Israel, it cannot be denied that a certain insufficient resistance to this atrocity on the part of Christians can be explained by an inherited anti-Judaism present in the hearts of not a few Christians.

          


          However, Pope Benedict XVI's meeting with a Polish priest who has been accused of making anti-Jewish comments has shocked Jewish groups. The European Jewish Congress said that it was 'shocked' in a letter to the Vatican.


          


          Islam


          Pope Benedict's relations with Islam have been at times strained. On 12 September 2006 Pope Benedict XVI delivered a lecture on Islam at the University of Regensburg in Germany. The pope had previously served as professor of theology at the university, and his lecture was entitled "Faith, Reason and the University  Memories and Reflections". The lecture received much condemnation and praise from political and religious authorities. Many Islamic politicians and religious leaders registered their protest against what they said was an insulting mischaracterization of Islam, although his focus was aimed towards the rationality of religious violence, and its effect on the religion. What Muslims were angry at is contained in the quotation by the pope of the following passage:


          
            
              	

              	Show me just what Muhammad brought that was new and there you will find things only evil and inhuman, such as his command to spread by the sword the faith he preached.

              	
            

          


          The passage originally appeared in the Dialogue Held With A Certain Persian, the Worthy Mouterizes, in Anakara of Galatia, written in 1391 as an expression of the views of the Byzantine emperor Manuel II Paleologus, one of the last Christian rulers before the Fall of Constantinople to the Muslim Ottoman Empire, on such issues as forced conversion, holy war, and the relationship between faith and reason. Pope Benedict apologised for any offence he had caused and made a point of visiting Turkey, a predominantly Muslim country, and praying in its Blue Mosque.


          


          Tibetan Buddhism


          The Dalai Lama congratulated Pope Benedict XVI upon his election, and visited him in October 2006 in the Vatican City. Benedict declined to see him in 2007. It has been suggested that this was for political reasons involving the position of the Catholics living in China.


          


          Indigenous American beliefs


          While visiting Brazil in May 2007, "the pope sparked controversy by saying that native populations had been 'silently longing' for the Christian faith brought to South America by colonizers." The Pope continued, stating that "the proclamation of Jesus and of his Gospel did not at any point involve an alienation of the pre-Columbus cultures, nor was it the imposition of a foreign culture." President Hugo Chavez of Venezuela demanded an apology, and an indigenous organization in Ecuador issued a response which stated that "representatives of the Catholic Church of those times, with honorable exceptions, were accomplices, deceivers and beneficiaries of one of the most horrific genocides of all humanity." Later, the pope, speaking Italian, said at a weekly audience that it was "not possible to forget the suffering and the injustices inflicted by colonizers against the indigenous population, whose fundamental human rights were often trampled."


          


          Apostolic journeys
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          Pope Benedict has not made as many pastoral trips outside the Vatican as his predecessor. Nevertheless, Benedict has visited six countries to date: his homeland, Germany, which he has visited twice, once for World Youth Day and once to visit the towns of his childhood. He has also visited Poland and Spain, where he was enthusiastically received. His visit to Turkey, an overwhelmingly Muslim nation two months after his visit to Bavaria, Germany was initially overshadowed by the controversy about a lecture he had given at Regensburg. His visit was met by nationalist and Islamic protesters and was placed under unprecedented security measures. However, the trip went ahead and Benedict made a joint declaration with Ecumenical Patriarch Bartholomew I in an attempt to begin to heal the rift between the Catholic and Orthodox churches.


          In 2007, Pope Benedict visited Brazil in order to address the Bishops' Conference there and canonise Friar Antnio Galvo, an 18th century Franciscan.


          On September 7, 2007, Pope Benedict arrived at Vienna International Airport at 11:15 a.m., where he was greeted by Austria's President Heinz Fischer and Cardinal Archbishop Christoph Schnborn. In the three-day visit, he joined Jewish leaders to pay a silent tribute to victims of the Nazi Holocaust. As a pilgrim, it is his seventh foreign trip in two years, and he joined Vienna's chief rabbi in a memorial to the 65,000 Viennese Jews who perished in Nazi death camps. During his stay in Austria, he also visited Mariazell.


          In April of 2008 Benedict XVI is planning to make a visit to the United States. This will be the first Papal visit to the United States by Benedict XVI, and the first visit of a Pope to the U.S. since John Paul II's visit in 1999. During his time in the United States, he will first travel to Washington, DC where he will be formally received at the White House, and celebrate Mass at the Washington Nationals baseball stadium. Following this, the Pope will then travel to New York City, where he plans to address the United Nations, visit the World Trade Centre site, and celebrate Mass at Yankee Stadium.


          


          Attire


          Pope Benedict XVI has re-introduced papal garments which had previously fallen into disuse. During his installment address, he spoke at length about the significance of the pallium and has returned to an ancient version, an Eastern design, used by first millennium pontiffs.


          


          His house cassock ( simar or cassock with shoulder cape) also includes the upper half-sleeves discontinued for all other clerics by the authority of Paul VI's motu proprio "Pontificalis Domus" of 1968. Until then, church regulations regarding the simar had required black leather shoes with silver buckles; Paul VI outlawed the buckles. Benedict XVI's shoes do not have silver buckles. Pope Benedict XVI wears red leather slippers with white socks. Contrary to initial speculation, the Vatican has announced the loafers are not made by Prada, they are provided by the pope's personal cobbler.
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          Pope Benedict XVI has also continued the use of the red satin papal outdoor cloak, complete with hood reserved only for Popes and certain abbots. He also appears in choir dress, when appropriate. Not only does he wear the summer variant with its red satin cape, known as the mozzetta, but he has also re-introduced the ermine-trimmed winter version that has not been seen since Pope Paul VI.


          On December 21, 2005, the pope began wearing the camauro for his general audiences; the traditional papal hat had not been seen since the pontificate of Pope John XXIII (19581963). On September 6, 2006 the pope wore the red cappello romano (also called a saturno). Rarely used by John Paul II, it was more widely worn by his predecessors.


          One item of clothing that Benedict has not worn to date is the papal tiara. Like his two immediate predecessors, Benedict chose not to be crowned with the tiara during his Inauguration Mass, nor has he worn it since that time. Unlike them, however, he has emphasized this decision by breaking with all prior tradition in choosing not to include the tiara in his coat of arms. Other traditional items unused by the pope include the vestmental gloves known as gauntlets.


          Franco Zeffirelli, the famed Italian film director of numerous lavish productions, criticized the Pontiff's vestments as being too "showy." He said that, "These are not times of high-tailored church wear." Zeffirelli believes that Pope Benedict's garments are "too sumptuous" and make the pontiff appear cold and removed from his surroundings. The Vatican explained Benedict's use of traditional vestments such as older, much taller miters during his " Urbi et Orbi" Christmas greeting by pointing to the need "to underline the continuity of today's liturgical celebration with that which characterized the life of the church in the past." The Pope's liturgist likened the use of vestments worn by previous popes to annotations in papal documents, where "a pope cites the pontiffs who preceded him in order to indicate the continuity of the church's magisterium."


          


          Titles


          The official title of the Pope is His Holiness Pope Benedict XVI; in Latin, Benedictus XVI, Episcopus Romae. However, his rarely-used full title is "His Holiness Pope Benedict XVI, Bishop of Rome, Vicar of Jesus Christ, Successor of the Prince of the Apostles, Supreme Pontiff of the Universal Church, Primate of Italy, Archbishop and Metropolitan of the Roman province, Sovereign of the State of the Vatican City, Servant of the Servants of God."


          Before 1 March 2006, the list of titles also used to contain that of a " Patriarch of the West", which traditionally appeared in that list of titles before "Primate of Italy." The title of "Patriarch of the West" was first adopted in the year 642 by Pope Theodore I, but was rarely used since the East-West Schism of 1054. From the Orthodox perspective, authority in the Church could be traced to the five patriarchates of Rome, Constantinople, Alexandria, Antioch, and Jerusalem. However, some Catholic theologians have argued that the term "Patriarch of the West" has no clear historical or theological basis and was introduced into papal court in 1870, at the time of the First Vatican Council. Pope Benedict chose to remove the title at a time when discussions with the Orthodox churches have centered on the issue of papal primacy. It has also been suggested that "the West" is a misnomer as the modern Latin Church is today global in its extent. Pope John Paul II reportedly considered dropping the title during his own pontificate.


          


          Political positions


          


          Turkey


          In an 2004 Le Figaro, Ratzinger said that Turkey, which is demographically Muslim but governmentally secular by virtue of its state constitution (see Secularism in Turkey), should seek its future in an association of Muslim nations rather than the European Union, which Ratzinger has stated has Christian roots. He said Turkey had always been "in permanent contrast to Europe" and that linking it to Europe would be a mistake.


          Later visiting the country to "reiterate the solidarity between the cultures," it was reported that he made a counter-statement backing Turkey's bid to join the EU. Prime Minister Recep Tayyip Erdoğan, after meeting the pope upon his arrival in Ankara, the pope's first visit to a majority Muslim country, said that the pope told him that while the Vatican seeks to stay out of politics it desires Turkey's membership in the EU. However, the Common Declaration of Pope Benedict XVI and Patriarch Bartholomew I of Constantinople implied that support for Turkey's membership in the European Union would be contingent on the establishment of religious freedom in Turkey: "In every step towards unification, minorities must be protected, with their cultural traditions and the distinguishing features of their religion." The Declaration also reiterates Pope Benedict XVI's call for Europe to preserve its Christian roots.


          


          Birth control and HIV/AIDS


          It was widely reported in April 2006 that the Vatican had launched a commission to investigate and prepare a document regarding the question of whether there are any cases when a married person may use condoms to protect against infection from their spouse. Though no conclusions have yet been reached, the investigation has surprised many Catholics in the wake of John Paul II's consistent refusal to consider condom use in response to AIDS and the widespread belief that his successor shared this view. In November 2005 the Pope had listed several ways to combat the spread of HIV, including chastity, fidelity in marriage and anti-poverty efforts with no mention of condoms. However, Time Magazine reported in its April 30, 2006 edition that the Vatican's position remains what it always has been with Vatican officials "flatly dismiss[ing] reports that the Vatican is about to release a document that will condone any condom use."


          


          The Da Vinci Code


          On June 19, 2006, Pope Benedict XVI urged Christians to reject those who "falsify the Word of Christ," which was seen as an allusion to the controversy over the Dan Brown's novel The Da Vinci Code. Addressing a huge open-air mass in central Warsaw on the second day of his visit to Poland, the pontiff used his homily to warn against the temptation of doctoring what he said were Biblical truths. He stated: "As in past centuries, so today there are people or groups who seek to falsify the Word of Christ and to remove from the Gospel those truths which in their view are too uncomfortable for modern man." In American author Dan Brown's novel The Da Vinci Code, Jesus is said to have fathered a daughter with Mary Magdalene whose bloodline continues to this day.


          


          Work


          Pope Benedict has also warned about the dangers of excessive work. He quoted Bernard of Clairvaux, who said, "See where these accursed occupations can lead you, if you continue to lose yourself in them." The pope said: "Numerous occupations often lead to 'hardness of heart.' They are no more than suffering for the spirit, loss of intelligence and dispersion of grace."


          


          Korea


          On November 13, 2006, Benedict said the dispute over the North Korea nuclear weapons program should be resolved through negotiations, in his first public comment on the security issue, a news report said. "The Holy See encourages bilateral or multilateral negotiations, convinced that the solution must be sought through peaceful means and in respect for agreements taken by all sides to obtain the denuclearization of the Korean Peninsula." Benedict said in a speech to the new Japanese ambassador to Vatican.


          


          Migrants and refugees


          In a message released November 14, 2006, during a Vatican press conference for the 2007 annual observance of World Day for Migrants and Refugees, the pope urged the ratification of international conventions and policies that defend all migrants, including refugees, exiles, evacuees, and internally displaced persons. "The church encourages the ratification of the international legal instruments that aim to defend the rights of migrants, refugees and their families," the pope said. "Much is already being done for the integration of the families of immigrants, although much still remains to be done."


          Pope Benedict has also promoted various UN events, such as World Refugee Day, on which he offered up special prayers for refugees and called for the international community to do more to secure refugees' human rights. He also called on Catholic communities and organizations to offer them concrete help.


          


          China


          On June 28, 2006, for the first time in more than five years, an official Vatican delegation visited China and met with government officials, signaling a warming between the two nations that had previously been locked in conflict. "This is a real gesture by the Vatican and its diplomats," said the Reverend Bernardo Cervellera, director of AsiaNews, a Catholic missionary news service with close links to the Vatican. In sending diplomats to Beijing, the Vatican, under Pope Benedict XVI, is publicly expressing interest in improving relations with China despite the recent conflicts.


          In 2007 Benedict sent a letter at Easter to Catholics in China that could have wide-ranging implications for the church's relationship with China's leadership. The letter provides long-requested guidance to Chinese bishops on how to respond to illicitly ordained bishops, as well as how to strengthen ties with the Patriotic Association and the Communist government.


          


          Interests


          
            	Pope Benedict XVI's interests include classical music and cats . He owns a specially engraved white Apple iPod and enjoys listening to music on it.
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          John Paul II (Latin: Ioannes Paulus PP. II, Italian: Giovanni Paolo II, Polish: Jan Paweł II) born Karol Jzef Wojtyła IPA: [ˈkaɾɔl ˈjuzf vɔi̯ˈtɨwa]; 18 May 1920  2 April 2005) reigned as the 263rd Pope of the Roman Catholic Church and Sovereign of the State of the Vatican City from 16 October 1978 until his death, almost 27 years later. His was the second-longest pontificate after Pius IX's 32-year reign. He has been the only Polish pope, and was the first non- Italian pope since the Dutch Adrian VI in the 1520s.


          John Paul II was Pope during a period in which the Catholic Church's influence declined in developed countries but expanded in the Third World. During his reign, the pope traveled extensively, visiting over 100 countries, more than any of his predecessors. He remains one of the most-traveled world leaders in history. He was fluent in numerous languages: his native Polish and also Italian, French, German, English, Spanish, Croatian, Portuguese, Russian and Latin. As part of his special emphasis on the universal call to holiness, he canonized a great number of people.


          He beatified 1,340 people (some listed here), more people than any previous pope. The Vatican asserts he canonized more people than the combined tally of his predecessors during the last five centuries, and from a far greater variety of cultures. Whether he had canonized more saints than all previous popes put together, as is sometimes also claimed, is difficult to prove, as the records of many early canonizations are incomplete, missing, or inaccurate. However, it is known that his abolition of the office of Promotor Fidei ("Promoter of the Faith") streamlined the process.


          


          


          Biography


          


          Early life


          Karol Jzef Wojtyła was born on 18 May 1920 in the Polish town of Wadowice and was the youngest of three children of Karol Wojtyła and Emilia Kaczorowska. His mother died on April 13, 1929, when he was just nine years old, and his father supported him so that he could study. His brother, who worked as a doctor, died when Wojtyła was twelve. He lost everyone in his family - a sister, brother, mother, and father - before he became a priest. His youth was marked by extensive contacts with the then thriving Jewish community of Wadowice. He played sports during his youth, and was particularly interested in football (soccer) as a goalkeeper.
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          After completing his studies at the Marcin Wadowita high school in Wadowice, in 1938 Wojtyła enrolled at the Jagiellonian University in Krakw, and in a school for drama. He worked as a volunteer librarian and did compulsory military training in the Academic Legion, but refused to hold or fire a weapon. In his youth he was an athlete, actor and playwright and he learned as many as ten languages during his lifetime, including Latin, Ukrainian, Croatian, Greek, Dutch, Spanish, Portuguese, French, Italian, German, English as well as his native Polish. He also had some facility with Russian.


          In 1939, Nazi occupation forces closed the Jagiellonian University. All able-bodied males had to have a job. From 1940 to 1944 Wojtyła variously worked as a messenger for a restaurant and a manual labourer in a limestone quarry, and then as a salesman for the Solvay chemical factory to avoid being deported to Germany. His father died of a heart attack in 1941. B'nai B'rith and other authorities have said he helped Jews find refuge from the Nazis.


          On 29 February 1944, Wojtyła was knocked down by a German truck. In sharp contrast to the harshness normally expected from the occupiers, German officers tended him and commandeered a passing truck to get him to a hospital. He spent two weeks there with a severe concussion and a shoulder injury. This accident and his survival seemed to Wojtyła a confirmation of his priestly vocation. On 6 August 1944, "Black Sunday", just after the Warsaw uprising began, the Gestapo rounded up young men in Krakw to avoid a similar uprising. Wojtyła escaped by hiding in the basement of his home as it was searched, then escaped to the Archbishop's residence, where he stayed until after the war.


          On the night of 17 January 1945, the Germans quit the city, and the seminarians reclaimed the ruined seminary. Wojtyła and another seminarian volunteered for the odious task of chopping up and carting away piles of frozen excrement from the lavatories. That month, Wojtyła personally helped a 14-year-old Jewish refugee girl named Edith Zierer who had run away from a Nazi labor camp in Częstochowa. Zierer was attempting to reach her family in Krakw but had collapsed from cold and exhaustion on a train platform in Jędrzejw. No one helped but Wojtyła, who gave her some hot tea and food, personally carried her to a train and accompanied her to Krakw. Zierer credits Wojtyła for saving her life that day. She would not hear of her benefactor again until she read that he was elected as the Pope in 1978.


          


          Priest
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          In 1942 he entered the underground seminary run by the Archbishop of Krakw, Cardinal Adam Stefan Sapieha. Karol Wojtyła was ordained a priest on 1 November 1946, by Cardinal Sapieha. Not long after, he was sent to study theology at the Pontifical Athenaeum of St. Thomas Aquinas in Rome, Italy, commonly known as the Angelicum, where he earned a licentiate and later a doctorate in sacred theology. This doctorate, the first of two, was based on the Latin dissertation Doctrina de fide apud S. Ioannem a Cruce (The Doctrine of Faith According to Saint John of the Cross). Even though his doctoral work was unanimously approved in June 1948, he was denied the degree because he could not afford to print the text of his dissertation (an Angelicum rule). In December of that year, a revised text of his dissertation was approved by the theological faculty of Jagiellonian University in Krakw, and Wojtyła was finally awarded the degree.


          Returning to Poland in the summer of 1948, with his first pastoral assignment in the village of Niegowić, fifteen miles from Krakw. In March 1949, he was transferred to Saint Florian's parish in Krakw. He taught ethics at the Jagiellonian University in there and subsequently at the Catholic University of Lublin. Wojtyła gathered a group of fewer than 20 young people, who began to call themselves Rodzinka, the "little family", who met for prayer, philosophical discussion, and helping the blind and sick. Eventually there were some 200 people in his circle, which came to be called Środowisko, meaning roughly "milieu". The group went on both skiing and kayaking trips annually.


          Fr Wojtyła wrote a series of articles in Krakw's Catholic newspaper Tygodnik Powszechny ("Universal Weekly") dealing with contemporary church issues, and his literary work blossomed in his first dozen years as a priest. The war, life under communism, and his pastoral responsibilities all fed his poems and plays. These were published under two pseudonyms-Andrzej Jawień, and Stanisław Andrzej Gruda. He used these pseudonyms firstly to distinguish his literary from his religious writings, which were published under his own name, and also so that his literary work would be considered on their own merits rather than as clerical curiosities.


          He earned a second doctorate, based on an evaluation of the possibility of founding a Catholic ethic on the ethical system of phenomenologist Max Scheler (An Evaluation of the Possibility of Constructing a Christian Ethics on the Basis of the System of Max Scheler), in 1954. As was the case with the first degree, he was not granted the degree upon earning it. This time, the faculty at Jagiellonian University was forbidden by communist authorities from granting the degree. In conjunction with his habilitation at Catholic University of Lublin, Poland, he finally obtained the doctorate of philosophy in 1957 from that institution, where he had assumed the Chair of Ethics in 1956.


          


          Bishop and cardinal
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          On 4 July 1958 Pope Pius XII named him titular bishop of Ombi and auxiliary to Archbishop Baziak, apostolic administrator of the Archdiocese of Krakw. He was consecrated to the Episcopate by Arcbishop Baziak on September 28, 1958. At 38 Karol Wojtyła was the youngest bishop in Poland. Pope John Paul II recounts in his book Rise, Let us be on our Way how he entered a room a full of priests, after news had been received of his appointment as auxiliary Bishop, when Archbishop Baziak called out "Habemus papam" ("We have a Pope"). Baziak died in June 1962 and on July 16 Karol Wojtyła was elected as Vicar Capitular, or temporary administrator, of the Archdiocese until an Archbishop could be appointed.


          Starting in October 1962 Bishop Wojtyła took part in the Second Vatican Council, and in December 1963 Pope Paul VI appointed him Archbishop of Krakw. On 26 June 1967, Paul VI announced Archbishop Wojtyła's promotion to the Sacred College of Cardinals with the title of Cardinal Priest of San Cesareo in Palatio.


          He made contributions to two of the most historic and influential products of the council, the Decree on Religious Freedom (in Latin, Dignitatis Humanae) and the Pastoral Constitution on the Church in the Modern World ( Gaudium et Spes).


          In 1960, Wojtyła had published the influential book Love and Responsibility, a defense of the traditional Church teachings on sex and marriage from a new philosophical standpoint. In 1967, he was instrumental in formulating the encyclical Humanae Vitae which deals with those same issues and forbids abortion and artificial birth control.


          


          A Pope from Poland
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          In August 1978 following Paul's death, he voted in the Papal conclave that elected Pope John Paul I, who at 65 was considered young by papal standards. However, John Paul I died after only 33 days as pope, thereby precipitating another conclave.


          Voting in the second conclave was divided between two particularly strong candidates: Giuseppe Siri, the Archbishop of Genoa; and Giovanni Benelli, the Archbishop of Florence and a close associate of Pope John Paul I. In early ballots, Benelli came within nine votes of victory. However, Wojtyła secured election as a compromise candidate, in part through the support of Franz Cardinal Knig and others who had previously supported Cardinal Siri.


          He became the 264th Pope according to the chronological List of popes. At only 58 years of age, he was the youngest pope elected since Pope Pius IX in 1846. Like his immediate predecessor, Pope John Paul II dispensed with the traditional Papal coronation and instead received ecclesiastical investiture with the simplified Papal inauguration on 22 October 1978. During his inauguration, when the cardinals were to kneel before him to take their vows and kiss his ring, he stood up as the Polish prelate Stefan Cardinal Wyszynski knelt down, stopped him from kissing the ring and hugged him (SABC2 "The Greatest souls" documentary 2005). As Bishop of Rome he took possession of his Cathedral Church, the Basilica of St. John Lateran, on 12 November 1978.


          


          Assassination attempts


          On 13 May 1981 John Paul II was shot and critically wounded by Mehmet Ali Ağca, a Turkish gunman, as he entered St. Peter's Square to address an audience. He was rushed into the Vatican complex, then to the Gemelli Hospital, where Dr. Francesco Crucitti, a noted surgeon, had just arrived by police escort after hearing of the incident. The Pope had lost almost three-quarters of his blood, a near- exsanguination, despite the fact that the bullets missed his mesenteric artery and abdominal aorta. He underwent five hours of surgery to treat his massive blood loss and abdominal wounds. En route to the hospital, he lost consciousness. Ağca was caught and restrained by a nun and other bystanders until police arrived. He was sentenced to life imprisonment. Two days after Christmas 1983, John Paul II visited the prison where his would-be assassin was being held. The two spoke privately for 20 minutes. John Paul II said, "What we talked about will have to remain a secret between him and me. I spoke to him as a brother whom I have pardoned and who has my complete trust." The pope also stated that Our Lady of Fatima helped keep him alive throughout his ordeal.


          
            
              	

              	Could I forget that the event [Ali Ağca's assassination attempt] in St. Peters Square took place on the day and at the hour when the first appearance of the Mother of Christ to the poor little peasants has been remembered for over sixty years at Ftima, Portugal? For in everything that happened to me on that very day, I felt that extraordinary motherly protection and care, which turned out to be stronger than the deadly bullet.

              	
            


            
              	
                Pope John Paul II -Memory & Identity, Weidenfeld & Nicolson, 2005, p.184
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          On 2 March 2006, an Italian parliamentary commission concluded that the Soviet Union was behind the attempt, in retaliation for John Paul II's support of Solidarity, the Catholic, pro-democratic Polish workers' movement, a theory which had already been supported by Michael Ledeen and the United States Central Intelligence Agency at the time. The report stated that certain Communist Bulgarian security departments were utilized to prevent the Soviet Union's role from being uncovered. Although the Pope declared during a May 2002 visit to Bulgaria that this country had nothing to do with the assassination attempt, his secretary, Cardinal Stanislaw Dziwisz, alleges in his book A Life with Karol that the pope was convinced privately that the KGB was behind the assassination attempt. Bulgaria and Russia disputed the Italian commission's conclusions, pointing out that the Pope denied the Bulgarian connection.


          Another assassination attempt took place on 12 May 1982, just a day before the anniversary of the last attempt on his life, in Fatima, Portugal when a man tried to stab John Paul II with a bayonet, but was stopped by security guards. The assailant, a right wing Spanish ex- priest named Juan Mara Fernndez y Krohn, a former priest of the Diocese of Madrid, reportedly opposed the reforms of the Second Vatican Council and called the pope an agent of Communist Moscow. Fernndez y Krohn subsequently left the Roman Catholic priesthood and served a six-year sentence. He was treated for mental illness and was expelled from Portugal afterwards, only to become a lawyer in Belgium, where he would try to assassinate King Juan Carlos I of Spain.


          Pope John Paul II was also one of the targets of the Al-Qaeda-funded Operation Bojinka during a visit to the Philippines in 1995. The first plan was to kill Pope John Paul II when he visited the Philippines during the World Youth Day 1995 celebrations. On January 15, 1995, a suicide bomber would dress up as a priest, while John Paul II passed in his motorcade on his way to the San Carlos Seminary in Makati City. The assassin planned to get close to the Pope, and detonate the bomb. The planned assassination of the Pope was intended to divert attention from the next part of the phase. However, a chemical fire inadvertently started by the would-be assassins alerted police to their whereabouts, and they were arrested nearly a week before the Pope's visit.


          


          Health
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          When he became pope in 1978, John Paul II was already an avid sportsman, and he traveled extensively during his papacy. At the time, the 58-year old was extremely healthy and active, jogging in the Vatican gardens, weightlifting, swimming and hiking in the mountains. He was also fond of football and played for Poland in his youth.


          John Paul's obvious physical fitness and athletic good-looks earned much comment in the media following his election, which compared his health and trim figure to the poor health of John Paul I and Paul VI, the portliness of John XXIII and the constant claims of ailments of Pius XII. The only modern pope with a keep-fit regime had been Pope Pius XI (19221939) who was an avid mountain climber. An Irish Independent article in the 1980s labeled John Paul the "the keep-fit pope."


          In 1981, John Paul II's health suffered a major blow after the first failed assassination attempt. He went on to a full recovery, and sported an impressive physical condition throughout the 1980s. Starting about 1992, however, his health slowly declined. He rarely walked in public and began to suffer from an increasingly slurred speech and difficulty in hearing. Most experts agreed that the frail pontiff suffered from Parkinson's disease, although it wasn't until 2003 that the Vatican finally confirmed it. From being strikingly fitter than his predecessors, he had declined physically to far more ill health than was the norm among more elderly popes.


          In February 2005 John Paul II was taken to the Gemelli hospital with inflammation and spasm of the larynx, the result of influenza. He was released from the hospital, then taken back after a few days because of difficulty breathing. A tracheotomy was performed, which improved the Pope's breathing but limited his speaking abilities, to his visible frustration. In March 2005, speculation was high that the Pope was near death; this was confirmed by the Vatican a few days before John Paul II died.


          


          Death
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          On 31 March 2005 the Pope developed septic shock, a widespread form of infection with a very high fever and profoundly low blood pressure, but was not rushed to the hospital. Instead, he was offered medical monitoring by a team of consultants at his private residence. This was taken as an indication that the pope and those close to him believed that he was nearing death; it would have been in accordance with his wishes to die in the Vatican. Later that day Vatican sources announced that John Paul II had been given the Anointing of the Sick by his friend and secretary Stanisław Dziwisz. During the final days of the Pope's life, the lights were kept burning through the night where he lay in the Papal apartment on the top floor of the Apostolic Palace.


          Tens of thousands of people rushed to the Vatican, filling St. Peter's Square and beyond with a vast multitude, and held vigil for two days. Upon hearing of this, the dying pope was said to have stated: "I have searched for you, and now you have come to me, and I thank you."


          On Saturday 2 April, at about 15:30 CEST, John Paul II spoke his final words, "Let me go to the house of the Father," to his aides in his native Polish and fell into a coma about four hours later. He died in his private apartment, at 21:37 CEST (19:37 UTC), 46 days short of his 85th birthday. The mass of the vigil of the Second Sunday of Easter, that is, Divine Mercy Sunday which was put into the Church's calendar by him on the occasion of the canonization of St. Faustina on 30 April 2000, had just been celebrated at his bedside. Several aides were present, along with several Polish nuns of the Congregation of the Sisters Servants of the Most Sacred Heart of Jesus, who ran the papal household.


          A crowd of over two million present in Vatican City mourned the death of John Paul II. The public viewing of his body in St. Peter's Basilica drew over four million people to Vatican City and was one of the largest pilgrimages in the history of Christianity. Many world leaders expressed their condolences and ordered flags in their countries lowered to half-staff. Numerous countries with a Catholic majority, and even some with only a small Catholic population, declared mourning for John Paul II.


          On his death certificate, the primary cause of death was listed as (refractory) septic shock leading to profound hypotension and complete circulatory collapse.


          


          Funeral
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          The death of the pontiff set in motion rituals and traditions dating back to medieval times. The Rite of Visitation took place from 4 April to 7 April at St. Peter's Basilica. The Mass of Requiem on 8 April was said to have set world records both for attendance and number of heads of state present at a funeral. The Dean of the College of Cardinals, Joseph Ratzinger, who would become the next pope, conducted the ceremony. John Paul II was interred in the grottoes under the basilica, the Tomb of the Popes. He was lowered into a tomb created in the same alcove previously occupied by the remains of Blessed Pope John XXIII. The alcove had been empty since Pope John's remains had been moved into the main body of the basilica after his beatification.


          


          Titles


          His title was: Bishop of Rome, Vicar of Jesus Christ, Successor of Saint Peter, Head of the College of Bishops, Supreme Pontiff of the Universal Church, Patriarch of the West (this title was recently removed from the papal list of titles by the reigning pope, Benedict XVI), Primate of Italy, Archbishop and Metropolitan of the Roman Province, Sovereign of the State of the Vatican City, Servus Servorum Dei, Pope John Paul II.


          


          Posthumous recognition and cause for canonization
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          Since the death of John Paul II, a number of clergy at the Vatican and laymen throughout the world have been referring to the late pontiff as "John Paul the Great"  only the third pope to be so acclaimed, and the first since the first millennium.


          His successor, Pope Benedict XVI, referred to him as "the great Pope John Paul II" in his first address from the loggia of St Peter's Church. Pope Benedict XVI, then Cardinal Ratzinger, stirred excitement by some devotees of the pope when in his published written homily for the Mass of Repose, he referred to Pope John Paul II as "the Great."


          Since giving his homily at the funeral of Pope John Paul, Pope Benedict XVI has continued to refer to John Paul II as "the Great." At the 2005 World Youth Day in Germany, Pope Benedict XVI, speaking in Polish, John Paul's native language, said, "As the great Pope John Paul II would say: keep the flame of faith alive in your lives and your people." In May 2006, Pope Benedict XVI visited John Paul's native Poland. During that visit he repeatedly made references to "the great John Paul" and "my great predecessor."


          In addition to the Vatican calling him "the great," numerous newspapers have also done so. For example the Italian newspaper Corriere della Sera called him "the Greatest" and the South African Catholic newspaper, The Southern Cross, has called him "John Paul II The Great."


          Scholars of Canon Law say that there is no official process for declaring a pope "Great"; the title establishes itself through popular, and continued, usage. The three popes who today commonly are known as "Great" are Leo I, who reigned from 440 461 and persuaded Attila the Hun to withdraw from Rome; Gregory I, 590 604, after whom the Gregorian Chant is named; and Pope Nicholas I, 858- 867.
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          On May 9, 2005, Benedict XVI began the beatification process for his predecessor, John Paul II. Normally five years must pass after a person's death before the beatification process can begin. However, in an audience with Pope Benedict XVI, Camillo Ruini, Vicar General of the Diocese of Rome and the one responsible for promoting the cause for canonization of any person who dies within that diocese, cited "exceptional circumstances" which suggested that the waiting period could be waived.


          The "exceptional circumstances" presumably refer to the people's cries of "Santo Subito!" ("Saint now!") during the late pontiff's funeral. Therefore the new Pope waived the five year rule "so that the cause of Beatification and Canonization of the same Servant of God can begin immediately." The decision was announced on May 13, 2005, the Feast of Our Lady of Fatima and the 24th anniversary of the assassination attempt on John Paul II at St. Peter's Square. John Paul II often credited Our Lady of Fatima for preserving him on that day. Cardinal Ruini inaugurated the diocesan phase of the cause for beatification in the Lateran Basilica on 28 June 2005.


          In early 2006, it was reported that the Vatican was investigating a possible miracle associated with John Paul II. A French nun, confined to her bed by Parkinson's Disease, is reported to have experienced a "complete and lasting cure after members of her community prayed for the intercession of Pope John Paul II". The nun was later identified as Sister Marie-Simon-Pierre, a member of the Congregation of Little Sisters of Catholic Maternity Wards from Puyricard, near Aix-en-Provence.


          On May 28, 2006, Pope Benedict XVI said Mass before an estimated 900,000 people in John Paul II's native Poland. During his homily he encouraged prayers for the early canonization of John Paul II and stated that he hoped canonization would happen "in the near future."


          In January 2007, it was announced by Stanislaw Cardinal Dziwisz of Krakow, his former secretary, that the key interviewing phase in Italy and Poland of the beatification process was nearing completion. Cardinal Dziwisz had been giving an interview that featured the introduction of his new book in Polish and Italian, Living With Karol, when he made the announcement. In February 2007, the website of the late pope's sainthood cause has stated that relics of Pope John Paul II  pieces of white papal cassocks he used to wear  were being freely distributed with prayer cards for the cause to interested parties; this distribution and prayerful use of relics is a typical praiseworthy pious practice after a saintly Catholic's death.


          On 8 March 2007 it was announced that the Vicariate of Rome announced that the diocesan phase of John Paul's cause for beatification is at an end. Following a ceremony on 2 April 2007  the second anniversary of the Pontiff's death  the cause proceeded to the scrutiny of the committee of lay, clerical, and episcopal members of the Vatican's Congregation for the Causes of Saints, who will conduct an investigation of their own.


          Not all Catholic theologians agree with the call for beatification. Eleven dissident theologians, including Jesuit professor Jose Maria Castillo and Italian theologian Giovanni Franzoni raised seven points, including his stance against contraception and the ordination of women (despite the fact his position was reaffirmation of what already had been Catholic teaching) as well as the Church scandals that allegedly presented "facts which according to their consciences and convictions should be an obstacle to beatification."


          


          Life's work


          


          Teachings


          As pope, one of John Paul II's most important roles was to teach people about Christianity. He wrote 14 papal encyclicals ( List of Encyclicals of Pope John Paul II) that many observers believe will have long-lasting influence on the church.


          In his Apostolic Letter At the beginning of the third millennium ( Novo Millennio Ineunte), he emphasized the importance of "starting afresh from Christ": "No, we shall not be saved by a formula but by a Person." In what he calls a "program for all times," he placed "sanctity" as the single most important priority of all pastoral activities in the entire Catholic Church. He canonized many saints around the world as exemplars for his vision and he supported the prelature of Opus Dei, whose aim is to spread the message of the universal call to holiness and the sanctification of secular activities, which he said is a "great ideal" and a "characteristic mark" of the Second Vatican Council.
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          In The Splendour of the Truth ( Veritatis Splendor) he emphasized the dependence of man on God and his law ("Without the Creator, the creature disappears") and the "dependence of freedom on the truth". He warned that man "giving himself over to relativism and skepticism, goes off in search of an illusory freedom apart from truth itself".


          In Fides et Ratio (On the Relationship between Faith and Reason) John Paul promotes a renewed interest in philosophy and an autonomous pursuit for Truth in theological matters. Drawing on many different sources (such as Thomism), he describes the mutually supporting relationship between faith and reason, and emphasizes why it is important that theologians should focus on the relationship. John Paul proposes that philosophy has lost its meaning (e.g., the pursuit for objective truth), and that restoring it will ultimately help cure the nihilistic condition of our current age; and, moreover, lead to the Truth of sacred scripture.


          John Paul II also wrote extensively about workers and the social doctrine of the Church, which he discussed in three encyclicals. Through his encyclicals, John Paul also talked about the dignity of women and the importance of the family for the future of mankind, and many Apostolic Letters and Exhortations.


          Other encyclicals include The Gospel of Life ( Evangelium Vitae) and Orientale Lumen (Light of the East). Often accused of inflexibility through misunderstanding of the office of the papacy in asserting Church Teaching, he explicitly reiterated and asserted unchanged 2,000-year old Catholic teaching on moral matters like murder, euthanasia and abortion. These, like all statements on faith and morals, according to the Congregation for the Doctrine of the Faith, when asserted in the official papal capacity possess the quality referred to as infallibility.


          John Paul II, who was present and very influential at the Vatican II (196265), affirmed the teachings of that Council and did much to implement them. Nevertheless, his critics often wished aloud that he would embrace the so-called "progressive" agenda that some hoped would evolve as a result of the Council. In fact, the Council did not advocate "progressive" changes in these areas, e.g., still condemning the taking of unborn human life through abortion as an "unspeakable crime". John Paul II continued to declare that contraception, abortion, and homosexual acts were gravely sinful, and, with Cardinal Ratzinger (future Pope Benedict XVI), opposed Liberation theology.


          He believed in the Church's exaltation of the marital act of sexual intercourse between a baptized man and woman within sacramental marriage as proper and exclusive to the sacrament of marriage that was, in every instance, profaned by contraception, abortion, divorce followed by a 'second' marriage, and by homosexual acts. Often mistakenly assumed to be a rejection against women, he definitively explained and asserted in 1994 for all time the Church's lack of authority to ordain women to the priesthood, without such authority such ordination is not legitimately compatible with fidelity to Christ. This was also deemed a repudiation of calls to break with the constant tradition of the Church by ordaining women to the priesthood. ( Apostolic Letter 'Ordinatio Sacerdotalis') In addition, John Paul II chose not to end the discipline of mandatory priestly celibacy, although in a small number of unusual circumstances, he did allow certain married clergymen of other Christian traditions who later became Catholic to be ordained as Catholic priests.


          John Paul II, as a writer of philosophical and theological thought, was characterized by his explorations in phenomenology and personalism. He is also known for his development of the Theology of the Body.


          Philosophers and theologians influenced by him include-among countless others: his successor, Pope Benedict XVI, Jurgen Habermas, John Haas, Andrew Greeley, Rocco Buttiglione, Hans Kchler, George Weigel, Scott Hahn, Mary Beth Bonacci, Deirdre McQuade, Antoinette Bosco, Hans Kng, Yves Congar, Avery Dulles, SJ, John J. Myers, Archbishop Raymond Leo Burke, Joseph Bernardin, Francis Cardinal George, O.M.I., Timothy M. Dolan, Edward Egan, John O'Connor, Bishop Fabian Bruskewitz, Christoph Schonborn, Stanisław Dziwisz, Franciszek Macharski, Jzef Glemp, Peter Hans Kolvenbach, S.J., Paolo Dezza, Pedro Arrupe, S.J., Oscar Romero, Mother Teresa, Walter Kasper, Michael Fitzgerald, Jean-Marie Lustiger, Andr Vingt-Trois, Jarosław Gowin, and Elio Sgreccia.


          


          Pastoral trips
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          During his pontificate, Pope John Paul II made trips to 117 countries. In total he logged more than 1.1 million km (725,000 miles). He consistently attracted large crowds on his travels, some amongst the largest ever assembled in human history. All these travels were paid by the money of the countries he visited and not by the Vatican.


          One of John Paul II's earliest official visits was to Poland, in June 1979, where he was constantly surrounded by ecstatic crowds. The first trip to Poland was sparked the formation of the Solidarity movement in 1980 which brought freedom and human rights to his troubled country. On later trips to Poland, he gave tacit support to the organization. Successive trips reinforced this message and Poland began the process that would finally defeat the domination of the Soviet Union in Eastern Europe in 1989.


          While some of his trips (such as to the United States and the Holy Land) were to places previously visited by Pope Paul VI (the first pope to travel widely), many others were to places that no pope had ever visited before, including Mexico in January, (1979) for a Bishops Synod, even before going to Poland for the first time, Ireland later that year in September 1979, Japan (in 1982), South Korea and Puerto Rico (both in 1984). He was the first reigning pope to travel to the United Kingdom, where he met Queen Elizabeth II, the Supreme Governor of the Church of England. In the first visit by a pontiff to Cuba (1998), he sharply criticized Cuba's stance on religious expression, as well as US sanctions against Cuba. In 2000, the first modern Catholic pope to visit Egypt met with the Coptic pope and the Greek Orthodox Patriarch of Alexandria. He was the first Catholic Pope to visit and pray in an Islamic mosque, in Damascus, Syria in 2001. He visited Umayyad Mosque, where John the Baptist is believed to be interred.


          In 1988 he made a trip to Lesotho to beatify Joseph Gerrad. On 15 January 1995, during the X World Youth Day, he offered Mass to an estimated crowd of between four and eight million in Luneta Park, Manila, Philippines, considered the largest single event in Christian history. In September 2001 amid post-September 11 concerns, he traveled to Kazakhstan, with an audience of largely Muslims, and to Armenia, to participate in the celebration of the 1700 years of Christianity in that nation. He fluently said Mass in local languages during some visits, including Kiswahili at a Mass in Nairobi, Kenya in 1995 and in an Indonesian language in East Timor.


          Throughout his trips, he stressed his devotion to the Blessed Virgin Mary through visits to various shrines to the Virgin Mary, notably Knock in Ireland, Licheń Stary in Poland, Ftima in Portugal, Guadalupe in Mexico and Lourdes in France.


          


          Relations with other religions and denominations


          Pope John Paul II traveled extensively and came into contact with believers from many divergent faiths. He constantly attempted to find common ground, both doctrinal and dogmatic. At the World Day of Prayer for Peace, held in Assisi on October 27, 1986, more than 120 representatives of different religions and Christian denominations spent a day together with fasting and praying.


          


          Anglicanism


          Pope John Paul II had good relations with the Anglican Church, referred to by Paul VI as "our beloved Sister Church". He preached in Canterbury Cathedral during his visit to Britain, and received Archbishops of Canterbury with friendship and courtesy. However, John Paul II was greatly disappointed by the Anglican Church's decision to offer the sacrament of priestly ordination to women and saw it as a step in the opposite direction from unity between the Anglican Church and Roman Catholicism.


          


          Judaism


          


          Relations between Catholicism and Judaism improved during the pontificate of John Paul II. He spoke frequently about the Church's relationship with Jews.


          As a child, Karol Wojtyła had played sports with his many Jewish neighbors. In 1979 he became the first Pope to visit the Nazi Auschwitz concentration camp in Poland, where many of his countrymen (mostly Polish Jews) had perished during the German Nazi occupation. In 1998 he issued "We Remember: A Reflection on the Shoah" which outlined his thinking on the Holocaust. He also became the first pope known to have made an official papal visit to a synagogue, when he visited the Synagogue of Rome on April 13, 1986.


          In 1994, in honour of the establishment of diplomatic relations between the Holy See and the State of Israel, Pope John Paul II hosted "The Papal Concert to Commemorate the Holocaust." This concert, which was conceived and conducted by American Maestro Gilbert Levine, was attended by the Chief Rabbi of Rome, the President of Italy, and survivors of the Holocaust from around the world.


          In March 2000, John Paul II visited Yad Vashem, (the Israeli national Holocaust memorial) in Israel and later made history by touching the holiest site in Judaism, the Western Wall in Jerusalem, placing a letter inside it (in which he prayed for forgiveness for the actions against Jews in the past). In October 2003 the Anti-Defamation League (ADL) issued a statement congratulating John Paul II on entering the 25th year of his papacy.


          Immediately after the pope's death, the ADL issued a statement that Pope John Paul II had revolutionized Catholic-Jewish relations, saying that "more change for the better took place in his 27 year Papacy than in the nearly 2,000 years before." (Pope John Paul II: An Appreciation: A Visionary Remembered).


          


          Eastern Orthodox Church


          In May 1999, John Paul II visited Romania on the invitation from Patriarch Teoctist of the Romanian Orthodox Church. This was the first time a pope had visited a predominantly Eastern Orthodox country since the Great Schism in 1054. On his arrival, the Patriarch and the President of Romania, Emil Constantinescu, greeted the Pope. The Patriarch stated, "The second millennium of Christian history began with a painful wounding of the unity of the Church; the end of this millennium has seen a real commitment to restoring Christian unity."


          John Paul II visited other heavily Orthodox areas such as Ukraine, despite lack of welcome at times, and he said that an end to the Schism was one of his fondest wishes.


          The Pope had also said throughout his pontificate that one of his greatest dreams was to visit Russia, but this never occurred. He had made several attempts to solve the problems which arose over a period of centuries between the Catholic and Russian Orthodox churches, such as giving back the icon of Our Lady of Kazan in August 2004. However, the Russian Orthodox Church never expressed much enthusiasm, making statements to the effect of: "The question of the visit of the Pope in Russia is not connected by the journalists with the problems between the Churches, which are now unreal to solve, but with giving back one of many sacred things, which were illegally stolen from Russia." ( Vsevolod Chaplin).


          


          Buddhism


          Tenzin Gyatso, the 14th Dalai Lama and the spiritual leader of Tibetan Buddhism, visited Pope John Paul II eight times, more than any other single dignitary. The Pope and the Dalai Lama often shared similar views and understood similar plights, both coming from peoples affected by communism and both being heads of religious bodies.


          


          Islam


          On 6 May 2001, Pope John Paul II became the first Catholic pope to enter and pray in an Islamic mosque. He visited Umayyad Mosque in Damascus, Syria, where John the Baptist is believed to be interred, and gave a speech including the statement: "For all the times that Muslims and Christians have offended one another, we need to seek forgiveness from the Almighty and to offer each other forgiveness." He kissed the Quran in Syria , an act which made him popular amongst Muslims and more unpopular amongst traditional Catholics.


          In 2005, Pope John Paul II hosted the "Papal Concert of Reconciliation," which brought together leaders of Islam with leaders of the Jewish community and of the Catholic Church at the Vatican for a concert by choirs from Poland, the United Kingdom, the United States, and Turkey with the Pittsburgh Symphony Orchestra. The event was conceived and conducted by Sir Gilbert Levine, KCSG and was broadcast throughout the world.


          


          The Pope for youth
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          John Paul II had a special relationship with Catholic youth and is known by some as "The Pope for Youth". Before he was pope he used to camp and mountain hike with the youth. He still went mountain hiking when he was pope. At gatherings, young Catholics and non-Catholics alike were fond of chanting the phrase "JP Two, We Love You", to which John Paul often replied "JP too, He Loves YOU!" He was particularly concerned with the education of future priests, and made many early visits to Roman seminaries, including to the Venerable English College in 1979.


          He established World Youth Day in 1984 with the intention of bringing young Catholics from all parts of the world together to celebrate the faith. These week-long meetings of youth occur every two or three years, attracting hundreds of thousands of young people, who go there to sing, party, have a good time and deepen their faith. Some of his most faithful youths gathered themselves in two organizations: " papaboys" and "papagirls."


          


          Apologies


          Over the later parts of his reign, John Paul II made several apologies to various peoples who had been wronged by the Catholic Church through the years. Even before he became the Pope, he was a prominent editor and supporter of initiatives like the Letter of Reconciliation of the Polish Bishops to the German Bishops from 1965. During his reign as a Pope, he publicly made apologies for over 100 of these wrongdoings, including:


          
            	The conquest of Mesoamerica by Spain in the name of the Church


            	The legal process on the Italian scientist and philosopher Galileo Galilei, himself a devout Catholic, around 1633 ( 31 October 1992).


            	Catholics' involvement with the African slave trade ( 9 August 1993).


            	The Church Hierarchy's role in burnings at the stake and the religious wars that followed the Protestant Reformation (May 1995, in the Czech Republic).


            	The injustices committed against women, the violation of women's rights and for the historical denigration of women ( 10 July 1995, in a letter to "every woman").


            	The inactivity and silence of many Catholics during the Holocaust (see the article Religion in Nazi Germany) ( 16 March 1998)


            	For the execution of Jan Hus in 1415 ( 18 December 1999 in Prague). When John Paul II visited Prague in 1990s, he requested experts in this matter "to define with greater clarity the position held by Jan Hus among the Church's reformers, and acknowledged that "independently of the theological convictions he defended, Hus cannot be denied integrity in his personal life and commitment to the nation's moral education." It was another step in building a bridge between Catholics and Protestants.


            	For the sins of Catholics throughout the ages for violating "the rights of ethnic groups and peoples, and [for showing] contempt for their cultures and religious traditions". ( 12 March 2000, during a public Mass of Pardons).


            	For the sins of the Crusader attack on Constantinople in 1204. ( 4 May 2001, to the Patriarch of Constantinople).

          


          


          Social and political stances


          John Paul II was considered a conservative on doctrine and issues relating to reproduction and the ordination of women. No pope, however, has strayed from the Catholic Church's unbroken moral teachings on artificial contraception and the ordination of women.


          A series of 129 lectures given by John Paul during his Wednesday audiences in Rome between September 1979 and November 1984 were later compiled and published as a single work entitled " Theology of the Body," an extended meditation on the nature of human sexuality. He also extended it to condemnation of abortion, euthanasia and virtually all uses of capital punishment, calling them all a part of the " culture of death" that is pervasive in the modern world. He campaigned for world debt forgiveness and social justice.


          


          Relations with dictatorships
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          In 1984 and 1986, through the voice of Cardinal Ratzinger, leader of the Congregation for the Doctrine of the Faith, John Paul II officially condemned the Liberation theology which had many followers in South America. Oscar Romero's attempt, during his visit to Europe, to obtain a Vatican condemnation of El Salvador's regime, denounced for violations of human rights and its support of death squads, was a failure. In his travel to Managua, Nicaragua in 1983, John Paul II harshly condemned what he dubbed the "popular Church" (i.e. " ecclesial base communities" (CEBs) supported by the CELAM), and the Nicaraguan clergy's tendencies to support the leftist Sandinistas, reminding the clergy of their duties of obedience to the Holy See.


          John Paul II was criticized for visiting Augusto Pinochet in Chile. He invited him to restore democracy, but, critics claim, not in as firm terms as the ones he used against communist countries. John Paul also allegedly endorsed Po Cardinal Laghi, who critics say supported the " Dirty War" in Argentina and was on friendly terms with the Argentinean generals of the military dictatorship, allegedly playing regular tennis matches with general Jorge Rafael Videla. However, the Pope has been linked to the fall of Jean-Claude Duvalier's dictatorship in Haiti. He was also critical of the Chinese government and the Chinese Patriotic Catholic Association running the church and appointing bishops without the consent of the Holy See, and maintained strong ties with underground Catholic groups.


          The pope, who began his papacy when the Soviets controlled his native country of Poland, as well as the rest of Eastern Europe, was a harsh critic of communism, and supported the Polish Solidarity movement. Soviet leader Mikhail Gorbachev once said the collapse of the Iron Curtain would have been impossible without John Paul II.


          In later years, after having harshly condemned Liberation theology, John Paul II criticized some of the more extreme versions of capitalism. "Unfortunately, not everything the West proposes as a theoretical vision or as a concrete lifestyle reflects Gospel values." He saw in capitalism certain "viruses": secularism, indifferentism, hedonistic consumerism, practical materialism, and also formal atheism.


          


          Jubilee 2000 campaign


          In 2000 he publicly endorsed the Jubilee 2000 campaign on African debt relief fronted by Irish rock stars Bob Geldof and Bono. It was reported that during this period, U2's recording sessions were repeatedly interrupted by phone calls from the Pope, wanting to discuss the campaign with Bono.


          


          Iraq war


          In 2003 John Paul II also became a prominent critic of the 2003 US-led invasion of Iraq. In his 2003 State of the World address the Pope declared his opposition to the invasion by stating, "No to war! War is not always inevitable. It is always a defeat for humanity." He sent former Apostolic Pro-Nuncio to the United States Po Cardinal Laghi to talk with American President George W. Bush to express opposition to the war. John Paul II said that it was up to the United Nations to solve the international conflict through diplomacy and that a unilateral aggression is a crime against peace and a violation of international law.


          


          European Constitutional Treaty


          In European Union negotiations for a new European Constitutional Treaty in 2003 and 2004, the Vatican's representatives failed to secure any mention of Europe's "Christian heritage"one of the Pope's cherished goals.


          


          Sexuality


          While taking a traditional position on sexuality, defending the Church's moral opposition to marriage for same-sex couples, the pope asserted that persons with homosexual inclinations possess the same inherent dignity as everybody else. In his last book, Memory and Identity, he referred to the "pressures" on the European Parliament to permit "homosexual 'marriage'". In the book, as quoted by Reuters, he wrote: "It is legitimate and necessary to ask oneself if this is not perhaps part of a new ideology of evil, perhaps more insidious and hidden, which attempts to pit human rights against the family and against man."


          The Pope also reaffirmed the Church's existing teaching on gender in relation to transsexuals, as the Congregation for the Doctrine of the Faith, which he supervised, made clear that transsexuals could not serve in church positions.


          


          Theory of evolution and the interpretation of Genesis


          In an 22 October 1996 address to the Pontifical Academy of Sciences, Pope John Paul II reaffirmed the Church's openness to the theory of evolution:


          
            	"In his encyclical Humani Generis (1950), my predecessor Pius XII has already affirmed that there is no conflict between evolution and the doctrine of the faith regarding man and his vocation, provided that we do not lose sight of certain fixed points....Today, more than a half-century after the appearance of that encyclical, some new findings lead us toward the recognition of evolution as more than an hypothesis. In fact it is remarkable that this theory has had progressively greater influence on the spirit of researchers, following a series of discoveries in different scholarly disciplines. The convergence in the results of these independent studies -- which was neither planned nor sought -- constitutes in itself a significant argument in favour of the theory." (John Paul II, Message to the Pontifical Academy of Sciences on Evolution)

          


          In the same address, the Pope rejected any theory of evolution that provides a materialistic explanation for the human soul:


          
            	"Theories of evolution which, because of the philosophies which inspire them, regard the spirit either as emerging from the forces of living matter, or as a simple epiphenomenon of that matter, are incompatible with the truth about man."

          


          John Paul II also wrote to the Pontifical Academy of Sciences on the subject of cosmology and how to interpret Genesis:


          
            	" Cosmogony and cosmology have always aroused great interest among peoples and religions. The Bible itself speaks to us of the origin of the universe and its make-up, not in order to provide us with a scientific treatise, but in order to state the correct relationships of man with God and with the universe. Sacred Scripture wishes simply to declare that the world was created by God, and in order to teach this truth it expresses itself in the terms of the cosmology in use at the time of the writer. The Sacred Book likewise wishes to tell men that the world was not created as the seat of the gods, as was taught by other cosmogonies and cosmologies, but was rather created for the service of man and the glory of God. Any other teaching about the origin and make-up of the universe is alien to the intentions of the Bible, which does not wish to teach how heaven was made but how one goes to heaven." (Pope John Paul II, October 3, 1981 to the Pontifical Academy of Science, "Cosmology and Fundamental Physics")

          


          


          Syro-Malankara Catholic Church


          On February 10, 2005, Pope John Paul II elevated the Archdiocese of Trivandrum to a Major Archdiocese, elevating the Archbishop to Major Archbishop (called Catholicos by Syro-Malankara Catholics). As a major archiepiscopal church, the Syro-Malankaras are granted the greatest level of self-government (autonomy) under the Code of Canons of the Eastern Churches, governed by the major archbishop and the general synod of all bishops of the church, subject to papal oversight.


          


          Criticisms


          John Paul II was criticized for his support of the Opus Dei prelature and the canonization of its founder, Jose Mara Escriv. Escriv's detractors call him an admirer of Spanish dictator Francisco Franco. Other movements and religious organizations of the Church went decidedly under his wing ( Legion of Christ, the Neocatechumenal Way, Schoenstatt, the Charismatic Movement etc.) and he was accused repeatedly of waving a soft hand on them, especially in the case of Rev. Marcial Maciel, founder of the Legion of Christ.


          John Paul II's defense of traditional moral teachings of the Catholic Church regarding gender roles, sexuality, euthanasia and artificial contraception came under attack. Some feminists criticized his traditional positions on the roles of women, which included rejecting women priests. Many gay-rights activists and others criticized him for maintaining the Church's unbroken opposition to homosexuality and same-sex marriage. Critics have also claimed that large families are caused by lack of contraception and exacerbate Third World poverty and problems such as street children in South America. In 2007, TIME magazine reported that the manner of John Paul II's death may have contravened his own position on using medical means to prolong life.


          In addition to all the criticism from those demanding modernization, traditional Catholics sometimes denounced him from the right, demanding a return to the Tridentine Mass and repudiation of the reforms instituted after the Second Vatican Council, such as the use of the vernacular language in the formerly Latin Rite Mass, ecumenism, and the principle of religious liberty. He was also accused by these critics for allowing and appointing liberal bishops in their sees and thus silently promoting Modernism, which was firmly condemned as the "synthesis of all heresies" by his predecessor Pope St. Pius X. In 1988, the controversial traditionalist Archbishop Marcel Lefebvre, founder of the Society of St. Pius X (1970), was excommunicated under John Paul II because of the unapproved ordination of four bishops, which was called by the Holy See a "schismatic act". The International Peace Prayer Conference John Paul II held in Assisi, Italy, in 1986 was heavily criticized as giving the impression that syncretism and/or indifferentism were openly embraced by the papal magisterium. When the second instance the Conference was held, in 2002, it was condemned as confusing the laity and compromising to "false religions". Likewise criticized were his kissing of the Quran in Damascus, Syria, on one of his travels on 6 May 2001 - ( a thorough analysis). His call for religious freedom was not always supported; bishops like Antnio de Castro Mayer promoted religious tolerance, but at the same time rejected the Vatican II principle of religious liberty as being liberalist and already condemned by Pope Pius IX in his Syllabus errorum (1864) and at the First Vatican Council.


          John Paul II took an absolutist position against artificial birth control, including the use of condoms to prevent the spread of HIV. This position was harshly criticized by doctors and AIDS activists, who said that it led to countless deaths and millions of AIDS orphans. It also led to an unusually public debate among senior figures in the Church. The Catholic Agency for Overseas Development published a paper stating, "Any strategy that enables a person to move from a higher-risk towards the lower end of the continuum, [we] believe, is a valid risk reduction strategy."


          John Paul II was also criticized for failing to respond quickly enough to the sex abuse crisis, and for recentralizing power back to the Vatican following what some viewed as a decentralization by Pope John XXIII. As such he was regarded by some as a strict authoritarian. Conversely, he was also criticized for spending far too much time preparing for and undertaking foreign travel. The frequency of his trips, it was said, not only undermined the "specialness" of papal visits, but took him away from important business at the Vatican and allowed the Church, administratively speaking, to drift.


          There was strong criticism of the pope for the controversy surrounding the alleged use of charitable social programs as a means of converting people in the Third World to Catholicism. The Pope created an uproar in the Indian subcontinent when he suggested that a great harvest of faith would be witnessed on the subcontinent in the third Christian millennium.


          


          Honours and namesakes
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          The pontiff was celebrated during his lifetime and later posthumously with several honours and as the namesake of several places and institutions. Such places often bear the name John Paul II but newer institutions are using the name John Paul the Great.


          Educational and cultural centers named in honour of the Pope include the Pontifical John Paul II Institute for Studies on Marriage and Family whose largest campuses are located at the Lateran University in Rome, Italy and Catholic University of America in Washington, DC, United States. Affiliated campuses are found in Australia, Benin, Brazil, India, Mexico and Spain. There is also a Pope John Paul II Cultural Centre in the United States capital. John Paul the Great Catholic University is a rededicated degree-granting institution in San Diego, California. Several John Paul II Catholic Centers may be found on college and university campuses around the world, usually serving students and staff as Roman Catholic chapels. Several elementary and secondary schools also use the name John Paul II or John Paul the Great, like John Paul the Great Catholic High School in Prince William County, Virginia, administered by the Dominican Sisters of Saint Cecilia or "Nashville Dominicans." (The cornerstone and tabernacle of the school were blessed by Pope Benedict XVI during Mass at Nationals Park in Washington, D.C. on April 17, 2008.)


          Several national and municipal public projects were named in honour of the Pope. Rome's main railway station, the Roma Termini station, was dedicated to Pope John Paul II by a vote of the City Council, a first municipal public object in Rome bearing the name of a non Italian. International airports named after him are John Paul II International Airport Krakw-Balice  one of the principal airports of Poland  and the Joo Paulo II Airport in the Azores. The Juan Pablo II Bridge is located in Chile, while John Paul II Square in Bulgaria denotes the Pope's visit to Sofia in 2002. Parvis Notre-Dame - Place Jean-Paul II is a centerpiece of one of Paris' neighborhoods. Pope John Paul II Park is a feature of Boston, Massachusetts while Pope John Paul II Drive serves residents of Chicago, Illinois.


          Of international interest, Ioannes Paulus II Peninsula on Livingston Island in the South Shetland Islands was named in honour of the Pope. The Antarctic landmark recognizes his contribution to world peace and understanding among people.


          The Pope was named Time Magazine's Person of the year in 1994. In 2000, he was also made an honorary Harlem Globetrotter. In February 2004 Pope John Paul II was nominated for a Nobel Peace Prize honoring his life's work in opposing Communist oppression and helping to reshape the world.
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              	Birth name

              	Eugenio Maria Guiseppe Giovanni Pacelli
            


            
              	Papacybegan

              	March 2, 1939
            


            
              	Papacyended

              	October 9, 1958
            


            
              	Predecessor

              	Pius XI
            


            
              	Successor

              	John XXIII
            


            
              	Born

              	March 2, 1876(1876-03-02)

              Rome, Italy
            


            
              	Died

              	October 9, 1958 (aged82)

              Castel Gandolfo, Italy
            


            
              	Other popes named Pius
            

          


          Pope Pius XII (Latin: Pius PP. XII), born Eugenio Maria Giuseppe Giovanni Pacelli ( March 2, 1876  October 9, 1958), reigned as the 260th pope, the human head of the Roman Catholic Church and sovereign of Vatican City, from March 2, 1939 until his death in 1958.


          Before election to the papacy, Pacelli served as secretary of the Department of Extraordinary Ecclesiastical Affairs, papal nuncio and Cardinal Secretary of State, in which he worked to conclude treaties with European and Latin-American nations, most notably the Reichskonkordat with Germany. His leadership of the Catholic Church during World War II remains the subject of continued historical controversy.


          After the war, Pius XII contributed to the rebuilding of Europe, and advocated peace and reconciliation, including lenient policies toward vanquished nations and the unification of Europe. The Church, flourishing in the West, experienced severe persecution and mass deportations of Catholic clergy in the East. In light of his protests, and his involvement in the Italian elections of 1948, he became known as a staunch but pragmatic opponent of Communism. He signed thirty concordats and diplomatic treaties.


          Pius XII is one of only two popes (along with Pope Pius IX) to have invoked ex cathedra papal infallibility by defining the dogma of the Assumption of Mary, as proclaimed in the Apostolic constitution Munificentissimus Deus. The magisterium includes almost 1,000 addresses and radio broadcasts. His forty-one encyclicals, include Mystici Corporis, the Church as the Body of Christ; Mediator Dei on liturgy reform; Humani Generis on the Church's position on theology and evolution. He eliminated the Italian majority in the College of Cardinals with the Grand Consistory in 1946. His ongoing canonisation process progressed to the venerable stage on September 2, 2000, under Pope John Paul II.


          
            
              	Styles of

              Pope Pius XII
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              	Reference style

              	His Holiness
            


            
              	Spoken style

              	Your Holiness
            


            
              	Religious style

              	Holy Father
            


            
              	Posthumous style

              	Venerable
            

          


          



          


          Early life
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          Pacelli was born in Rome on March 2, 1876, into a well-off aristocratic family with a history of ties to the papacy (the " Black Nobility"). His grandfather, Marcantonio Pacelli, was Under-Secretary in the Papal Ministry of Finances and then Secretary of the Interior under Pope Pius IX from 1851 to 1870 and founded the Vatican's newspaper, L'Osservatore Romano in 1861; his cousin, Ernesto Pacelli, was a key financial advisor to Pope Leo XIII; his father, Filippo Pacelli, was the dean of the Sacra Rota Romana; and his brother, Francesco Pacelli, became a lay canon lawyer, credited for his role in negotiating the Lateran Treaty in 1929, bringing an end to the Roman Question. At the age of twelve, Eugenio announced his intentions to enter the priesthood instead of becoming a lawyer.
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          After completing state primary schools, Pacelli received his secondary, classical education at the Visconti Institute. In 1894, at the age of eighteen, he entered the Almo Capranica Seminary to begin study for the priesthood and enrolled at the Pontifical Gregorian University and the Appolinare Institute of Lateran University. From 18951896, he studied philosophy at University of Rome La Sapienza. In 1899, he received degrees in theology and in utroque iure (civil and canon law). At the seminary, he received a special dispensation to live at home for health reasons.


          


          Church career


          


          Priest and Monsignor


          He was ordained a priest on Easter Sunday, April 2, 1899 by Bishop Francesco Paolo Cassetta  the vice-regent of Rome and a family friend  and received his first assignment as a curate at Chiesa Nuova, where he had served as an altar boy. In 1901, he entered the Congregation for Extraordinary Ecclesiastical Affairs, a sub-office of the Vatican Secretariat of State, where he became a minutante, at the recommendation of Cardinal Vannutelli, another family friend.
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          In 1904, Pacelli became a papal chamberlain and in 1905 a domestic prelate. From 1904 until 1916, Father Pacelli assisted Cardinal Pietro Gasparri in his codification of canon law with the Department of Extraordinary Ecclesiastical Affairs. He was also chosen by Pope Leo XIII to deliver condolences on behalf of the Vatican to Edward VII of the United Kingdom after the death of Queen Victoria. In 1908, he served as a Vatican representative on the International Eucharistic Congress in London, where he met Winston Churchill. In 1911, he represented the Holy See at the coronation of King George V.


          In 1908 and 1911, Pacelli turned down professorships in canon law at a Roman university and The Catholic University of America, respectively. Pacelli became the under-secretary in 1911, adjunct-secretary in 1912 (a position he received under Pope Pius X and retained under Pope Benedict XV) and secretary of the Department of Extraordinary Ecclesiastical Affairs in 1914  succeeding Gasparri, who was promoted to Cardinal Secretary of State. As secretary, Pacelli concluded a concordat with Serbia four days before Archduke Franz Ferdinand of Austria was assassinated in Sarajevo. During World War I, Pacelli maintained the Vatican's registry of prisoners of war. In 1915, he travelled to Vienna to assist Monsignor Scapinelli  the apostolic nuncio to Vienna  in his negotiations with Franz Joseph I of Austria regarding Italy.


          


          Archbishop and Papal Nuncio


          
            [image: Nuncio Eugenio Pacelli in Bavaria 1922]

            
              Nuncio Eugenio Pacelli in Bavaria 1922
            

          


          Pope Benedict XV appointed Pacelli as papal nuncio to Bavaria on April 23, 1917, consecrating him as titular Bishop of Sardis and immediately elevating him to archbishop in the Sistine Chapel on May 13, 1917, the very day, Our Lady of Fatima is believed to have first appeared to three shepherd children in Fatima, Portugal. After his consecration, Eugenio Pacelli left for Bavaria.


          
            	The Vatican Peace Initiative

          


          As there was no nuncio to Prussia or Germany at the time, Pacelli was, for all practical purposes, the nuncio to all of the German Empire. Once in Munich, he conveyed the papal initiative to end the War to German authorities. He met with King Ludwig III on May 29, and later with Kaiser Wilhelm II. and Chancellor Bethmann-Hollweg, who replied positively to the Papal initiative. Pacelli saw for the first time a real prospect for peace. However, Bethmann-Hollweg was forced to resign and the German High Command, hoping for a military victory, delayed the German reply until September 20. Pacelli was extraordinarily disappointed and depressed, since the German note did not include the concessions promised earlier. For the remainder of the war, he concentrated on Benedicts humanitarian efforts.


          After the war, during the short-lived Bavarian Soviet Republic in 1919 Pacelli was one of the few foreign diplomats to remain in Munich. According to Pascalina Lehnert, who was personally there at the time, Pacelli calmly faced down a small group of Spartacist revolutionaries, who had entered the nunciature by force in order to take his car. Pacelli told them to leave the extraterritorial building, to which they responded, "only with your car". Pacelli, who had previously ordered to disconnect the starter, permitted the car to be towed away, after he was informed that the Bavarian government had promised to return the vehicle at once. Several versions of this incident and alleged later incidents are much more colorful, but, according to the relator in the beatification process in the Vatican, "mostly based on imagination" The popular view may also overlook his cordial relations with socialist politicians like Friedrich Ebert and Philipp Scheidemann, and his prolonged secret negotiations with the Soviet Union (see below). Pacelli is simply too intelligent to be irritated by something like this opined the Bavarian representative at the Vatican.
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          On the night of Adolf Hitler's Beer Hall Putsch, Franz Matt, the only member of the Bavarian cabinet not present at the Brgerbru Keller, was having dinner with Pacelli and Michael Cardinal von Faulhaber. The American diplomat Robert Murphy, then in Munich, writes that "all the foreign representatives at Munich, including Nuncio Pacelli, were convinced that Hitler's political career had ended ignominiously in 1924. When I ventured to remind His Holiness of this bit of history (in 1945), he laughed and said: 'I know what you mean - papal infallibility, Don't forget, I was only a monsignor then'."


          
            	The First Nuncio in Berlin

          


          Several years after he was appointed Nuncio to Germany, and after completion of a concordat with Bavaria, the nunciature was moved to Berlin. June 23, 1920 and 1925 respectively. Many of Pacelli's Munich staff would stay with him for the rest of his life, including his advisor Robert Leiber and Sister Pascalina Lehnert  housekeeper, friend, and adviser to Pacelli for 41 years.


          In Berlin, Pacelli was doyen or Dean of the Diplomatic Corps and active in diplomatic and many social activities. There he met notables like Albert Einstein, Adolf von Harnack, Gustav Stresemann, Clemens August Graf von Galen, and Konrad Cardinal von Preysing, the later two he elevated to cardinal in 1946. He worked with the German priest Ludwig Kaas, who was known for his expertise in Church-state relations and was politically active in the Centre Party.. While in Germany, he enjoyed working as a pastor. He traveled to all regions, attended Katholikentag (national gatherings of the faithful), and delivered some 50 sermons and speeches to the German people.


          
            	Negotiations with the Soviet Union (1925-1927)

          


          In post-war Germany, Pacelli worked mainly on clarifying the relations between Church and State (see below). But in the absence of a papal nuncio in Moscow, Pacelli worked also on diplomatic arrangements between the Vatican and the Soviet Union. He negotiated food shipments for Russia, where the Church was persecuted. He met with Soviet representatives including Foreign Minister Georgi Chicherin, who rejected any kind of religious education, the ordination of priests and bishops, but offered agreements without the points vital to the Vatican. An enormously sophisticated conversation between two highly intelligent men like Pacelli and Chicherin, who seemed not to dislike each other. wrote one participant. Despite Vatican pessimism and a lack of visible progress, Pacelli continued the secret negotiations, until Pope Pius XI ordered them to be discontinued in 1927.


          
            	Pacelli and the Weimar Republic

          


          
            [image: A rare 1899 handwriting of Eugenio Pacelli with text in Latin.]

            
              A rare 1899 handwriting of Eugenio Pacelli with text in Latin.
            

          


          Pacelli supported the Weimar Coalition with Social Democrats and liberal parties. Although he had cordial relations with representatives of the Centre Party such as Marx and Kaas, he did not involve the Centre in his dealings with the German government. Pacelli supported German diplomatic activity aimed at rejection of punitive measures from victorious former enemies. He blocked French attempts for an ecclesiastical separation of the Saar region, supported the appointment of a papal administrator for Danzig and aided the reintegration of priests expelled from Poland.. Pacelli was critical of German policy regarding financial reparations, which he considered unimaginative and lacking a sense of reality. He regretted the return of William, German Crown Prince from exile as destabilizing. After repeated German acts of sabotage against the French occupation forces in the Ruhr valley in 1923, German media reported a conflict between Pacelli and the German authorities. The Vatican denounced these acts against the French in the Ruhr.


          When he returned to Rome in 1929, praise was heaped by Catholics and Protestants alike on Pacelli, who by now had become more popular than any German cardinal or bishop, which he had largely excluded from his negotiations and dealings with the German government.


          


          Cardinal Secretary of State and Camerlengo


          Pacelli was made a cardinal on 16 December 1929 by Pope Pius XI, and within a few months, on 7 February 1930, Pius XI appointed him Cardinal Secretary of State. In 1935, Cardinal Pacelli was named Camerlengo of the Roman Church.


          As Cardinal Secretary of State, Pacelli signed concordats with many non-Communist states, including Baden (1932), Austria (1933), Germany (1933), Yugoslavia (1935) and Portugal (1940). The Lateran treaties with Italy (1929) were concluded before Pacelli became secretary of state. Such concordats allowed the Catholic Church to organize youth groups, make ecclesiastical appointments, run schools, hospitals, and charities, or even conduct religious services. They also ensured that canon law would be recognized within some spheres (e.g. church decrees of nullity in the area of marriage).


          He made many diplomatic visits throughout Europe and the Americas, including an extensive visit to the United States in 1936 where he met with Charles Coughlin and Franklin D. Roosevelt, who appointed a personal envoy  who did not require Senate confirmation  to the Holy See in December 1939, re-establishing a diplomatic tradition that had been broken since 1870 when the pope lost temporal power.


          Pacelli presided as Papal Legate over the International Eucharistic Congress in Buenos Aires, Argentina on October 1014, 1934, and in Budapest on May 2530, 1938.


          Some historians have argued that Pacelli, as Cardinal Secretary of State, dissuaded Pope Pius XI  who was nearing death at the time  from condemning Kristallnacht in November 1938, when he was informed of it by the papal nuncio in Berlin. Likewise the prepared encyclical Humani Generis Unitas ("On the Unity of Human Society"), which was ready in September 1938 but, according to the two publishers of the encyclical and other sources, not forwarded to the Vatican by the Jesuit General Wlodimir Ledochowski. It contained an open and clear condemnation of colonialism, racism and antisemitism but also strong accusations against Jews and elements of anti-Judaism. Some historians have argued that Pacelli learned about its existence only after the death of Pius XI did not promulgate it as pope. He did however use parts of it in his inaugural encyclical Summi Pontificatus, which he titled "On the Unity of Human Society."


          His various positions on Church and policy issues during his tenure as Cardinal Secretary of State were made public by the Vatican in 1939. Most noteworthy among the fifty speeches is his review of church and state issues in Budapest 1938.


          


          Reichskonkordat
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          The Reichskonkordat was an integral part of four concordats Pacelli concluded on behalf of the Vatican with German States. The state concordats were necessary, because the German federalist Weimar constitution gave the states authority in the area of education and culture, which were of main concern to Vatican policy. As Bavarian Nuncio, Pacelli negotiated successfully with the Bavarian authorities in 1925. He expected the concordat with Catholic Bavaria to be the model for the rest of Germany. Prussia showed interest in negotiations only after the Bavarian concordat. However, Pacelli obtained less favorable conditions for the Church in the Prussian concordat of 1929, which excluded educational issues. A concordat with the German state of Baden was completed by Pacelli in 1932, after he had moved to Rome. There he also negotiated a concordat with Austria in 1933. A total of 16 concordats and treaties with European states had been concluded in the ten year period 1922-1932.


          The Reichskonkordat, signed on July 20, 1933, between Germany and the Holy See, while thus a part of an overall Vatican policy, was controversial from its beginning. It remains the most important of Pacelli's concordats. It is debated, not because of its content, which is still valid today, but because of its timing. A national concordat with Germany was one of Pacelli's main objectives as secretary of state, because he had hoped to strengthen the legal position of the Church. Pacelli, who knew German conditions well, emphasized (1) protection for Catholic associations (31), (2) freedom for education and Catholic schools, and, (3) freedom for publications.


          As nuncio during the 1920s, he had made unsuccessful attempts to obtain German agreement for such a treaty, and between 1930 and 1933 he attempted to initiate negotiations with representatives of successive German governments, but the opposition of Protestant and Socialist parties, the instability of national governments and the care of the individual states to guard their autonomy thwarted this aim. In particular, the questions of denominational schools and pastoral work in the armed forces prevented any agreement on the national level, despite talks in the winter of 1932.


          Adolf Hitler was appointed Chancellor on 30 January 1933 and sought to gain international respectability and to remove internal opposition by representatives of the Church and the Catholic Centre Party. He sent his vice chancellor Franz von Papen, a Catholic nobleman and former member of the Centre Party, to Rome to offer negotiations about a Reichskonkordat. On behalf of Cardinal Pacelli, Prelate Ludwig Kaas, the outgoing chairman of the Centre Party, negotiated first drafts of the terms with Papen. The concordat was finally signed, by Pacelli for the Vatican and von Papen for Germany, on 20 July and ratified on September 10, 1933.


          Between 1933 and 1939, Pacelli issued 55 protests of violations of the Reichskonkordat. Most notably, early in 1937, Pacelli asked several German cardinals, including Michael Cardinal von Faulhaber to help him write a protest of Nazi violations of the Reichskonkordat; this was to become Pius XI's encyclical Mit Brennender Sorge. The encyclical, condemning the view that "exalts race, or the people, or the State, or a particular form of State ... above their standard value and divinizes them to an idolatrous level", was written in German instead of Latin and read in German churches on Palm Sunday 1937. On June 10, 1941 he commented on the problems of the Reichskonkordat in a letter to the Bishop of Passau, Bavaria: "The history of the Reichskonkordat shows, that the other side lacked the most basic prerequisites to accept minimal freedoms and rights of the Church, without which the Church simply cannot live and operate, formal agreements notwithstanding".


          


          Papacy


          


          Election and coronation


          Pope Pius XI died on February 10, 1939. Several historians have interpreted the conclave to choose his successor as facing a choice between a diplomatic or a spiritual candidate, and they view Pacelli's diplomatic experience, especially with Germany, as one of the deciding factors in his election on March 2, 1939, his 63rd birthday, after only one day of deliberation and three ballots. He was the first cardinal secretary of state to be elected Pope since Clement IX in 1667. He was also one of only two men known to have served as Camerlengo immediately prior to being elected as pope (the other being Pope Leo XIII). His coronation took place March 12, 1939.
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          Pacelli took the same papal name as his predecessor, a title used exclusively by Italian Popes. He was quoted as saying, "I call myself Pius; my whole life was under Popes with this name, but especially as a sign of gratitude towards Pius XI." On December 15, 1937, during his last consistory, Pius XI strongly hinted to the cardinals that he expected Pacelli to be his successor, saying "He is in your midst." He had previously been quoted as saying: "When today the Pope dies, youll get another one tomorrow, because the Church continues. It would be a much bigger tragedy, if Cardinal Pacelli dies, because there is only one. I pray every day, God may send another one into one of our seminaries, but as of today, there is only one in this world."


          After his election, Pius XII listed three objectives as pontiff.


          
            	A new translation of the psalms, daily recited by the religious and priests, in order for the clergy to better appreciate the beauty and richness of the Old Testament. This translation was completed in 1945


            	A definition of the of Dogma of the Assumption. This necessitated numerous studies into Church history and consultations with the episcopate worldwide. The dogma was proclaimed in November 1950.


            	Increased archaeological excavations under St Peter's Basilica in Rome, to determine, whether St. Peter was actually buried there, or whether the Church subjected itself for more than 1500 years to a pious hoax. This was a controversial point, because of the real possibility of a major embarrassment and technical concerns, to conduct excavations under the main altar, close to the Bernini columns of the papal altar and the main support of the Michelangelos cupola. The first results regarding the tomb of St. Peter were published in 1950.
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          Appointments


          After his election, he appointed Luigi Cardinal Maglione to be his successor as Secretary of State. Maglione, a seasoned Vatican diplomat, had reestablished diplomatic relations with Switzerland and was for many years nuncio in Paris, France. Yet, Maglione did not exercise the influence of his predecessor Pacelli, who as Pope continued his close relation with Monsignors Montini (later Pope Paul VI) and Domenico Tardini. After the death of Maglione in 1944, Pius left the position open and named Tardini head of its foreign section and Montini head of the internal section. Tardini and Montini continued serving there until 1953, when Pius XII decided to appoint them cardinals, an honour which both turned down. They were then later appointed to be Pro-Secretary with the privilege to wear Episcopal Insignia. Tardini continued to be a close co-worker of the Pope until the death of Pius XII, while Montini became archbishop of Milan, after the death of Alfredo Ildefonso Schuster.


          Pius XII slowly eroded the Italian monopoly on the Roman Curia; he employed German and Dutch Jesuit advisors, Robert Leiber, Augustin Bea, and Sebastian Tromp. He also supported the elevation of Americans such as Francis Spellman from a minor to a major role in the Church. After World War II, Pius XII appointed more non-Italians than any Pope before him. Americans included Joseph P Hurley as regent of the nunciature in Belgrade, Gerald P. O'Hara Nuncio to Rumania and Monsignor Aloisius Joseph Muench as nuncio to Germany. For the first time, numerous young European, Asian and "Americans were trained in various congregations and secretariats within the Vatican for eventual service throughout the world."


          


          Consistories


          Only twice in his pontificate did Pius XII hold a consistory to create new cardinals, in contrast to Pius XI, who had done so seventeen times in seventeen years. Pius XII chose not to name new cardinals during World War II, and the number of cardinals shrank to 38, with Cardinal Denis Dougherty being the only living U.S. cardinal. The first occasion on February 18, 1946  which has become known as the "Grand Consistory"  yielded the elevation of a record thirty-two new cardinals, almost 50% of the College of Cardinals and reaching the canonical limit of seventy cardinals. In the 1946 consistory Pius XII, while maintaining the maximum size of the College of Cardinals at 70, named cardinals from China, India, the Middle East and increased the number of Cardinals from the Americas, proportionally lessening the Italian influence


          

          In his second consistory on January 12, 1953, it was expected that his closest co-workers, Monsignore Domenico Tardini and Monsignore Montini would be elevated& Pius XII informed the assembled cardinals that two persons were originally on the top of his list, but they had turned down the offer, and were rewarded instead with other promotions. The two consistories of 1946 and 1953 brought an end to over five hundred years of Italians constituting a majority of the College of Cardinals. With few exceptions, Italian prelates accepted the changes positively; there was no protest movement or open opposition to the internationalization efforts.


          Earlier, in 1945, Pius XII had dispensed with the complicated papal conclave procedures which attempted to ensure secrecy while preventing Cardinals from voting for themselves, compensating for this change by raising the requisite majority from two-thirds to two thirds plus one.
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          Church Reforms


          


          Liturgy reforms


          In his encyclical Mediator Dei, Pius XII links liturgy with the last will of Christ.


          
            	"But it is His will, that the worship He instituted and practiced during His life on earth shall continue ever afterwards without intermission. For he has not left mankind an orphan. He still offers us the support of His powerful, unfailing intercession, acting as our "advocate with the Father." He aids us likewise through His Church, where He is present indefectibly as the ages run their course: through the Church which He constituted "the pillar of truth" and dispenser of grace, and which by His sacrifice on the cross, He founded, consecrated and confirmed forever. "

          


          The Church has, therefore, according to Pius XII, a common aim with Christ himself, teaching all men the truth, and, offering to God a pleasing and acceptable sacrifice. This way, the Church re-establishes the unity between the Creator and His creatures. The sacrifice of the altar, being Christ's own actions, convey and dispense divine grace from Christ to the members of the Mystical Body.


          Liturgy requires participation of the faithful. Pius XII rejects as sterile the widespread Catholic practices of private and interior devotions by individuals during Holy Mass. They separate the faithful "from the sacrifice of the altar, and from the stream of vital energy that flows from Head to members." Catholic worship offers to God a joint profession of Catholic faith and a continuous exercise of hope and charity.


          The numerous Liturgy reforms of Pius XII show two characteristics. Renewal and the rediscovery of old liturgical traditions, such as the reintroduction of the Easter Vigil, and, a more structured atmosphere within the Church buildings. The use of vernacular language, favoured by Pius XII, was hotly debated at his time. He increased non-Latin services, especially in countries with expanding Catholic mission activities. The location of the Blessed Sacrament within the Church was to be always at the main altar in the centre of the Church. The Church should display religious objects, but not be overloaded with secondary objects or even Kitsch. Modern sacred art should be reverential and reflect the spirit of our time. Priests are permitted to officiate marriages without Holy Mass. They also may also officiate confirmations in certain instances.


          


          Canon Law Reforms


          Decentralized authority and increased the independence of the United Churches were aimed at in the Canon Law/Corpis Iuris Canonici (CIC) reform. In its new constitutions, Eastern Patriarchs were made almost independent from Rome (CIC Orientalis, 1957) Eastern marriage law (CIC Orientalis, 1949), civil law (CIC Orientalis, 1950), laws governing religious associations (CIC Orientalis, 1952) property law (CIC Orientalis ,1952) and other laws. These reforms and writings of Pius XII were intended to establish Eastern Orientals as equal parts of the mystical body of Christ, as explained in the encyclical Mystici Corporis.


          


          Priests and Religious
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          With the Apostolic constitution Sedis Sapientiae, Pius XII added social sciences, sociology, psychology and social psychology, to the pastoral training of future priests. Pius XII emphasised the need to systematically analyze the psychological condition of candidates to the priesthood to ensure that they are capable of a life of virginity and service. Pius XII added one year to the theological formation of future priests. He also included a "pastoral year", an introduction into the practice of Parish work.


          The call to constant interior reform and Christian heroism is a central part of the message of Pius XII to all Religious. This means to be above average, to be a living example of Christian virtue. As the secular world has fallen back into Hedonism, the Catholic alternative is the sanctification especially of Priests and Religious. The strict norms governing their lives are meant to make them models of Christian perfection for lay people, he writes in Menti Nostrae. Bishops are encouraged to look at model saints like Boniface, and Pope Pius X. Priests were encouraged to be living examples of the love of Christ and his sacrifice.


          


          Theology


          Pius XII explained the Catholic faith in 41 encyclicals and almost 1000 messages and speeches during his long pontificate. Mediator Dei clarified membership and participation in the Church. The encyclical Divino Afflante Spiritu opened the doors for biblical research. But his magisterium was far larger and is difficult to summarize. In numerous speeches Catholic teaching is related to various aspects of life, education, medicine, politics, war and peace, the life of saints, Mary, the mother of God, things eternal and contemporary. Theologically, Pius XII specified the nature of the teaching authority of the Church. He also gave a new freedom to engage in theological investigations.


          


          Theological orientation


          


          
            	Biblical Research

          


          The encyclical, Divino Afflante Spiritu, published in 1943 emphasized the role of the bible. Pius XII freed biblical research from previous limitations. He encouraged Christian theologians to revisit original versions of the Bible in Greek and Hebrew. Noting improvements in archaeology, the encyclical reversed Pope Leo XIII's encyclical, which had only advocated going back to the original texts to resolve ambiguity in the Latin Vulgate. The encyclical demands a much better understanding of ancient Jewish history and traditions. It requires bishops throughout the Church to initiate biblical studies for lay people. The Pontiff also requests a reorientation of Catholic teaching and education, relying much more on sacred scriptures in sermons and religious instruction.


          
            	The role of theology

          


          This theological investigative freedom does not, however, extend to all aspects of theology. According to Pius, theologians, employed by the Church, are assistants, to teach the official teachings of the Church and not their own private thoughts. They are free to engage in empirical research, which the Church generously supports, but in matters of morality and religion, they are subjected to the teaching office and authority of the Church, the Magisterium. The most noble office of theology is to show how a doctrine defined by the Church is contained in the sources of revelation,  in that sense in which it has been defined by the Church. The deposit of faith is authentically interpretated not to each of the faithful, not even to theologians, but only to the teaching authority of the Church.


          


          Mariology and the Dogma of the Assumption


          
            [image: On November 1, 1950, Pius XII defined the dogma of the assumption (Titian's Assunta (1516-18) pictured).]

            
              On November 1, 1950, Pius XII defined the dogma of the assumption ( Titian's Assunta (1516-18) pictured).
            

          


          As a young boy and in later life Eugenio Pacelli was an ardent follower of the Virgin Mary. Pius XII, who was consecrated on May 13, 1917, the very day, Our Lady of Fatima is believed to have first appeared, consecrated the world to the Immaculate Heart of Mary in 1942, in accordance with the second "secret" of Our Lady of Fatima (His remains were to be buried in the crypt of Saint Peter Basilica on the feast day of Our Lady of Fatima, October 13, 1958).


          On November 1, 1950, Pope Pius XII defined the dogma of the assumption:


          
            	"By the authority of our Lord Jesus Christ, of the Blessed Apostles Peter and Paul, and by our own authority, we pronounce, declare, and define it to be a divinely revealed dogma: that the Immaculate Mother of God, the ever Virgin Mary, having completed the course of her earthly life, was assumed body and soul into heavenly glory."

          


          The dogma of the bodily assumption of the Virgin Mary, is the crowning of the theology of Pius XII. In this dogmatic statement, the phrase "having completed the course of her earthly life," leaves open the question of whether the Virgin Mary died before her Assumption, or, whether she was assumed before death; both possibilities are allowed. Mary's Assumption was a divine gift to Mary as Mother of God. As Mary completed her race as a shining example to the human race, the perspective of the gift of assumption is offered to the whole human race.


          The dogma was preceded by the 1946 encyclical Deiparae Virginis Mariae, which requested all Catholic bishops to express their opinion on a possible dogmatization. On September 8, 1953, the encyclical Fulgens corona announced a Marian year for 1954, the centennial of the Dogma of the Immaculate Conception. In the encyclical Ad caeli reginam he promulagated the feast, Queenship of Mary. Mystici Corporis summarizes his mariology.


          


          Social teachings


          
            	Medical theology

          


          Pius XII delivered numerous speeches to medical professionals and researchers. He addressed doctors, nurses, midwives, to detail all aspects of rights and dignity of patients, medical responsibilities, moral implications of psychological illnesses and the uses of psycho pharmaca. He also took on issues like the uses of medicine in terminally ill persons, medical lies in face of grave illness, and the rights of family members to make decisions against expert medical advice. Pope Pius XII went often new ways, thus he was first to determine that the use of pain medicine in terminally ill patients is justified, even if this may shorten the life of the patient, as long as life shortening is not the objective itself.
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            	Family and sexuality

          


          Pope Pius XII developed an extensive theology of the family, taking issue with family roles, sharing of household duties, education of children, conflict resolution, financial dilemmas, psychological problems, illness, taking care of older generations, unemployment, marital holiness and virtue, common prayer, religious discussions and more. Within the overall devine purpose of family life, he fully accepted the Rhythm Method as a moral form of family planning, although only limited circumstances, within the context of family.


          
            	Theology and Science

          


          To Pius XII, science and religion were heavenly sisters, different manifestations of divine exactness, who could not possibly contradict each other over the long term Regarding their relation, his advisor Professor Robert Leiber wrote: Pius XII was very careful not to close any doors prematurely. He was energetic on this point and regretted that in the case of Galileo.


          
            	Evolution

          


          In 1950, Pius XII promulgated Humani Generis which acknowledged that evolution might accurately describe the biological origins of human life, but at the same time criticized those who use it as a religion, who "imprudently and indiscreetly hold that evolution... explains the origin of all things". Catholics must believe, that the human soul was created immediately by God. Since the soul is a spiritual substance it is not brought into being through transformation of matter, but directly by God, whence the special uniqueness of each person.." fifty years later, Pope John Paul II, stating that scientic evidence now seemed to favour the evolutionary theory, upheld the distinction of Pius XII regarding the human soul."Even if the human body originates from pre-existent living matter, the spiritual soul is spontaneously created by God."


          


          Encyclicals, writings and speeches


          Pius XII issued 41 encyclicals during his pontificate, - more than all his successors in the past fifty years taken together - along with many other writings and speeches. The pontificate of Pius XII was the first in Vatican history, which published papal speeches and addresses in vernacular language on a systematic basis. Until then, papal documents were issued mainly in Latin in Acta Apostolicae Sedis since 1909. Because of the novelty of it all, and a feared occupation of the Vatican by the German Wehrmacht, not all documents exist today. In 1944, a number of papal documents were burned or walled in, to avoid detection by the advancing German army. Insisting that all publications must be reviewed by him on a prior basis to avoid any misunderstanding, several speeches by Pius XII, who did not find sufficient time, were never published or appeared only once issued in the Vatican daily, Osservatore Romano.
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          Several encyclicals addressed the Oriental Churches. Orientalis Ecclesiae was issued in 1944 on the 15th centenary of the death of Cyril of Alexandria, a saint common to Orthodox and Latin Churches. Pius XII asks for prayer for better understanding and unification of the Churches. Orientales Omnes, issued in 1945 on the 350th anniversary of the reunion, is a call to continued unity of the Ruthenian Church, threatened in its very existence by the authorities of the Soviet Union. Sempiternus Rex was issued in 1951 on the 15th anniversary of the Ecumenical Council of Chalcedon. It included a call to oriental communities adhering to monophysitism to return to the Catholic Church.


          Orientales Ecclesias was issued in 1952 and addressed to the Oriental Churches, protesting the continued Stalinist persecution of the Church. Several Apostolic LetterS were sent to the bishops in the East. On May 13, 1956, Pope Pius addressed all bishops of the Eastern Rite. Mary, the mother of God was the subject of encyclical letters to the people of Russia in Fulgens Corona and a papal letter to the people of Russia.


          


          Canonizations and beatifications


          Pope Pius XII canonized numerous saints, including Pope Pius X and Maria Goretti. He beatified Pope Innocent XI. The first canonizations were two women, the founder of a female order, Mary Euphrasia Pelletier, and a little girl, Gemma Galgani. Pelletier had a reputation for opening new ways for Catholic charities, helping people in difficulties with the law, who so far were neglected by the system and the Church. Galgani was a rather unknown girl whose virtue became model by her canonization.


          


          World War II


          Pius XII's pontificate began on the eve of World War II. During the war, the Pope followed a policy of neutrality mirroring that of Pope Benedict XV during World War I.


          In April 1939, after the submission of Charles Maurras and the intervention of the Carmel of Lisieux, Pius XII ended his predecessor's ban on Action Franaise, an organization described by some authors as virulently antisemitic and anti-Communist.


          In 1939, the Pope employed Jewish cartographer Roberto Almagia to work on old maps in the Vatican library. Almagia had been at the University of Rome since 1915 but was dismissed after Mussolini's anti-Jewish legislation of 1938. The Pope's appointment of two Jews to the Vatican Academy of Science as well as the hiring of Almagia were reported by the New York Times in the editions of November 11, 1939, and January 10, 1940.
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          During Soviet Union's aggression on Finland, the Winter War, Pius XII condemned the Soviet attack on 26 December 1939 in a speech at the Vatican. Later he donated a signed and sealed prayer on behalf of Finland.


          On 18 January 1940, after over 15,000 Polish civilians had been killed, Pius XII said in a radio broadcast, "The horror and inexcusable excesses committed on a helpless and a homeless people have been established by the unimpeachable testimony of eye-witnesses."


          After Germany invaded the Low Countries during 1940, Pius XII sent expressions of sympathy to the Queen of the Netherlands, the King of Belgium, and the Grand Duchess of Luxembourg. When Mussolini learned of the warnings and the telegrams of sympathy, he took them as a personal affront and had his ambassador to the Vatican file an official protest, charging that Pius XII had taken sides against Italy's ally Germany. Mussolini's foreign minister claimed that Pius XII was "ready to let himself be deported to a concentration camp, rather than do anything against his conscience."


          In the spring of 1940, a group of German generals seeking to overthrow Hitler and make peace with the British approached Pope Pius XII, who acted as a negotiator between the British and the abortive plot.


          In April 1941, Pius XII granted a private audience to Ante Pavelić, the leader of the newly proclaimed Croatian state (rather than the diplomatic audience Pavelić had wanted). Pius was criticised for his reception of Pavelić: an unattributed British Foreign Office memo on the subject described Pius as "the greatest moral coward of our age." The Vatican did not officially recognise Pavelić's regime. Pius XII did not publicly condemn the expulsions and forced conversions to Catholicism perpetrated on Serbs by Pavelić; however, the Holy See did expressly repudiate the forced conversions in a memorandum dated January 25, 1942, from the Vatican Secretiat of State to the Yugoslavian Legation.


          In 1941, Pius XII interpreted Divini Redemptoris, an encyclical of Pope Pius XI, which forbade Catholics to help Communists, as not applying to military assistance to the Soviet Union. This interpretation assuaged American Catholics who had previously opposed Lend-Lease arrangements with the Soviet Union.


          In March 1942, Pius XII established diplomatic relations with the Japanese Empire and received ambassador Ken Harada, who remained in that position until the end of the war. In May 1942, Kazimierz Pape, Polish ambassador to the Vatican, complained that Pius had failed to condemn the recent wave of atrocities in Poland; when Cardinal Secretary of State Maglione replied that the Vatican could not document individual atrocities, Pape declared, "when something becomes notorious, proof is not required."


          Pius XII's famous Christmas broadcasts on the Vatican Radio delivered in 1941 and 1942 (the latter of which at 26 pages and over 5000 words took more than 45 minutes to deliver) remain a "lightning rod" in debates about Pope Pius XII during the war, particularly the Holocaust. In his 1941 Christmas broadcast he was calling for a new world order marked by Christian peace. The majority of the 1942 speech spoke generally about human rights and civil society; at the very end of the speech, Pius seems to turn to current events, albeit not specifically, referring to "all who during the war have lost their Fatherland and who, although personally blameless, have simply on account of their nationality and origin, been killed or reduced to utter destitution." New York Times editorials called Pius XII "a lonely voice in the silence and darkness enveloping Europe this Christmas" in 1941 and "lonely voice crying out of the silence of a continent" in 1942.


          As the war was approaching its end in 1945, Pius advocated a lenient policy by the Allied leaders in an effort to prevent what he perceived to be the mistakes made at the end of World War I.


          


          The Holocaust


          Pius engineered an agreement  formally approved on June 23, 1939  with Brazilian President Getlio Vargas to issue 3,000 visas to "non-Aryan Catholics". However, over the next eighteen months Brazils Conselho de Imigrao e Colonizao (CIC) continued to tighten the restrictions on their issuance  including requiring a baptismal certificate dated before 1933, a substantial monetary transfer to the Banco do Brasil, and approval by the Brazilian Propaganda Office in Berlin  culminating in the cancellation of the program fourteen months later, after fewer than 1,000 visas had been issued, amid suspicions of "improper conduct" (i.e. continuing to practice Judaism) among those who had received visas.


          Cardinal Secretary of State Luigi Maglione received a request from Chief Rabbi of Palestine Isaac Herzog in the Spring of 1940 to intercede on behalf of Lithuanian Jews about to be deported to Germany. Pius called Ribbentrop on March 11, repeatedly protesting against the treatment of Jews.
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          In 1941, Cardinal Theodor Innitzer of Vienna informed Pius of Jewish deportations in Vienna. Later that year, when asked by French Marshal Philippe Ptain if the Vatican objected to anti-Jewish laws, Pius responded that the church condemned antisemitism, but would not comment on specific rules. Similarly, when Ptain's puppet government adopted the "Jewish statutes," the Vichy ambassador to the Vatican, Lon Brard, was told that the legislation did not conflict with Catholic teachings. Valerio Valeri, the nuncio to France was "embarrassed" when he learned of this publicly from Ptain and personally checked the information with Cardinal Secretary of State Maglione who confirmed the Vatican's position. In September 1941 Pius objected to a Slovakian Jewish Code, which, unlike the earlier Vichy codes, prohibited intermarriage between Jews and non-Jews. In October 1941 Harold Tittman, a U.S. delegate to the Vatican, asked the pope to condemn the atrocities against Jews; Pius replied that the Vatican wished to remain "neutral," reiterating the neutrality policy which Pius invoked as early as September 1940.


          

          In 1942, the Slovakian charge d'affaires, told Pius that Slovakian Jews were being sent to concentration camps. On March 11, 1942, several days before the first transport was due to leave, the charg d'affaires in Bratislava reported to the Vatican: "I have been assured that this atrocious plan is the handwork of.....Prime Minister ( Tuka), who confirmed the plan... he dared to tell me - he who makes such a show of his Catholicism - that he saw nothing inhuman or un-Christian in it...the deportation of 80,000 persons to Poland, is equivalent to condemning a great number of them to certain death." The Vatican protested to the Slovak government that it "deplore(s) these...measures which gravely hurt the natural human rights of persons, merely because of their race."


          On September 18, 1942, Pius received a letter from Monsignor Montini (future Pope Paul VI), saying, "the massacres of the Jews reach frightening proportions and forms." Later that month, Myron Taylor, U.S. representative to the Vatican, warned Pius that the Vatican's "moral prestige" was being injured by silence on European atrocities  a warning which was echoed simultaneously by representatives from Great Britain, Brazil, Uruguay, Belgium, and Poland  the Cardinal Secretary of State replied that the rumors about genocide could not be verified. In December 1942, when Tittman asked Cardinal Secretary of State Maglione if Pius would issue a proclamation similar to the Allied declaration "German Policy of Extermination of the Jewish Race," Maglione replied that the Vatican was "unable to denounce publicly particular atrocities."
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          In late 1942, Pius XII advised German and Hungarian bishops that speaking out against the massacres in the eastern front would be politically advantageous. On April 7, 1943, Msgr. Tardini, one of Piuss closest advisors, told Pius that it would be politically advantageous after the war to take steps to help Slovakian Jews.


          In January 1943, Pius would again refuse to publicly denounce the Nazi violence against Jews, following requests to do so from Władysław Raczkiewicz, president of the Polish government-in-exile, and Bishop Konrad von Preysing of Berlin. On September 26, 1943, following the German occupation of northern Italy, Nazi officials gave Jewish leaders in Rome 36 hours to produce 50 kilograms of gold (or the equivalent) threatening to take 300 hostages. Then Chief Rabbi of Rome, Israel Zolli recounts in his memoir, that he was selected to go to the Vatican and seek help. The Vatican offered to loan 15 kilos, but the offer proved unnecessary when the Jews received an extension. Soon afterwards, when deportations from Italy were imminent, 477 Jews were hidden in the Vatican itself and another 4,238 were protected in Roman monasteries and convents.


          On April 30, 1943, Pius wrote to Bishop Von Preysing of Berlin to say: "We give to the pastors who are working on the local level the duty of determining if and to what degree the danger of reprisals and of various forms of oppression occasioned by episcopal declarations...ad maiora mala vitanda (to avoid worse)...seem to advise caution. Here lies one of the reasons, why We impose self-restraint on Ourselves in our speeches; the experience, that we made in 1942 with papal addresses, which We authorized to be forwarded to the Believers, justifies our opinion, as far as We see. (...) The Holy See has done whatever was in its power, with charitable, financial and moral assistance. To say nothing of the substantial sums which we spent in American money for the fares of immigrants."
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          On October 28, 1943, Ernst von Weizscker, the German Ambassador to the Vatican, telegrammed Berlin that "...the Pope has not yet let himself be persuaded to make an official condemnation of the deportation of the Roman Jews. (...) Since it is currently thought that the Germans will take no further steps against the Jews in Rome, the question of our relations with the Vatican may be considered closed."


          In March 1944, through the papal nuncio in Budapest, Angelo Rotta urged the Hungarian government to moderate its treatment of the Jews. These protests, along with others from the King of Sweden, the International Red Cross, the United States, and Britain led to the cessation of deportations on 8 July 1944. Also in 1944, Pius appealed to 13 Latin American governments to accept "emergency passports", although it also took the intervention of the U.S. State Department for those countries to honour the documents.


          When the church transferred 6,000 Jewish children in Bulgaria to Palestine, Cardinal Secretary of State Maglione reiterated that the Holy See was not a supporter of Zionism.


          In August 2006 extracts from the 60-year-old diary of a nun of the Convent of Santi Quattro Coronati were published in the Italian press, stating that Pope Pius XII ordered Rome's convents and monasteries to hide Jews during the Second World War.


          


          Post-World War II
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            	Church Policies after the war

          


          The Church policies after World War II of Pope Pius XII focused on material aid to war-torn Europe, an internal internationalization of the Roman Catholic Church. and the development of its world-wide diplomatic relations. His encyclicals, Evangelii Praecones and Fidei Donum, issued on June 2, 1951 and April 21, 1957, respectively, increased the local decision-making of Catholic missions, many of which became independent dioceses. Pius XII demanded recognition of local cultures as fully equal to European culture. Continuing the line of his predecessors, Pius XII supported the establishment of local administration in Church affairs: in 1950, the hierarchy of Western Africa became independent; in 1951, Southern Africa; and in 1953, British Eastern Africa. Finland, Burma and French Africa became independent dioceses in 1955.


          
            	Persecutions in Eastern Europe and China

          


          While the Church thrived in the West and most of the developing world, it faced most serious persecutions in the East. The communist regimes in Albania, Bulgaria, and Rumania practically eradicated the Roman Catholic Church in their countries.


          
            	Church Policies toward Poland

          


          
            	Pope Pius and Russia

          


          The difficult relations of the Vatican with the Soviet Union, alias Russia, originated in the revolution in 1917 and continued through the pontificate of Pius XII. They affected relations with the Orthodox Church as well. The Catholic Oriental Churches were eliminated in most parts of the Soviet Union during the stalinist era. Persecutions of the Church continued during the pontificate of Pope Pius XII.


          
            	The Vatican and the Church in China

          


          The relations of the Holy See with China from 1939-1958. began hopefully with the long withheld recognition of Chinese rites by the Vatican in 1939, the elevation of he first Chinese cardinal in 1946, and the establishment of a local Chinese hierarchy. It ended with the persecution and virtual elimination of the Catholic Church in the early Fifties, and the establishment of a Chinese Patriotic Catholic Association in 1957


          
            	Jewish orphans controversy

          


          In 2005, Corriere della Sera published a document dated 20 November 1946 on the subject of Jewish children baptized in war-time France. The document ordered that baptized children, if orphaned, should be kept in Catholic custody and stated that the decision "has been approved by the Holy Father". Nuncio Angelo Roncalli (who would become Pope John XXIII, and be recognized by Yad Vashem as Righteous Among the Nations) ignored this directive. Abe Foxman, the national director of the Anti-Defamation League (ADL), who had himself been baptized as a child and had undergone a custody battle afterwards, called for an immediate freeze on Pius's beatification process until the relevant Vatican Secret Archives and baptismal records were opened. Two Italian scholars, Matteo Luigi Napolitano and Andrea Tornielli, confirmed that the memorandum was genuine although the reporting by the Corriere della Sera was misleading, as the document had originated in the French Catholic Church archives rather than the Vatican archives and strictly concerned itself with children without living blood relatives that were supposed to be handed over to Jewish organisations.


          


          Later life, death, and legacy


          


          Late years of Pope Pius XII
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          The last years of the pontificate of Pius XII began in late 1954 with a long illness, during which he considered resignation. Afterwards changes in his work habit became noticeable. The Pope avoided long ceremonies, canonizations and consistories and displayed hesitancy in personnel matters. During the last years of the pontificate, Pius XII procrastinated personnel decisions within his Vatican, and found it increasingly difficult to chastise subordinates and appointees such as Riccardo Galeazzi-Lisi, who, after numerous indiscretions was excluded from Papal service for the last years, but, keeping his title, was able to enter the papal apartments to make photos of the dying Pope, which he sold to French magazines.


          Pius XII often elevated young priests as bishops, such as Julius Dpfner (35 years) and Karol Wojtyla (38 years), one of his last appointees in 1958. He took a firm stand against pastoral experiments, such as " worker-priests", who worked full times in factories and joined political parties and unions. He continued to defend the theological tradition of Thomism as worthy of continued reform, and as superior to modern trends such as phenomenology or existentialism.


          


          Illness and death of Pope Pius XII
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          Since his 1954 illness, Pope Pius addressed lay people and groups with in an unprecedented range of topics. Frequently, he spoke to members of scientific congresses, explaining Christian teachings in light of most recent scientific results. Sometimes he answered specific moral questions, which were addressed to him. To professional associations he explained specific occupational ethics in light of Church teachings.


          Before 1955, Pacelli worked for many years with Giovanni Battista Montini. The Pope did not have a full time assistant. Robert Leiber, helped him occasionally with his speeches and publications. Augustin Bea, was his personal confessor. Madre Pascalina Lehnert was for forty years his housekeeper and assistant. Domenico Tardini was probably closest to him


          Pius XII died on October 9, 1958 in Castel Gandolfo, the Papal Summer Residence. His funeral procession into Rome was the largest congregation of Romans as of that date, Romans mourned "their" Pope, who was born in their city, especially as hero in time of war. The Testament of Pope Pius XII was published immediately after his death. Pope Pius XII's cause of canonization was opened on November 18, 1965 by Pope Paul VI. On September 2, 2000, during the pontificate of Pope John Paul II, Pius XII was given the title of Venerable.


          


          Views, interpretations, and scholarship


          


          Contemporary


          


          During the war, the pope was widely praised. For example, Time Magazine credited Pius XII and the Catholic Church for "fighting totalitarianism more knowingly, devoutly, and authoritatively, and for a longer time, than any other organized power". During the war he was also praised editorially by the New York Times for opposing Nazi anti-semitism and aggression. Some early works echoed these favorable sentiments, including Polish historian Oskar Halecki's Pius XII: Eugenio Pacelli: Pope of peace (1954) and Nazareno Padellaro's Portrait of Pius XII (1949).


          Many Jews publicly thanked the pope for his help. For example, Pinchas Lapide, a Jewish theologian and Israeli diplomat to Milan in the 1960s, estimated that Pius "was instrumental in saving at least 700,000 but probably as many as 860,000 Jews from certain death at Nazi hands." Some historians have questioned this oft-cited number, which Lapide reached by "deducting all reasonable claims of rescue" by non-Catholics from the total number of European Jews surviving the Holocaust. Catholic scholar Kevin Madigan interprets this and other praise from prominent Jewish leaders, including Golda Meir, as less than sincere, an attempt to secure Vatican recognition of the State of Israel.


          Pius was also criticized during his lifetime. For example, Leon Poliakov wrote five years after World War II that Pius had been a tacit supporter of Vichy France's anti-Semitic laws, calling him "less forthright" than Pope Pius XI either out of "Germanophilia" or the hope that Hitler would defeat communist Russia. Bishop Carlos Duarte Costa, a long-time critic of Pius XII's policies during the war and an opponent of clerical celibacy and the Tridentine Mass, was excommunicated by Pius XII on July 2, 1945.


          On September 21, 1945, the general secretary of the World Jewish Council, Dr. Leon Kubowitzky, presented an amount of money to the pope, "in recognition of the work of the Holy See in rescuing Jews from Fascist and Nazi persecutions."


          After the war, in the autumn of 1945, Harry Greenstein from Baltimore, a close friend of Chief Rabbi Herzog of Jerusalem, told Pius how grateful Jews were for all he had done for them. "My only regret," the pope replied, "is not to have been able to save a greater number of Jews."


          


          The Deputy


          In 1963, Rolf Hochhuth's controversial drama Der Stellvertreter. Ein christliches Trauerspiel (The Deputy, a Christian tragedy, released in English in 1964) portrayed Pope Pius XII as a hypocrite who remained silent about the Holocaust. Books such as Dr. Joseph Lichten's A Question of Judgment (1963), written in response to The Deputy, defended Pius XII's actions during the war. Lichten labelled any criticism of the pope's actions during World War II as "a stupefying paradox" and said, "no one who reads the record of Pius XII's actions on behalf of Jews can subscribe to Hochhuth's accusation." Critical scholarly works like Guenter Lewy's The Catholic Church and Nazi Germany (1964) also followed the publication of The Deputy. In 2002 the play was adapted into the film Amen.


          


          Actes


          In the aftermath of the controversy surrounding The Deputy, in 1964 Pope Paul VI authorized Jesuit scholars to access the Vatican State Department Archives , which are normally not opened for seventy-five years. Actes et Documents du Saint Sige relatifs  la Seconde Guerre Mondiale, was published in eleven volumes between 1965 and 1981.The volumes were published by Angelo Martini, Burkhart Schneider, Robert Graham and Pierre Blet, the latter published a summary of the eleven volumes All four, most frequently Robert Graham published articles and books on the subject matter.


          


          Hitler's Pope


          


          In 1999, John Cornwell's Hitler's Pope criticized Pius for not doing enough, or speaking out enough, against the Holocaust. Cornwell argued that Pius's entire career as the nuncio to Germany, cardinal secretary of state, and pope was characterized by a desire to increase and centralize the power of the Papacy, and that he subordinated opposition to the Nazis to that goal. He further argues that Pius was anti-Semitic and that this stance prevented him from caring about the European Jews.


          Cornwell's work was the first to have access to testimonies from Pius's beatification process as well as to many documents from Pacelli's nunciature which had just been opened under the seventy-five year rule by the Vatican State Secretary archives. Cornwell concluded, "Pacelli's failure to respond to the enormity of the Holocaust was more than a personal failure, it was a failure of the papal office itself and the prevailing culture of Catholicism."


          Cornwell's work has received much praise and criticism. Much praise of Cornwell centered around his statement that he was a practising Catholic who had attempted to absolve Pius with his work. Works such as Susan Zuccotti's Under His Very Windows: The Vatican and the Holocaust in Italy (2000) and Michael Phayer's The Catholic Church and the Holocaust, 19301965 (2000) are critical of both Cornwell and Pius XII.


          Cornwell's scholarship has been criticized. For example, Kenneth L. Woodward stated in his review in Newsweek that "errors of fact and ignorance of context appear on almost every page." Cornwell himself gives a more ambiguous assessment of Pius' conduct in a 2004 interview where he states that "Pius XII had so little scope of action that it is impossible to judge the motives for his silence during the war". Most recently, Rabbi David Dalin's The Myth of Hitler's Pope argues that critics of Pius are liberal Catholics and ex-Catholics who "exploit the tragedy of the Jewish people during the Holocaust to foster their own political agenda of forcing changes on the Catholic Church today" and that Pius XII was actually responsible for saving the lives of many thousands of Jews..


          


          ICJHC


          In 1999, in an attempt to address some of this controversy, the Vatican appointed the International Catholic-Jewish Historical Commission (ICJHC), a group composed of three Jewish and three Catholic scholars to investigate the role of the Church during the Holocaust. In 2001, the ICJHC issued its preliminary finding, raising a number of questions about the way the Vatican dealt with the Holocaust, titled " The Vatican and the Holocaust: A Preliminary Report."


          The Commission discovered documents making it clear that Pius was aware of widespread anti-Jewish persecution in 1941 and 1942, and they suspected that the Church may have been influenced in not helping Jewish immigration by the nuncio of Chile and the Papal representative to Bolivia, who complained about the "invasion of the Jews" to their countries, where they engaged in "dishonest dealings, violence, immorality, and even disrespect for religion."


          The ICJHC raised a list of 47 questions about the way the Church dealt with the Holocaust, requested documents that had not been publicly released in order to continue their work, and, not receiving permission, they disbanded in July of 2001, having never issued a final report. Unsatisfied with the findings, Dr. Michael Marrus, one of the three Jewish members of the Commission, said the commission "ran up against a brick wall.... It would have been really helpful to have had support from the Holy See on this issue."
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          Popeye the Sailor is a fictional hero famous for appearing in comic strips and animated films as well as numerous TV shows. He was created by Elzie Crisler Segar, and first appeared in the daily King Features comic strip Thimble Theatre on January 17, 1929.


          Although Segar's Thimble Theatre strip, first published on December 19, 1919, was in its tenth year when Popeye made his debut, the sailor quickly became the main focus of the strip and Thimble Theatre became one of King Features' most popular strips during the 1930s. Thimble Theatre was carried on after Segar's death in 1938 by several writers and artists, including Segar's assistant Bud Sagendorf. The strip, now titled Popeye, continues to appear in first-run installments in Sunday papers, written and drawn by Hy Eisman.


          In 1933, Max and Dave Fleischer's Fleischer Studios adapted the Thimble Theatre characters into a series of Popeye the Sailor theatrical cartoon shorts for Paramount Pictures. These cartoons proved to be among the most popular of the 1930s, and the Fleischersand later Paramount's own Famous Studioscontinued production through 1957.


          Since then, Popeye has appeared in comic books, television cartoons, a 1980 live-action film ( Popeye, directed by Robert Altman), arcade and video games, and hundreds of advertisements and peripheral products.


          


          Fictional character biography


          In most appearances (except during the World War II era), Popeye is a middle-aged independent sailor (or "sailor man," as he puts it) with a unique way of speaking, muscular forearms with two (sometimes one) anchor tattoos, thinning red hair, and an ever-present corncob pipe (which he toots like a steamship's whistle at times). Despite some mistaken characterizations over the years, Popeye is generally depicted as having only one blue eye, his left. In at least one Fleischer cartoon, Bluto refers to Popeye as a "one-eyed runt." It has never been revealed specifically how Popeye lost his right eye, though he claims it was in "the mos' arful battle" of his life. Later versions of the character had both eyes, with one of them merely being squinty, or "squinky" as he put it.


          Popeye's strange, comic, and often supernatural adventures take him all over the world, and place him in conflict with enemies such as the Sea Hag and Bluto. His main base of operations is the fictional town of Sweet Haven. Popeye's father is the degenerate Poopdeck Pappy, who does not share his son's moral righteousness and is represented as having abandoned Popeye in some sources. Popeye's sweetheart (and in some sources, wife) for over 77 years has been Olive Oyl, although the two characters often bickered, especially at the beginning of Popeye's appearances. Popeye is the adoptive father of Swee'Pea, an infant foundling left on his doorstep. (Sweet Pea is a term of affection used by Popeye; in the cartoon We Aim to Please, he addressed Olive Oyl as "Sweet Pea" at one point.)


          In addition to a gravelly voice and a casual attitude towards grammar, Popeye is known for having an apparent speech impediment (a common character-distinguishing device in early cartoons), which either comes naturally or is caused by the ever-present pipe in his mouth. Among other things, he has problems enunciating a trailing "t"; thus, "fist" becomes "fisk" (as sung in his theme song, which makes it conveniently rhyme with "risk") and "infant" becomes "infink." This speech impediment even found its way into some of the titles of the cartoons.


          Popeye is depicted as having superhuman strength, though the nature of his strength changes depending on which medium he is represented in. Originally, the comic-strip Popeye gained his strength and invulnerability in 1929 by rubbing the head of the rare Whiffle Hen. He later said he was strong because he ate spinach. From early 1932 onward in the comic strip and especially the cartoons Popeye was depicted as eating spinach to become stronger. The animated shorts depicted Popeye as ridiculously strong, but liable to be pummeled by the much larger Bluto. When fed up with this treatmentor when exhausted for whatever reasonhe would eat spinach, which would instantly restore and amplify his strength to an even greater level. (At normal strength, Popeye appears capable of lifting or pressing approximately 4,000lb (1,800kg); when invigorated by spinach, he can lift or press about 36 tons.)


          Other differences in Popeye's story and characterization show up depending upon which medium he is presented in. While Swee'Pea is definitively the adopted child of Popeye in the comic strips, he is often depicted as being related to Olive Oyl in cartoons. The cartoons also occasionally feature family members of Popeye that have never appeared in the strip, notably his look-alike nephews Peepeye, Pupeye, Pipeye, and Poopeye.


          


          Thimble Theatre and Popeye comic strips


          


          Thimble Theatre was created by King Features Syndicate comic writer/artist E.C. Segar, and was his third published strip. The strip first appeared in the New York Journal, a newspaper operated by King Features owner William Randolph Hearst, on December 19, 1919 before later expanding into more papers. In its early years, the strip featured characters acting out various stories and scenarios in theatrical style (hence the strip's name).


          Thimble Theatre's first main characters/actors were the thin Olive Oyl and her boyfriend, Harold Hamgravy. After the strip moved away from its initial focus, it settled into a comedy-adventure style featuring Olive, Ham Gravy, and Olive's enterprising brother, Castor Oyl. Olive's parents, Cole and Nana Oyl, also made frequent appearances.


          Popeye first appeared in the strip on January 17, 1929 as a minor character. He was initially hired by Castor Oyl and Ham to crew a ship for a voyage to Dice Island, the location of a casino owned by the crooked gambler Fadewell. Castor intended to break the bank at the casino using the unbeatable good luck conferred by stroking the hairs on the head of Bernice the Whiffle Hen. Weeks later, on the trip back, Popeye was shot many times by a stooge of Fadewell's but survived by rubbing Bernice's head.


          The Popeye character became so popular that he was given a larger role, and the strip was expanded into many more newspapers as a result. Though initial strips presented Olive Oyl as being less than impressed with Popeye, she eventually left Ham Gravy to become Popeye's girlfriend. Over the years, however, she has often displayed a fickle attitude towards the sailor. Castor Oyl continued to come up with get-rich-quick schemes and enlisted Popeye in his misadventures.


          In 1933, Popeye received a foundling baby in the mail, whom he adopted and named " Swee'Pea." Other regular characters in the strip were J. Wellington Wimpy, a hamburger-loving moocher who would "gladly pay you Tuesday for a hamburger today" (he was also soft-spoken and cowardly, hence his name); George W. Geezil, a local cobbler who spoke in a heavily affected accent and habitually attempted to murder or wish death upon Wimpy; and Eugene the Jeep, a yellow, vaguely dog-like animal from Africa with magical powers. In addition, the strip featured the Sea Hag, a terrible pirate, as well as the last witch on earth; and Alice the Goon, a monstrous creature who entered the strip as the Sea Hag's henchman and continued as Swee'pea's baby sitter.


          Segar's strip was quite different from the cartoons that followed. The stories were more complex, with many characters who never appeared in the cartoons (King Blozo, for example). Spinach usage was rare and Bluto made only one appearance. Segar would sign some of his early Popeye comic strips with a cigar, due to his last name being a homonym of "cigar" (pronounced SEE-gar).


          Thimble Theatre soon became one of King Features' most popular strips during the 1930s and, following an eventual name change to Popeye in the 1970s, remains one of the longest running strips in syndication today. The strip carried on after Segar's death in 1938, at which point he was replaced by a series of artists. In the 1950s, a spinoff strip was established, called Popeye the Sailorman. Acknowledging Popeye's growing popularity, the Thimble Theatre strip was re-named Thimble Theatre Starring Popeye during the 1960s and 1970s, and was eventually retitled, simply, Popeye, the name under which the strip continues to run.


          


          Artists after Segar


          After Segar's death in 1938, many different artists were hired to draw the strip. Tom Sims, the son of a Coosa River channel-boat captain, continued writing Thimble Theatre strips and established the Popeye the Sailorman spin-off. Doc Winner and Bela Zaboly, successively, handled the artwork during Sims's run. Eventually, Ralph Stein took over the writing, and wrote the comic strip until the series was taken over by Bud Sagendorf in 1958.


          Sagendorf wrote and drew the daily strip until 1986, and continued to write and draw the Sunday strip until his death in 1994. Sagendorf, who had been Segar's assistant, made a definite effort to retain much of Segar's classic style, although his art is instantly discernable. Sagendorf continued to use many obscure characters from the Segar years, especially O.G. Wotasnozzle and King Blozo. Sagendorf's new characters, such as the Thung, also had a very Segar-like quality. What set Sagendorf apart from Segar more than anything else was his sense of pacing. Where plotlines moved very quickly with Segar, it would sometimes take an entire week of Sagendorf's daily strips for the plot to be advanced even a small amount.


          From 1986 to 1992, the daily strip was written and drawn by Bobby London, who, after some controversy, was fired from the strip for a story that could be taken to satirize abortion . London's strips put Popeye and his friends in updated situations, but kept the spirit of Segar's original. One classic storyline, titled "The Return of Bluto," showed the sailor battling every version of the bearded bully from the comic strip, comic books, and animated films. The Sunday edition of the comic strip is currently drawn by Hy Eisman, who took over in 1994. The daily strip began featuring reruns of Sagendorf's strips after London was fired, and continues to do so today.


          


          Theatrical cartoons


          In November 1932, King Features signed an agreement with Fleischer Studios, run by producer Max Fleischer and his brother, director Dave Fleischer, to have Popeye and the other Thimble Theatre characters begin appearing in a series of animated cartoons. The first cartoon in the series would be released in 1933, and Popeye cartoons, released by Paramount Pictures, would remain a staple of Paramount's release schedule for over 20 years.


          The plot lines in the animated cartoons tended to be simpler than those presented in the comic strips, and the characters slightly different. A villain, usually Bluto, made a move on Popeye's "sweetie," Olive Oyl. The bad guy then clobbered Popeye until Popeye ate spinach, giving him superhuman strength. Thus empowered, the sailor made short work of the villain.


          The animated Popeye shorts were the first stories to suggest that Popeye's enormous strength came from a love of spinach; in the Thimble Theatre strips, Popeye was depicted as disliking the vegetable, a theme later picked up in the Robert Altman Popeye film. The 1954 Popeye cartoon Greek Mirthology depicts the fictional origin of spinach consumption in Popeye's family. Popeye's Greek ancestor, Hercules, originally sniffed garlic to gain his supernatural powers. When the evil Brutus removes the scent of the garlic using chlorophyll (an obvious incongruity), Hercules ends up getting punched into a spinach field, and, upon eating the leafy green substance, finds it empowers him many times more than garlic.


          Many of the Thimble Theatre characters, including Wimpy, Poopdeck Pappy, and Eugene the Jeep, eventually made appearances in the Paramount cartoons, though appearances by Olive Oyl's extended family and Ham Gravy were notably absent. Popeye was also given more family exclusive to the shorts, specifically his look-alike nephews Pipeye, Pupeye, Poopeye, and Peepeye.


          


          Fleischer Studios
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          Popeye made his film debut in Popeye the Sailor, a 1933 Betty Boop cartoon (Betty only makes a brief appearance, repeating her hula dance from Betty Boop's Bamboo Isle). It was for this short that Sammy Lerner's famous "I'm Popeye the Sailor Man" song was written. I Yam What I Yam became the first entry in the regular Popeye the Sailor series.


          Songwriter Sammy Lerner's theme song, "I'm Popeye the Sailor Man", composed for the first Popeye cartoon, became forever associated with the sailor. As one cartoon historian has observed, the song itself was inspired by the first two lines of the "Pirate King" song in Gilbert and Sullivan's operetta, The Pirates of Penzance: "For I am a Pirate King! (Hoorah for the Pirate King!)" The tune behind those two lines is identical to the "Popeye" song except for the high note on the first "King."


          For the first few cartoons, the opening-credits music consisted of an instrumental of " The Sailor's Hornpipe," followed by a vocal variation on "Strike Up the Band (Here Comes a Sailor)," substituting the words "for Popeye the Sailor" in the latter phrase. As Betty Boop would gradually decline in quality as a result of the Hays Code being enforced in 1934, Popeye would become the studio's star character by 1936.


          The character of Popeye was originally voiced by William "Billy" Costello, also known as "Red Pepper Sam." When Costello's behaviour became a problem, he was replaced by former In-betweener animator Jack Mercer, beginning with King of the Mardi Gras in 1935. Both actors performed Popeye's gravelly voice in a similar style. Olive Oyl was voiced by a number of actresses, the most notable of which was Mae Questel, who also voiced Betty Boop. Questel eventually took over the part completely until 1938. Gus Wickie voiced Bluto during the series' first five years of production until his death in 1938, his last work as the "Chief" in Big Chief Ugh-A-Mug-Ugh.
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          Thanks to the film series, Popeye became even more of a sensation than he had in comic strips. During the mid-1930s, polls taken by theatre owners proved Popeye more popular than Mickey Mouse. In 1935, as Popeye was able to surpass Mickey Mouse in popularity, Paramount added to Popeye's popularity by sponsoring the "Popeye Club" as part of their Saturday matine program, in competition of Mickey Mouse Clubs too. Popeye cartoons, including a sing-a-long special entitled Let's Sing With Popeye, were a regular part of the weekly meetings. For a 10-cent membership fee, club members were given a Popeye kazoo, a membership card, the chance to become elected as the Club's "Popeye" or "Olive Oyl," and opportunities to win other valuable gifts.


          The Popeye series, like other cartoons produced by the Fleischers, was noted for its urban feel (the Fleischers operated out of New York City), its manageable variations on a simple theme (Popeye loses Olive to bully Bluto and must eat his spinach and defeat him), and the characters' "under-the-breath" mutterings. The voices for Fleischer cartoons produced during the early and mid-1930s were recorded after the animation was completed. The actors, Mercer in particular, would therefore improvise lines that were not on the storyboards or prepared for the lip-sync. Even after the Fleischers began pre-recording dialog for lip-sync in the late-1930s, Mercer and the other voice actors would record ad-libbed lines while watching a finished copy of the cartoon. Fleischer Studios produced 108 Popeye cartoons, 105 of them in black and white. The remaining three were two-reel (double-length) Technicolor adaptations of stories from the Arabian Nights billed as "Popeye Colour Features": Popeye the Sailor Meets Sindbad the Sailor (1936), Popeye the Sailor Meets Ali Baba's Forty Thieves (1937), and Aladdin and His Wonderful Lamp (1939).


          The Fleischers moved their studio to Miami, Florida in September 1938 in order to weaken union control and take advantage of tax breaks. The Popeye series continued production, although a marked change was seen in the Florida-produced shorts: they were brighter and less detailed in their artwork, with attempts to bring the character animation closer to a Disney style. Mae Questel, having just started a family, refused to move to Florida, and Margie Hines, the wife of Jack Mercer, voiced Olive Oyl through the end of 1943. Several voice actors, among them Pinto Colvig (better known as the voice of Disney's Goofy), succeeded Gus Wickie as the voice of Bluto between 1938 and 1943.


          In 1941, with World War II becoming more of a source of concern in America, Popeye was enlisted into the U.S. Navy, as depicted in the 1941 short The Mighty Navy. His costume was changed from the black shirt and white neckerchief to an official white Navy suit, which Popeye continued to wear in animated cartoons until the 1960s. Popeye periodically appeared in his original costume when at home on shore leave, as in the 1942 entry Pip-Eye, Pup-Eye, Poop-Eye, An' Peep-Eye, which introduced his four identical nephews.


          


          Famous Studios


          In May 1941, Paramount Pictures assumed ownership of Fleischer Studios, which had borrowed heavily from Paramount in order to move to Florida and expand into features ( Gulliver's Travels and Mister Bug Goes to Town). By the end of the year, Dave Fleischer, who was no longer on speaking terms with his brother, had moved to California to head Columbia's Screen Gems animation studio. Paramount fired the Fleischers and began re-organizing the studio, which they renamed Famous Studios.


          Appointing Sam Buchwald, Seymour Kneitel, Isadore Sparber, and Dan Gordon as Famous' heads, production continued on the Popeye shorts. The early Famous-era shorts were often World War II-themed, featuring Popeye fighting Nazis and Japanese soldiers.


          In late 1943, the Popeye series was moved to all- Technicolor production, beginning with Her Honour the Mare. Paramount had begun moving the studio back to New York earlier that year, and Mae Questel re-assumed voice duties for Olive Oyl. Jack Mercer was drafted into the Navy during World War II, and scripts were stockpiled for Mercer to record whenever he was on leave. When Mercer was unavailable, Questel stood in as the voice of Popeye in addition to her role as Olive Oyl. New voice cast member Jackson Beck began voicing Bluto when the series went to colour: he, Mercer, and Questel would continue to voice their respective characters into the 1960s. Over time, the Technicolor Famous shorts began to adhere even closer to the standard Popeye formula, and softened, rounder character designs - including an Olive Oyl design which gave the character high heels and an updated hairstyle - were evident by 1948.


          


          Theatrical Popeye cartoons on television


          Famous/Paramount continued producing the Popeye series until 1957, with Spooky Swabs being the last of the 125 Famous shorts in the series. Paramount then sold the Popeye film catalog to Associated Artists Productions (AAP). AAP was bought out by United Artists in 1958 and later merged with Metro-Goldwyn-Mayer, which was itself purchased by Turner Entertainment in 1986. Turner sold off the production end of MGM/UA in 1988, but retained the film catalog, giving it the rights to the theatrical Popeye library.


          The black-and-white Popeye shorts were shipped to South Korea in 1985, where artists retraced them into colour. The process made the shorts more marketable in the modern television era, but prevented the viewers from seeing the original Fleischer pen-and-ink work, and slowed down the pace of the drawings, as well as the three-dimensional backgrounds created by Fleischer's "Stereoptical" process. These colorized shorts began airing on Superstation WTBS in 1986 during their Tom & Jerry and Friends 90-minute weekday morning and hour long weekday afternoon shows. The retraced shorts were syndicated in 1987 on a barter basis, and remained available until the early 1990s. Turner merged with Time Warner in 1996, and Warner Bros. (through its Turner subsidiary) therefore currently controls the rights to the Popeye shorts.
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          For many decades, viewers could only see a majority of the classic Popeye cartoons with altered opening and closing credits. AAP had, for the most part, replaced the original Paramount logos with their own. In 2001, the Cartoon Network, under the supervision of animation historian Jerry Beck, created a new incarnation of The Popeye Show. The show aired the Fleischer and Famous Studios Popeye shorts in versions approximating their original theatrical releases by editing copies of the original opening and closing credits (taken or recreated from various sources) onto the beginnings and ends of each cartoon, or in some cases, in their complete, uncut original theatrical versions direct from such prints that originally contained the front-and-end Paramount credits.


          The series, which aired 135 Popeye shorts over forty-five episodes, also featured segments offering trivia about the characters, voice actors, and animators. The program aired without interruption until March 2004. The Popeye Show continued to air on Cartoon Network's spin-off network Boomerang . The restored Popeye Show versions of the shorts are sometimes seen at revival film houses for occasional festival screenings.


          


          Home video


          MGM/UA Home Video had planned a VHS and Beta release of the Fleischer and Famous Studios cartoons in 1983. However, UA was informed by King Features Syndicate that only King Features had the legal right to release Popeye cartoons on video. United Artists did not challenge King Features' claim, and the release was canceled. While King Features owns the rights to the Popeye characters, and licensed the characters to appear in the Fleischer/Famous cartoons, King Features does not have any ownership in the films themselves.


          A clause in the original contract between Paramount Pictures and King Features stated that after ten years, the prints and negatives of the Popeye cartoons were to be destroyed, a clause the syndicate had for all of its licensed properties. The clause was never enforced for Popeye.


          While most of the Paramount Popeye catalog remained unavailable on video, a handful of Popeye cartoons from the 1930s through the 1950s had fallen into public domain and were made available on numerous low budget VHS tapes and later DVDs. Among these cartoons are a handful of the Fleischer black and whites, several 1950s Famous shorts, and all three Popeye Colour Specials. When Turner Entertainment acquired the cartoons in 1986, a long and laborious legal struggle with King Features kept the majority of the original Popeye shorts from official video releases for more than twenty years. King Features instead opted to release a DVD boxed set of the 1960s made-for-television Popeye cartoons, which it retained the rights to, in 2004.


          In 2006, Warner Bros. reached an agreement with King Features Syndicate and its parent company Hearst Corporation. Warner Home Video announced it would release all of the Popeye cartoons produced for theatrical release between 1933 and 1957 on DVD, restored and uncut. The studio also plans to release DVD sets of the Popeye cartoons made for television in the 1960s, 1970s, and 1980s, the rights to which are controlled by Hearst Entertainment . This is similar in most respects to the Looney Tunes Golden Collection DVD sets also released by Warner, except the Popeye shorts will be released in chronological order.


          The first of Warner's Popeye DVD sets, covering the cartoons released from 1933 until early 1938, was released on July 31, 2007. Popeye the Sailor: 1933-1938, Volume 1, a four-disc collectors edition DVD, contains the first 60 Fleischer Popeye cartoons, including the colour specials Popeye the Sailor Meets Sindbad the Sailor and Popeye the Sailor Meets Ali Babas Forty Thieves. Restoration timelines caused Warners to re-imagine the Popeye DVD sets as a series of two-disc sets. A second volume of Popeye cartoons from Warner Home Video, Popeye the Sailor: 1938-1940, Volume 2 is scheduled for release on June 17, 2008. It will include the final colour Popeye special Aladdin and his Wonderful Lamp. Warner is also planning to release on June 17 a single DVD featuring eight colour made for TV Popeye cartoons made for the 1978 series The All-New Popeye Hour produced by Hanna-Barbera Productions (whose library is largely owned by WB). This collection is titled Popeye & Friends, Volume One.


          


          Original television cartoons


          In 1960, King Features Syndicate commissioned a new series of Popeye cartoons, but this time for television syndication. Al Brodax served as executive producer of the cartoons for King Features. Jack Mercer, Mae Questel, and Jackson Beck returned for this series, which was produced by a number of companies, including Jack Kinney Productions, Rembrandt Films, Larry Harmon Productions and Paramount Cartoon Studios (formerly Famous Studios). The artwork was streamlined and simplified for the television budgets, and 220 cartoons were produced in only two years, with the first set of them premiering in the autumn of 1960, and the last of them debuting during the 1961-1962 television season. Since King Features had exclusive rights to these Popeye cartoons, about half of them were released on DVD as a 75th anniversary Popeye boxed set in 2004.


          For these cartoons, Bluto's name was changed to "Brutus," as King Features believed at the time that Paramount owned the rights to the name "Bluto." Many of the cartoons made by Paramount used plots and storylines taken directly from the comic strip sequences-as well as characters like King Blozo and the Sea Hag. The 1960s cartoons have been issued on both VHS and DVD.


          On September 9, 1978, The All-New Popeye Hour debuted on the CBS Saturday morning lineup. It was an hour-long animated series produced by Hanna-Barbera Productions, which tried its best to retain the style of the original comic strip (Popeye returned to his original costume and Brutus to his original name of Bluto), while complying with the prevailing content restrictions on violence. In addition to providing many of the cartoon scripts, Jack Mercer continued to voice Popeye, while Marilyn Schreffler and Allan Melvin became the new voices of Olive Oyl and Bluto, respectively. (Mae Questel actually auditioned for Hanna-Barbera to recreate Olive Oyl, but was rejected in favour of Schreffler.) The All-New Popeye Hour ran on CBS until September 1981, when it was cut to a half-hour and retitled The Popeye and Olive Show. It was removed from the CBS lineup in September 1983, the year before Jack Mercer's death. These cartoons have also been released on VHS and DVD. During the time these cartoons were in production, CBS aired The Popeye Valentine's Day Special - Sweethearts at Sea on February 14 ( St. Valentine's Day, of course), 1979. In the UK, the BBC aired a half-hour version of The All-New Popeye Show, from the early-1980s to 2004.


          Popeye briefly returned to CBS in 1987 for Popeye and Son, another Hanna-Barbera series, which featured Popeye and Olive as a married couple with a son named Popeye Jr., who hates but respects spinach. Maurice LaMarche performed Popeye's voice; Jack Mercer had died in 1984. The show lasted for one season.


          


          In 2004, Lions Gate Entertainment produced a computer-animated television special, Popeye's Voyage: The Quest for Pappy, which was made to coincide with the 75th anniversary of Popeye. Billy West performed the voice of Popeye; after the first day of recording, his throat was so sore he had to return to his hotel room and drink honey. The uncut version was released on DVD on November 9, 2004; and was aired in a re-edited version on FOX on December 17, 2004 and again on December 30, 2005. Its style was influenced by the 1930s Fleischer cartoons, and featured Swee' Pea, Wimpy, Bluto (who is Popeye's friend in this version), Olive Oyl, Poopdeck Pappy, and The Sea Hag as its characters. On November 6, 2007, Lionsgate Entertainment will re-release Popeyes Voyage on DVD with redesigned cover art.


          Popeye has made brief parody appearances in modern animated productions, including The SpongeBob SquarePants Movie (2004), and the TV shows Drawn Together, Robot Chicken, South Park, The Simpsons (in the episode " Jaws Wired Shut," for instance), and Family Guy. Popeye imitations are a frequent element of comedian Dave Coulier's routines, and were performed often during his co-starring role on the ABC sitcom Full House.


          Cultural origins and impact


          One historian believes Popeye was inspired from Frank "Rocky" Fiegel , a man who was handy with his fists during Segar's youth in Chester, Illinois. Fiegel was born on January 27, 1868. He lived as a bachelor his entire life and never got married. It was said that later Segar sent checks to Fiegel in the 1930s. Fiegel died on March 24, 1947 at the age of 79.


          Culturally, , many consider Popeye a precursor to the superheroes who would eventually come to dominate the world of comic books. Some observers of popular culture point out that the fundamental character of Popeye, paralleling that of another 1930s icon, Superman, is very close to the traditional view of how the U.S. sees itself as a nation: possessing uncompromising moral standards and resorting to force when threatened, or when he "can't stands no more" bad behaviour from an antagonist. This theory is directly reinforced in certain cartoons, when Popeye defeats his foe while a US patriotic song, usually either " Stars and Stripes Forever," " Yankee Doodle," or " Columbia, Gem of the Ocean," plays on the soundtrack. One of Popeye's catchphrases is "I yam what I yam, and that's all that I yam," which may be seen as an expression of individualism.


          Such has been Popeye's cultural impact that the medical profession sometimes refers to the biceps bulge symptomatic of a tendon rupture as the "Popeye muscle." . Note, however, that under normal (non-spinach-influenced) conditions, Popeye has pronounced muscles of the forearm, not of the biceps.


          At the end of his song "Kansas City Star," Roger Miller's character of a local TV kids show announcer says, "Stay tuned, we'll have a Popeye cartoon in just a minute."


          The 1988 film Who Framed Roger Rabbit featured many classic cartoon characters, and the absence of Popeye (due to rights issues) was noted by some critics.


          Most prominently, Popeye has been associated with the vegetable spinach, and is credited by many with popularizing the vegetable among children.


          


          Spinach


          Early references to spinach in the Fleischer cartoons and subsequently in further stories of Popeye are attributed to the publication of a study which, because of a misprint, attributed to spinach ten times its actual iron content. The error was discovered in the 1930s but not widely publicized until T.J. Hamblin wrote about it in the British Medical Journal in 1981.


          The popularity of the Popeye helped boost sales of the leafy vegetable and the spinach-growing community of Crystal City, Texas erected a statue of the character in gratitude. There is another Popeye statue in Segar's hometown, Chester, Illinois, and a third in Alma, Arkansas, which claims to be "The Spinach Capital of the World," and is home to Allen Canning which markets Popeye-branded canned spinach. There is yet another statue of Popeye at Universal Orlando Resort in the Islands of Adventure theme park, which has Popeye-themed rides.


          In addition to Allen Canning's Popeye spinach, Popeye Fresh Foods markets bagged, fresh spinach with Popeye characters on the package.


          In 2006, when spinach contaminated with E. coli was accidentally sold to the public, many editorial cartoonists lampooned the affair by featuring Popeye in their cartoons.


          


          Word coinages


          The strip is also responsible for popularizing, although not inventing, the word ' goon' (meaning a thug or lackey); goons in Popeye's world were large humanoids with indistinctly drawn faces that were particularly known for being used as muscle and slave labor by Popeye's nemesis the Sea Hag. One particular goon, the aforementioned female named Alice, was an occasional recurring character in the animated shorts, but was usually a fairly nice character.


          It is believed by some that the name " Jeep" was also coined in the strip, though some debate a connection between the comic strip character Eugene the Jeep and the automobiles that share its name.


          


          Deficient English in Popeye


          In the 1980s, Popeye was banned in Singapore from local TV stations because the cartoon series promoted wrong or distorted usage of English grammar.


          Although educators in Singapore saw nothing wrong with the series, the improper use of English used by Popeye in his dialogue would encourage young children to imitate its language. Among the kind of fractured English that Singaporean educators pointed out from Popeye was the use of "me" instead of "my" to describe his ownership of an object. Popeye also tends to mutter under his breath more or less continuously, for instance while walking along the street, observing the various places of business, merchants, and passersby.


          


          Events and honours


          The Popeye Picnic is held every year in Chester, Illinois on the weekend after Labor Day. Popeye fans attend from across the globe, including a visit by a film crew from South Korea in 2004. The one-eyed sailor's hometown pulls out all of the stops to entertain devotees of all ages.


          In honour of Popeyes 75th anniversary, the Empire State Building illuminated its world-famous tower lights green the weekend of January 1618, 2004 as a tribute to the icons enormous love of spinach. This special lighting marked the only time the Empire State Building ever celebrated the anniversary/birthday of a comic strip character.


          


          Reprints


          
            	Popeye the Sailor, Nostalgia Press, 1971, reprints three daily stories from 1936.


            	Thimble Theatre, Hyperion Press, 1977, ISBN 0-88355-663-4, reprints daily from September 10, 1928 missing 11 dailies which are included in the Fantagraphics reprints.


            	Popeye, the First Fifty Years by Bud Sagendorf, Workman Publishing, 1979 ISBN 0-89480-066-3, the only Popeye reprint in full colour.


            	The Complete E. C. Segar Popeye, Fantagraphics, 1980s, reprints all Segar Sundays featuring Popeye in 4 volumes, all Segar dailies featuring Popeye in 7 volumes, missing 4 dailies which are included in the Hyperion reprint, November 20  November 22, 1928 August 22, 1929.


            	Popeye. The 60th Anniversary Collection, Hawk Books Limited, 1989, ISBN 0-948248-86-6 featuring reprints a selection of strips and stories from the first newspaper strip in 1929 onwards, along with articles on Popeye in comics, books, collectables, etc.


            	E. C. Segar's Popeye, Fantagraphic Books, 2000s, reprints all Segar Sundays and dailies featuring Popeye in 6 volumes. Vol. 1 "I Yam What I Yam," covered 1928-1930. Vol. 2 "Well Blow Me Down!" covers 1930-32.

          


          


          Thimble Theatre/Popeye characters
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          Characters originating in the comic strips


          
            	Olive Oyl


            	Castor Oyl (Olive Oyl's brother)


            	Cole Oyl (Olive Oyl's father)


            	Nana Oyl (Olive Oyl's mother)


            	Ham Gravy (full name Harold Hamgravy, Olive Oyl's original boyfriend)


            	Popeye the Sailor


            	The Sea Hag


            	The Sea Hag's vultures, specifically Bernard


            	J. Wellington Wimpy


            	George W. Geezil (the local cobbler who hates Wimpy)


            	Rough House (a cook who runs a local restaurant, The Rough House)


            	Swee'Pea (Popeye's adopted baby son in the comics, Olive's cousin in the cartoons)


            	King Blozo


            	Toar


            	Bluto/Brutus


            	Goons, specifically Alice the Goon


            	Poopdeck Pappy (Popeye's 99-year-old long-lost father; also a sailor)


            	Eugene the Jeep


            	Bill Barnacle (a fellow sailor)


            	Oscar


            	Dufus (the son of a family friend)


            	Granny (Popeye's grandmother and Poopdeck's mother)


            	Bernice (The "Whiffle Bird" in 1960s King Features TV shorts)


            	O. G. Watasnozzle

          


          


          Characters originating in the cartoons


          
            	Pipeye, Pupeye, Poopeye, Peepeye (Popeye's identical nephews)


            	Shorty (Popeye's shipmate in three World War II era Famous studios shorts)


            	Diesel Oyl (Olive's identical niece, a conceited brat who appears in three of the 1960s King Features shorts)


            	Popeye, Jr. (son of Popeye and Olive Oyl, exclusive of the series Popeye and Son)

          


          


          Filmography


          


          Theatrical cartoons


          234 Popeye the Sailor cartoons were produced for theatrical release by Paramount Pictures between 1933 and 1957.


          
            	List of Popeye the Sailor theatrical cartoons (Fleischer Studios)


            	List of Popeye the Sailor theatrical cartoons (Famous Studios)

          


          


          Television cartoons


          
            	Popeye the Sailor (1960  1962; produced by Jack Kinney Productions, Rembrandt Films, Larry Harmon Pictures, TV Ads, and Paramount Cartoon Studios for King Features Syndicate)


            	The All-New Popeye Hour (1978  1981, CBS; produced by Hanna-Barbera Productions)


            	The Popeye and Olive Show (1981  1983), CBS; produced by Hanna-Barbera Productions)


            	Popeye and Son (1987  1988, CBS; produced by Hanna-Barbera Productions)

          


          


          Television specials and feature-length films


          
            	The Popeye Valentine's Day Special - Sweethearts at Sea (1979, produced by Hanna-Barbera Productions)


            	Popeye (1980 live-action film, produced by Paramount Pictures and Walt Disney Pictures, directed by Robert Altman)


            	Popeye's Voyage: The Quest for Pappy (2004 telefilm, produced by Mainframe Entertainment for Lions Gate Entertainment and King Features)

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Popeye"
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              	Pop Idol
            


            
              	[image: Pop Idol logo]
            


            
              	Format

              	Talent show
            


            
              	Presented by

              	Ant & Dec
            


            
              	Starring

              	Judges:

              Simon Cowell,

              Pete Waterman,

              Nicki Chapman,

              Neil Fox
            


            
              	Countryoforigin

              	[image: Flag of the United Kingdom]United Kingdom
            


            
              	No. of series

              	2
            


            
              	Broadcast
            


            
              	Original channel

              	ITV1
            


            
              	Original run

              	October 5, 2001  December 20, 2003
            

          


          Pop Idol is a British television series which debuted on ITV1 on October 5, 2001; the show was a talent contest to decide the best new young popular music singer, or 'pop idol', in the United Kingdom, based on viewer voting and participation.


          The Idol series has become an international franchise; it has spun off many successful shows such as Idol, American Idol, Idols, Canadian Idol, Australian Idol, Idols West Africa, Indian Idol, Indonesian Idol, New Zealand Idol, Philippine Idol, Nouvelle Star , Deutschland sucht den SuperStar, Singapore Idol, Malaysian Idol, Music Idol, dolos Brazil, dolos Portugal, and Super Star.


          


          Series format


          Unusually, the format was created not by TV producers but by music impresario Simon Fuller, in 1998. Having seen the project as initially web based, the reality TV boom of the late '90's led him to take his format and inject elements of the variety talent shows of the 1970s and Popstars.


          One of the UK's top-earning TV format exports, Pop Idol made extensive use of premium-priced viewer interactivity, with viewers voting by telephone, mobile telephone texting, through the " red button" on digital television sets or voting via the official website. The final of the first series of Pop Idol in February 2002 received the highest-ever one-night vote for a UK TV show, making the show one of ITV1's most profitable. The sister show on ITV2, Pop Idol Extra, also made extensive use of mobile phone text messages to raise additional revenue. The first Pop Idol received very high voting figures despite not make use of texting or the 'red button' but only telephone and Internet voting.
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          In the Saturday night primetime show, hopefuls first auditioned before four judges ( Pete Waterman, Simon Cowell, Nicki Chapman and Neil "Dr" Fox). Besides the successful auditioners, the poorest "singers" were often aired due to their obvious lack of talent or presence. Poor singers often faced harsh criticisms from many judges, mainly Simon Cowell (whose controversial rantings also made him famous on American Idol). The judge's reactions often extended from disgust to nearly open laughter over such performances.


          Once auditions wrapped up, judges narrowed down the performers to a final 50, themselves narrowed down in weekly heats to ten (in the second series twelve) finalists by a viewer vote. After that, each contestant performed live. Viewers had several hours following the broadcast of the show to phone in their votes for their favorite contestant. On the night's second episode (live again), the contestant with the fewest votes was sent home. The show was presented by British TV personalities Ant & Dec.


          In the first season, Will Young won, with Gareth Gates coming in second. Michelle McManus won the second season contest. However, after the second season Simon Cowell was contracted to produce the first series of The X Factor for ITV (Cowell's Syco TV owns the rights to The X Factor) and the channel decided to focus on this new show, placing Pop Idol on indefinite hiatus. However, its impact was intense and led 19 Entertainment and Fremantle Media to roll the format out globally, currently with over 50 versions in 110 countries.


          


          Series one


          


          
            
              	Date

              	Bottom Three
            


            
              	15 December

              	Korben

              	Jessica Garlick

              	Laura Doherty
            


            
              	22 December

              	Jessica Garlick (2)

              	Laura Doherty (2)

              	Rosie Ribbons
            


            
              	29 December

              	Aaron Bailey

              	Rosie Ribbons (2)

              	Laura Doherty (3)
            


            
              	

              	

              	
            


            
              	Date

              	Bottom Two
            


            
              	5 January

              	Laura Doherty (4)

              	Rosie Ribbons (3)
            


            
              	12 January

              	Rosie Ribbons (4)

              	Hayley Evetts
            


            
              	19 January

              	Hayley Evetts (2)

              	Darius Danesh
            


            
              	26 January

              	Zoe Birkett

              	Darius Danesh (2)
            


            
              	2 February

              	Darius Danesh (3)

              	

              	
            


            
              	9 February

              	Gareth Gates

              	Will Young

              	
            

          


          


          Series two


          
            
              	Date

              	Bottom Three
            


            
              	25 October

              	Leon McPherson

              	Kirsty Crawford

              	Mark Rhodes
            


            
              	1 November

              	Brian Ormond

              	Marc Dillon

              	Kim Gee
            


            
              	8 November

              	Kim Gee (2)

              	Roxanne Cooper

              	Michelle McManus
            


            
              	

              	

              	
            


            
              	Date

              	Bottom Two
            


            
              	15 November

              	Andy Scott-Lee

              	Susanne Manning
            


            
              	22 November

              	Roxanne Cooper (2)

              	Susanne Manning (2)
            


            
              	29 November

              	Susanne Manning (3)

              	Mark Rhodes (2)
            


            
              	6 December

              	Chris Hide

              	Mark Rhodes (3)
            


            
              	13 December

              	Sam Nixon

              	

              	
            


            
              	20 December

              	Mark Rhodes

              	Michelle McManus

              	
            

          


          


          Relaunch of Pop Idol


          On October 1st 2006, ITV's licence to produce Pop Idol in the UK ran out and its creator Simon Fuller, with co-producers FremantleMedia and 19 Television, began talking to UK broadcasters about reviving the show in a revamped format on a different channel. Sky One and Five have both expressed interest in buying the show.


          


          Related programs


          The Idol format has been launched in dozens of nations worldwide, and there have been many imitations of the program.


          A World Idol international television special was held in December 2003, featuring national first series Idol contest winners competing against each other; viewers worldwide voted Norwegian Idol's Kurt Nilsen "World Idol".


          The similar Popstars format preceded Pop Idol, and was succeeded in Britain by one series of Popstars: The Rivals and three series so far of The X Factor. After Popstars producers threathened legal action, a deal was struck that, among other clauses, does not allow the use of the word "pop" in the title of Pop Idol editions outside of the UK.


          


          Trivia


          
            	During the second season of 'Pop Idol' the American Idol winner Kelly Clarkson made a guest appearance on one of the live finals of the show, performing 'The Trouble With Love Is' from the movie ' Love Actually'. Also at the start of the second season of 'Pop Idol' on the August 9, 2003 episode Many people who auditioned for series one tried out again.
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          Popular culture (also known as pop culture) deemed as what is popular within the social context that of which is most strongly represented by what is perceived to be popularly accepted among society. Otherwise, popular culture is also suggested to be the widespread cultural elements in any given society that are perpetuated through that society's vernacular language or lingua franca. It comprises the daily interactions, needs and desires and cultural 'moments' that make up the everyday lives of the mainstream. It can include any number of practices, including those pertaining to cooking, clothing, consumption, mass media and the many facets of entertainment such as sports and literature. (Compare meme.) Popular culture often contrasts with a more exclusive, even elitist " high culture,", that is, the culture of ruling social groups. The earliest use of "popular" in English was during the fifteenth century in law and politics, meaning "low", "base", "vulgar", and "of the common people" 'til the late eighteenth century by which time it began to mean "widespread" and gain in positive connotation. (Williams 1985)


          Pop culture finds its expression in the mass circulation of items from areas such as fashion, music, sport and film. The world of pop culture has had a particular influence on art from the early 1960s on, through Pop Art. When modern pop culture began during the early 1950s, it made it harder for adults to participate. Today, most adults, their kids and grandchildren "participate" in pop culture directly or indirectly.


          


          Definitions


          The meaning of popular and the meaning of culture are essentially contested concepts and there are multiple competing definitions of popular culture. John Storey, in "Cultural Theory and Popular Culture", discusses six definitions. The quantitative definition, of culture has the problem that much "high" culture (e.g. television dramatisations of Jane Austen) is widely favoured. "Pop culture" can also be defined as the culture that is "left over" when we have decided what " high culture" is. However, many works straddle or cross the boundaries e.g. William Shakespeare, Charles Dickens, Puccini-Verdi-Pavarotti- Nessun Dorma. Storey draws our attention to the forces and relations which sustain this difference such as the educational system.


          A third definition equates pop culture with Mass Culture. This is seen as a commercial culture, mass produced for mass consumption. From a U.K. (and European) point of view, this may be equated to American culture. Alternatively, "pop culture" can be defined as an "authentic" culture of the people, but this can be problematic because there are many ways of defining the "people." Story argues that there is a political dimension to popular culture; neo- Gramscian hegemony theory "... sees popular culture as a site of struggle between the 'resistance' of subordinate groups in society and the forces of 'incorporation' operating in the interests of dominant groups in society." A postmodernism approach to popular culture would "no longer recognise the distinction between high and popular culture'


          Storey emphasises that popular culture emerges from the urbanisation of the industrial revolution, which identifies the term with the usual definitions of 'mass culture'. Studies of Shakespeare (by Weimann, Barber or Bristol, for example) locate much of the characteristic vitality of his drama in its participation in Renaissance popular culture, while contemporary practitioners like Dario Fo and John McGrath use popular culture in its Gramscian sense that includes ancient folk traditions (the commedia dell'arte for example).


          Popular culture changes constantly and occurs uniquely in place and time. It forms currents and eddies, and represents a complex of mutually-interdependent perspectives and values that influence society and its institutions in various ways. For example, certain currents of pop culture may originate from, (or diverge into) a subculture, representing perspectives with which the mainstream popular culture has only limited familiarity. Items of popular culture most typically appeal to a broad spectrum of the public.


          


          Institutional propagation


          The news media mines the work of scientists and scholars and conveys it to the general public, often emphasizing " factoids" that have inherent appeal or the power to amaze. For instance, giant pandas (a species in remote Chinese woodlands) have become well-known items of popular culture; parasitic worms, though of greater practical importance, have not. Both scholarly facts and news stories get modified through popular transmission, often to the point of outright falsehoods.


          Hannah Arendt's 1961 essay 'The Crisis in Culture' suggested that a "market-driven media would lead to the displacement of culture by the dictates of entertainment." Susan Sontag argues that in our culture, the most "...intelligible, persuasive values are [increasingly] drawn from the entertainment industries", which is "undermining of standards of seriousness." As a result, "tepid, the glib, and the senselessly cruel" topics are becoming the norm. Some critics argue that popular culture is dumbing down: "...newspapers that once ran foreign news now feature celebrity gossip, pictures of scantily dressed young ladies...television has replaced high-quality drama with gardening, cookery, and other lifestyle programmes...[and] reality TV and asinine soaps," to the point that people are constantly immersed in trivia about celebrity culture.


          In Rosenberg and White's book Mass Culture, MacDonald argues that " Popular culture is a debased, trivial culture that voids both the deep realities (sex, death, failure, tragedy) and also the simple spontaneous pleasures. . . . The masses, debauched by several generations of this sort of thing, in turn come to demand trivial and comfortable cultural products." Van den Haag argues that "...all mass media in the end alienate people from personal experience and though appearing to offset it, intensify their moral isolation from each other, from reality and from themselves." He argues that mass media then lessens "...people's capacity to experience life itself." ."


          Critics have lamented the ".. replacement of high art and authentic folk culture by tasteless industrialised artefacts produced on a mass scale in order to satisfy the lowest common denominator." This "mass culture emerged after the Second World War and have led to the concentration of mass-culture power in ever larger global media conglomerates." The popular press decreased the amount of news or information that and replaced it with entertainment or titilation that reinforces "... fears, prejudice, scapegoating processes, paranoia, and aggression."


          Critics of television and film have argued that the quality of TV output has been diluted as stations relentlessly pursue "populism and ratings" by focusing on the "glitzy, the superficial, and the popular." In film, "Hollywood culture and values" are increasingly dominating film production in other countries. Hollywood films have changed from focusing on scriptwriting and dialogue to creating formulaic films which emphasize "...shock-value and superficial thrill[s]" and special effects, with themes that focus on the "...basic instincts of aggression, revenge, violence, [and] greed." The plots "...often seem simplistic, a standardised template taken from the shelf, and dialogue is minimal." The "characters are shallow and unconvincing, the dialogue is also simple, unreal, and badly constructed."


          


          Folklore


          Folklore provides a second and very different source of popular culture. In pre-industrial times, mass culture equaled folk culture. This earlier layer of culture still persists today, sometimes in the form of jokes or slang, which spread through the population by word of mouth and via the Internet. By providing a new channel for transmission, cyberspace has renewed the strength of this element of popular culture.


          Although the folkloric element of popular culture engages heavily with the commercial element, the public has its own tastes and it may not embrace every cultural item sold. Moreover, beliefs and opinions about the products of commercial culture (for example: "My favorite character is SpongeBob SquarePants") spread by word-of-mouth, and become modified in the process in the same manner that folklore evolves.


          


          Self-referentiality


          Owing to the pervasive and increasingly interconnected nature of popular culture, especially its intermingling of complementary distribution sources, some cultural anthropologists have identified the use of "popular culture within popular culture" as a distinct phenomenon. Literary and cultural critics have identified this as following the well-recognized but variegated concept of intertextuality.


          One commentator has suggested this "self-referentiality" reflects the advancing encroachment of popular culture into every realm of collective experience. "Instead of referring to the real world, much media output devotes itself to referring to other images, other narratives; self-referentiality is all-embracing, although it is rarely taken account of."


          Many cultural critics have dismissed this as merely a symptom or side-effect of mass consumerism, however alternate explanations and critique have also been offered. One critic asserts that it reflects a fundamental paradox: the increase in technological and cultural sophistication, combined with an increase in superficiality and dehumanization.


          


          Examples from American television


          According to television scholars specializing in quality television, such as Kristin Thompson, self-referentiality in mainstream American television (especially comedy) both reflects and exemplifies the type of progression characterized previously. Thompson argues that shows such as The Simpsons use a "...flurry of cultural references, intentionally inconsistent characterization, and considerable self-reflexivity about television conventions and the status of the programme as a television show." Extreme examples literally approach a kind of thematic infinite regress wherein the distinctions between art and life, commerce and critique, ridicule and homage become intractably blurred.


          Examples include:


          
            	Seinfeld a show premised on the concept that it is a "show about nothing." The main character of the show has the same name as the actor who plays that character. In one episode, the character George mocks this very premise directly by asking "Who will go for that crap?" Such self-derision represents an especially salient and humorous critique considering the relative success of the show.

          


          
            	The Simpsons routinely alludes to mainstream media properties, as well as the commercial content of the show itself. In one episode, Bart complains about the crass commercialism of the Macy's Thanksgiving Day Parade while watching television. When he turns his head away from the television, he is shown floating by as an oversized inflatable balloon. The show also invokes liberal reference to contemporary issues as depicted in the mainstream, and often merges such references with unconventional and even esoteric associations to classical and postmodernist works of literature, entertainment and art.

          


          
            	Teen pop often influencing mainstream media through MTV, Channel V, Disney Channel, and Nickelodeon. It is primarily driven by Hilary Duff, Miley Cyrus, Britney Spears, and other teen pop artists.
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        Popular culture studies


        
          

          Popular culture studies is the academic discipline studying popular culture. It is generally considered as a combination of communication studies and cultural studies.


          Following the social upheavals of the 1960s, popular culture has come to be taken more seriously as a terrain of academic enquiry and has also helped to change the outlooks of more established disciplines. Conceptual barriers between so-called high and low culture have broken down, accompanying an explosion in scholarly interest in popular culture, which encompasses such diverse mediums as comic books, television and the Internet. Revaluation of mass culture in the 1970s and 1980s has revealed significant problems with the traditional view of mass culture as degraded and elite culture as uplifting. Divisions between high and low culture have been increasingly seen as political distinctions rather than defensible aesthetic or intellectual ones (Mukerji & Schudson 1991:1-2).


          


          Traditional theories of popular culture


          


          The theory of mass society


          Mass society formed during the 19th-century industrialization process through the division of labor, the large-scale industrial organization, the concentration of urban populations, the growing centralization of decision making, the development of a complex and international communication system and the growth of mass political movements. The term "mass society", therefore, was introduced by anticapitalist, aristocratic ideologists and used against the values and practices of industrialized society.


          As Alan Swingewood points out in The Myth of Mass Culture (1977:5-8), the aristocratic theory of mass society is to be linked to the moral crisis caused by the weakening of traditional centers of authority such as family and religion. The society predicted by Jos Ortega y Gasset, T. S. Eliot and others would be dominated by philistine masses, without centers or hierarchies of moral or cultural authority. In such a society, art can only survive by cutting its links with the masses, by withdrawing as an asylum for threatened values. Throughout the 20th century, this type of theory has modulated on the opposition between disinterested, pure autonomous art and commercialized mass culture.


          


          The theory of culture industry


          Diametrically opposed to the aristocratic view would be the theory of culture industry developed by Frankfurt School theoreticians such as Theodor W. Adorno, Max Horkheimer and Herbert Marcuse. In their view, the masses are precisely dominated by an all-encompassing culture industry obeying only to the logic of consumer capitalism. Gramsci's concept of hegemony (see: cultural hegemony), that is, the domination of society by a specific group which stays in power by partially taking care of and partially repressing the claims of other groups, does not work here anymore. The principle of hegemony as a goal to achieve for an oppressed social class loses its meaning. The system has taken over; only the state apparatus dominates.


          


          The theory of progressive evolution


          A third view on popular culture, which fits in the liberal-pluralist ideology and is often called "progressive evolutionism", is overtly optimistic. It sees capitalist economy as creating opportunities for every individual to participate in a culture which is fully democratized through mass education, expansion of leisure time and cheap records and paperbacks. As Swingewood points out (1977:22), there is no question of domination here anymore. In this view, popular culture does not threaten high culture, but is an authentic expression of the needs of the people. A third view on popular culture


          


          Contemporary popular culture studies


          If we forget precursors such as Umberto Eco and Roland Barthes for a moment, popular culture studies as we know them today were developed in the late seventies and the eighties. The first influential works were generally politically left-wing and rejected the "aristocratic" view. However, they also criticized the pessimism of the Frankfurt School: contemporary studies on mass culture accept that, apparently, popular culture forms do respond to widespread needs of the public. They also emphasized the capacity of the consumers to resist indoctrination and passive reception. Finally, they avoided any monolithic concept of mass culture. Instead they tried to describe culture as a whole as a complex formation of discourses which indeed correspond to particular interests, and which indeed can be dominated by specific groups, but which also always are dialectically related to their producers and consumers.


          A nice example of this tendency is Andrew Ross's No Respect. Intellectuals and Popular Culture (1989). His chapter on the history of jazz, blues and rock does not present a linear narrative opposing the authentic popular music to the commercial record industry, but shows how popular music in the U.S., from the twenties until today, evolved out of complex interactions between popular, avant-garde and commercial circuits, between lower- and middle-class kids, between blacks and whites.


          


          Traces of the theory of culture industry


          Still the traditional views have a long life (overview based on Clem Robyns, 1991). The theory which has been abandoned most massively is the monolithic, pessimistic view on the culture industry of the Frankfurt School. However, it is still hotly debated. The criticism raised can be summarized in three main arguments. First of all, the culture industry theory has completely abandoned the Marxist dialectic conception of society. Every impulse, according to this view, comes from above. Resistance and contradiction are impossible, and the audience is manipulated into passivity. Alan Swingewood and others emphasize that the Frankfurt theory has to be seen in the light of left-wing frustrations about the failure of proletarian revolutions early this century, and the easy submission of the European nations to fascism.


          A second reproach is that this view may be as elitist as its aristocratic counterpart. Both establish the lonely, autonomous, avant-garde intellectual as the only light in a zombie society. Thus the former Marxists arrive at an uncritical praise of the elitist and antirevolutionary upper-class culture. This brings us to a third argument, already made in the sixties by Umberto Eco (1988). In a state-dominated mass society, the lonely, lucid, intellectual bermensch can only retreat in his ivory tower. The historicity of the contemporary situation is not taken into account, so its internal contradictions are ignored, and thus revolution can only be seen as purely utopian. The culture industry theory, therefore, would lead to passivity and thereby becomes an objective ally of the system it pretends to criticize.


          It is of course mainly the influence exercised by the Frankfurt School which matters here: not all of their texts present the same rigid view. In Das Schema der Massenkultur (1973-86:331), for instance, Adorno discusses a "nucleus of individuality" that the culture industry cannot manipulate, and which forces her to continuously repeat her manipulation.


          However questioned this view on popular culture may be, it still leaves some traces, for instance, in theories depicting narrative as necessarily ideologically conservative, like Charles Grivel's Production de l'intrt romanesque (1973). Such theories see dominant ideology as purely a matter of messages, propagated in this case through the forms of narrative fiction. Thus they easily arrive at an exaltation of experimental literature as necessarily revolutionary. However, they may neglect the fact that the ideology is never simply in the message, but in the position of the message in the general social discourse, and in the position of its producers in the social formation.


          Other theories easily yielding to monolithic thought stem from the emancipation movements of oppressed groups. Early feminist theory, for instance, often described society as universally and transhistorically dominated by patriarchy in every aspect of life, thereby presenting a pejorative view of the women they claim to defend. As Andrew Ross (1989) argues, the same remark goes for the widely accepted account of rock history as a continuous appropriation of black music by a white music industry. Only studies analyzing the cultural oppression of homosexuality seem to take a less deterministic position.


          


          Contemporary liberal pluralism


          In liberal-pluralist accounts of popular culture, the theorizing on its supposedly liberating, democratizing function is nowadays most often pushed to the background. This type of criticism, often produced by people who are also active in popular literary writing themselves, often amounts to paraphrase and suffers from an uncritical identification with the study object. One of the main aims of this type of criticism is the establishment of ahistorical canons of and within popular genres in the image of legitimized culture. This approach, however, has been accused of elitism as well.


          To put it simply: the intellectual, in this view, can fully enjoy junk culture because of his or her high culture background, but the average reader can never raise to the learned intellectual discourse of which he or she is the object. An example of this form of appropriation is Thomas Roberts's An Aesthetics of Junk Fiction (1990). Though Roberts claims to take a distance from studies of canonical fiction, he justifies his (implicit) decision to impose canonical models on popular fiction as follows: "If people who read Goethe and Alessandro Manzoni and Pushkin with pleasure are also reading detective fiction with pleasure, there is more in the detective story than its critics have recognized, perhaps more than even its writers and readers have recognized" (1989:5). This illustrates a frequent strategy: the legitimation of popular fiction on the basis of its use of canonized literary fiction, and of the legitimized public's response to it.


          


          Contemporary apocalyptic thought


          


          Equally alive is the aristocratic apocalyptic view on mass culture as the destruction of genuine art. As Andrew Ross (1989:5) writes, a history of popular culture is also a history of intellectuals, of cultural experts whose self-assigned task it is to define the borders between the popular and the legitimate. But in contemporary society the dispersed authority is ever more exercised by "technical" intellectuals working for specific purposes and not for mankind. And in the academic world, growing attention for popular and marginal cultures threatens the absolute values on which intellectuals have built their autonomy.


          In the sixties, Marshall McLuhan caused wide irritation with his statement that the traditional, book-oriented intellectuals had become irrelevant for the formulation of cultural rules in the electronic age. This is not to say that they lost any real political power, which humanist intellectuals as such hardly ever had. It does mean, however, that they are losing control of their own field, the field of art, of restricted symbolical production ( Pierre Bourdieu). While in the 19th century, intellectuals managed to construct art as a proper, closed domain in which only the in-crowd was allowed to judge, they have seen this autonomy become ever more threatened by 20th-century mass society. The main factor here was not the quantitative expansion of consumption culture, nor the intrusion of commerce into the field of art through the appearance of paperbacks and book clubs. After all, protecting art from simplicity and commerce was precisely the task intellectuals set for themselves.


          More important is the disappearance of what has been called the "grand narratives" during this century, the questioning of all-encompassing world views offering coherent interpretations of the world and unequivocal guides for action. As Jim Collins argues in Uncommon Cultures (1989:2), there is no master's voice anymore, but only a decentralized assemblage of conflicting voices and institutions. The growing awareness of the historical and cultural variability of moral categories had to be a problem for an intellectual class which had based its position on the defense of secular but transhistorical values.


          This brings us to a second problem humanist intellectuals face, that is, the fragmentation of the public. 19th-century intellectuals could still tell themselves that they were either writing for their colleagues, or teaching the undifferentiated masses. 20th-century intellectuals face a heterogeneous whole of groups and mediums producing their own discourses according to their own logic and interests. Thus they cannot control the reception of their own messages anymore, and thereby see their influence on the structuring of culture threatened. Many neo-apocalyptic intellectuals, such as Alain Finkielkraut and George Steiner, emphasize their concern about the growing "illiteracy" of the masses. In practice they seem to be mainly concerned with high culture illiteracy, the inability to appreciate difficult art and literary classics.


          The neo-aristocratic defense of so-called transhistorical and universal human values may also often be linked to a conservative political project. A return to universal values implies the delegitimation of any group which does not conform to those values. It is no coincidence, therefore, that attempts in the United States to define a common "American cultural legacy" tend to neglect the cultures of ethnic minority groups. Or that the fight against franglais (French "contaminated" by American English) in France was mainly fought by intellectuals seeing their traditional position in French society threatened by the import of American cultural products, as Clem Robyns (1995) describes.


          


          Recurring issues in popular culture studies


          


          The interactions between popular and legitimized culture


          The blurring of the boundaries between high and low culture is one of the main complaints made by traditional intellectuals about contemporary mass society. It is hardly surprising then that a lot of studies deal with this topic. There are, for instance, a number of sociological studies on literary institutions which are held responsible for this mix. Among the first were the commercial book clubs, such as the Book-of-the-Month-Club, appearing from the twenties on. The aggressive reactions they provoked are described by Janice Radway (1989) in "The Scandal of the Middlebrow". According to Radway, the book clubs were perceived as scandalous because they blurred some basic distinctions of cultural discourse. In a society haunted by the spectre of cultural standardization and leveling towards below, they dared to put "serious" fiction on the same level as detective, adventure stories, biographies and popular nonfiction. Book clubs were scandalous because they created a space where high and low could meet.


          Soon, the term " middlebrow" was introduced to qualify this phenomenon, and to dismiss it as threatening the authenticity of both high and popular culture. A bit after the book clubs came the paperbacks, and their influence was even more wide-ranging. More about this can be found in Thomas Bonn's book (1989) on New American Library. It shows through what elaborate strategies the respectable hardcover editors had to go in order to hide the fact that, from the sixties on, paperback publishers had taken over the control on the production of serious literature.


          


          The possibility of a "subversive" popular culture


          The question whether popular culture or mass culture is inherently conservative, or whether it can be used in a subversive strategy as well, is equally hotly debated. It seems widely accepted that popular culture forms can function at any moment as anti-cultures. "Bad taste" products such as pornography and horror fiction, says for instance Andrew Ross (1989:231), draw their popular appeal precisely from their expressions of disrespect for the imposed lessons of educated taste. They are expressions of social resentment on the part of groups which have been subordinated and excluded by today's "civilized society".


          The question whether popular culture can actually resist dominant ideology, or even contribute to social change, is much more difficult to answer. Many critics easily read popular fiction and film as "attacks against the system", neglecting both the exact ways in which the so-called revolutionary message is enacted, and the capacities of dominant doctrines to recuperate critical messages. Tania Modleski in "The Terror of Pleasure" (1986:159), for instance, presents exploitation horror films as attacks on the basic aspects of bourgeois culture. Thus a loving father cannibalizes his child, and priests turn into servants of the devil. Other scholars (e.g. Clem Robyns, 1991) claim that, by presenting their perversion as supernatural, or at least pathological, horror films precisely contribute to perpetuating those institutions.


          Similarly, many critics exalt stories which feature a lone hero fighting for his ideals against an inert and amoral system. Thus Jim Collins in Uncommon Cultures (1989:30-31) sees crime fiction opposing a smart private detective and an inefficient police force as a critique of state justice. On the other hand, Thomas Roberts demonstrates in An Aesthetics of Junk Fiction (1990:173-174), a study of the historical background of the private detective model, how the detective story came into existence in the middle of the 19th century, at the time the institution of state police was developed. This force consisted mainly of lower-class people, but nevertheless disposed of a certain authority over the upper class. The fears among the upper classes for this uncontrolled force were eased by domesticating the police in stories explicitly devoted to them. Their inability to pass on correct judgment was amply demonstrated, and forced them to bow for the individual intellect of the detective, who always belonged to the threatened upper class.


          Finally, Umberto Eco's studies on Superman and James Bond (1988:211-256, 315-362) as myths of a static good-and-evil world view should be mentioned as very early and lucid examples of a combination of semiotic and political analysis.


          Still, there may be ways to wage revolt in an age of mass media. One way could be to introduce small gradual changes in products otherwise conforming to the requirements of a dominant ideology. The problem here, of course, is that isolated messages get drowned in the discourse as a whole, and that they can be used to avoid real changes. Some scholars, however, describe how opposition forces use the logic of the media to subvert them. In No Respect (1989: 123), Andrew Ross mentions the late sixties Yippie movement. Yippies would stage media events, such as the public burning of dollar bills in Wall Street, thereby drawing heavy media coverage. This politics of the spectacle brought the counterculture right into the conservative media and filled their forms with subversive content.


          Whether this strategy is effective or not, it points to an important fact: the mass media are not above, but dependent on the public. As Alan Swingewood states in The Myth of Mass Culture (1977:84), the ideological messages the mass media receive are already mediated by a complex network of institutions and discourses. The media, themselves divided over innumerable specific discourses, transform them again. And finally the public meaningfully relates those messages to individual existences through the mediation of social groups, family networks, etc., which they belong to.
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          Millions of indigenous people lived in the Americas when the 1492 voyage of Christopher Columbus began a historical period of large-scale European contact with the Americas. European contact with what they called the " New World" led to the European colonization of the Americas, with millions of emigrants (willing and unwilling) from the " Old World" eventually resettling in the Americas. While the population of Old World peoples in the Americas steadily grew in the centuries after Columbus, the population of the American indigenous peoples plummeted. The extent and causes of this population decline have long been the subject of controversy and debate. The 500th anniversary in 1992 of Columbus's famous voyage drew renewed attention to claims that indigenous peoples of the Americas had been the victims of ethnocides (the destruction of a culture).


          


          Population overview


          Estimates of how many people were living in the Americas when Columbus arrived have varied tremendously; 20th century scholarly estimates ranged from a low of 8.4million to a high of 112.5million persons. Given the fragmentary nature of the evidence, precise pre-Columbian population figures are impossible to obtain, and estimates are often produced by extrapolation from comparatively small bits of data. In 1976, geographer William Denevan used these various estimates to derive a "consensus count" of about 54million people, although some recent estimates are lower than that. On an estimate of approximately 50million people in 1492 (including 25million in the Aztec Empire and 12million in the Inca Empire), the lowest estimates give a death toll of 80% at the end of the 16th century (8million people in 1650). Latin America would only reattain this level at the turn of the 20th century, with 17million in 1800; 30million in 1850; 61million in 1900; 105million in 1930; 218million in 1960; 361million in 1980, and 563million in 2005. In the last thirty years of the 16th century, the Mexican population highly decreased to attain the low level of onemillion people in 1600. The Maya population is today estimated at 6million, which is the same level as at the end of the 15th century. In what is now Brazil, the indigenous population has declined from a pre-Columbian high of an estimated 4million to some 300,000.


          Historian David Henige has argued that many population figures are the result of arbitrary formulas selectively applied to numbers from unreliable historical sources, a deficiency he sees as being unrecognized by several contributors to the field. He believes there is not enough solid evidence to produce population numbers that have any real meaning, and characterizes the modern trend of high estimates as " pseudo-scientific number-crunching." Henige does not advocate a low population estimate; rather, he argues that the scanty and unreliable nature of the evidence renders broad estimates suspect, and that "high counters" (as he calls them) have been particularly flagrant in their misuse of sources. Although Henige's criticisms are directed against some specific instances, other studies do generally acknowledge the inherent difficulties in producing reliable statistics given the almost complete lack of any hard data for the period in question.


          This population debate has often had ideological underpinnings. Low estimates were sometimes reflective of European notions of their own cultural and racial superiority, as historian Francis Jennings has argued: "Scholarly wisdom long held that Indians were so inferior in mind and works that they could not possibly have created or sustained large populations." At the other end of the spectrum, some have argued that contemporary estimates of a high pre-Columbian indigenous population are rooted in a bias against aspects of Western civilization and/or Christianity. Robert Royal writes that "estimates of pre-Columbian population figures have become heavily politicized with scholars who are particularly critical of Europe often favoring wildly higher figures."


          Since civilizations rose and fell in the Americas before Columbus arrived, the indigenous population in 1492 was not necessarily at a high point, and may have already been in decline. And Fernand Braudel has pointed out a problem that the Amerindian faced that was not a factor on other continents: "The Indian population ... suffered from a demographic weakness, particularly because of the absence of any substitute animal milk. Mothers had to nurse their children until they were three or four years old. This long period of breast-feeding severely reduced female fertility and made any demographic revival precarious." Indigenous populations in most areas of the Americas reached a low point by the early twentieth century, and in a number of cases started to climb again. In the United States, the numbers may have already recovered to pre-Columbian levels.


          


          Pre-Columbian Americas


          Anthropologists and population geneticists agree that the bulk of indigenous American ancestry can be traced to Ice Age migrations from Asia via the Bering land bridge, although the possibility of migration by watercraft along coastal routes or ice sheets is increasingly viewed as a viable complement to this model.


          


          Depopulation from disease


          The earliest European immigrants offered two principal explanations for the population decline of the American natives. The first was the brutal practices of the Spanish conquistadores, as recorded by the Spanish themselves, most notably by the Dominican friar Bartolom de las Casas, whose writings vividly depict atrocities committed on the natives (in particular the Tanos) by the Spanish. The second explanation was a perceived divine approval, in that God had removed the natives as part of His divine plan in order to make way for a new Christian civilization. Many natives of the Americas viewed their troubles in terms of religious or supernatural causes. Scholars now believe that, among the various contributing factors, epidemic disease was the overwhelming cause of the population decline of the American natives.


          Disease began to kill immense numbers of indigenous Americans soon after Europeans and Africans began to arrive in the New World, bringing with them the infectious diseases of the Old World. One reason this death toll was overlooked (or downplayed) is that disease, according to the widely held theory, raced ahead of European immigration in many areas, thus often killing off a sizable portion of the population before European observations (and thus written records) were made. After the epidemics had already killed massive numbers of American natives, many European immigrants who arrived assumed that the natives had always been few in number. The scope of the epidemics over the years was enormous, killing millions of peoplein excess of 90% of the population in the hardest hit areasand creating "the greatest human catastrophe in history, far exceeding even the disaster of the Black Death of medieval Europe" that killed up to one-third of the people in Europe between 1347 and 1351.


          The most devastating disease was smallpox, but other deadly diseases included typhus, measles, influenza, bubonic plague, mumps, yellow fever, and pertussis (whooping cough). The Americas also had endemic diseases, perhaps including an unusually virulent type of syphilis, which soon became rampant in the Old World. (This transfer of disease between the Old and New Worlds was part of the phenomenon known as the " Columbian Exchange"). The diseases brought to the New World proved to be exceptionally deadly.


          The epidemics had very different effects in different parts of the Americas. The most vulnerable groups were those with a relatively small population. Many island based groups were utterly annihilated. The Caribs and Arawaks of the Caribbean nearly ceased to exist, as did the Beothuks of Newfoundland. While disease ranged swiftly through the densely populated empires of Mesoamerica, the more scattered populations of North America saw a slower spread.


          


          Why were the diseases so deadly?


          A disease (viral or bacterial) that kills its victims before they can spread it to others tends to flare up and then die out, like a fire running out of fuel. A more resilient disease would establish an equilibrium, its victims living well beyond infection to further spread the disease. This function of the evolutionary process selects against quick lethality, with the most immediately fatal diseases being the most short-lived. A similar evolutionary pressure acts upon the victim populations, as those lacking genetic resistance to common diseases die and do not leave descendants, whereas those who are resistant procreate and pass resistant genes to their offspring.


          Thus both diseases and populations tend to evolve towards an equilibrium in which the common diseases are non-symptomatic, mild, or manageably chronic. When a population that has been relatively isolated is exposed to new diseases, it has no inborn resistance to the new diseases (the population is "biologically nave"); this body of people succumbs at a much higher rate, resulting in what is known as a "virgin soil" epidemic. Before the European arrival, the Americas had been isolated from the Eurasian-African landmass. The people of the Old World had had thousands of years to accommodate to their common diseases; the natives of the Americas faced them all at once, so that a person who successfully resisted one disease might die from another. Furthermore, multiple simultaneous infections (e.g., smallpox and typhus at the same time) or in close succession (e.g., smallpox in an individual who was still weak from a recent bout of typhus) are more deadly than just the sum of the individual diseases. In this scenario, death rates can be elevated by combinations of new and familiar diseases: smallpox in combination with American strains of syphilis or yaws, for example.


          Similarly, in the fifty years following Columbus' voyage to the Americas, an unusually strong strain of syphilis killed a high proportion of infected Europeans within a few months. Over time, the disease has become much less virulent.


          Other contributing factors:


          
            	Native American medical treatments such as sweat baths and cold water immersion (practiced in some areas) weakened patients and probably increased mortality rates.

          


          
            	Europeans brought so many deadly diseases with them because they had many more domesticated animals than the Native Americans. Domestication usually means close and frequent contact between animals and people, which is an opportunity for diseases of domestic animals to mutate and migrate into the human population.

          


          
            	The Eurasian landmass extends many thousands of miles along an eastwest axis. Climate zones also extend for thousands of miles, which facilitated the spread of agriculture, domestication of animals, and the diseases associated with domestication. The Americas extend mainly north and south, which, according to a theory popularized by Jared Diamond in Guns, Germs, and Steel, meant that it was much harder for cultivated plant species, domesticated animals, and diseases to spread.

          


          
            	One contemporary Harvard-educated Mexican epidemiologist, Rodolfo Acua-Soto, argues that mortality due to imported diseases was compounded, or even dwarfed, by mortality due to a hemorrhagic fever native to the Americas, one which the Aztecs called cocoliztli. Acua-Soto's research conclusions rely in part on the 50 volumes written by Francisco Hernandez, physician to Philip II of Spain, who not only interviewed survivors of the 1576 epidemic but autopsied many victims and recorded his findings and observations. The fever was apparently endemic during drought years, which coincided with the early Spanish invasion of Central America. Acua-Soto noticed that previous historians using the same reference works that he used had chosen which accounts to base their results on, so that epidemic illnesses coinciding with the Spanish invasion could, by selectively using resources, look like accounts of European-caused smallpox rather than the Aztec-recognized cocoliztli. The disease the Aztecs described, however, when read in full described a hemorrhagic fever that had nothing in common with smallpox. Such fevers are viral, spread by rodents and bodily fluid contacts between infected people. Using evidence from 24epidemics, Acua-Soto concluded that the Spanish did not bring the epidemic to the Aztecs, but arrived during its onset and intensification. Acua-Soto's theory is controversial and not widely accepted as of 2007.

          


          


          Deliberate infection?


          One of the most contentious issues relating to disease and depopulation in the Americas concerns the degree to which American indigenous peoples were intentionally infected with diseases such as smallpox. Cook asserts that there is no evidence that the Spanish ever attempted to deliberately infect the American natives. But the cattle introduced by the Spanish polluted the water reserves dug in the fields to accumulate rain water; in response to this threat, the Franciscans and Dominicans created public fountains and aqueducts to guarantee the access to drinking water. But when the Franciscans lost their privileges in 1572, many of these fountains were not guarded any more, and deliberate well poisoning might have happened. Although no hard proof of such deliberate poisoning may be found, a correlation between the decrease of the population and the end of the control of the water by the religious orders may be observed.
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          1763 Smallpox outbreak at Fort Pitt


          There is, however, at least one documented incident in which British soldiers in North America discussed intentionally infecting native people as part of a war effort. During Pontiac's Rebellion in 1763, a number of Native Americans launched a widespread war against British soldiers and settlers in an attempt to drive the British out of the Great Lakes region. In what is now western Pennsylvania, Native Americans (primarily Delawares) laid siege to Fort Pitt on June 22, 1763. Surrounded and isolated, William Trent, the commander of Fort Pitt gave representatives of the besieging Delawares two blankets and a handkerchief from the Pittsburgh smallpox hospital, "out of our regard to them" when the two Delaware men came to talk to him. Smallpox, which has an incubation period of twelve days from the time of initial exposure, broke out weeks later.


          Given that even educated Europeans widely believed infectious diseases to be caused by bad air (the germ theory of disease wasn't accepted until the middle of the 19th century) it is doubtful that any of these soldiers would have had the knowledge necessary to successfully infect anyone. Moreover, a number of recent scholars have noted that evidence for connecting the blanket incident with the eventual smallpox outbreak is doubtful, and that the disease was more likely spread by native warriors returning from attacks on infected white settlements.


          


          Ward Churchill's claims about the 1837 Mandan outbreak


          The Investigative Committee of the Standing Committee on Research Misconduct at the University of Colorado at Boulder reviewed a claim by Ward Churchill, comparing to the cited source his claim that in 1837 the United States Army deliberately infected Mandan Indians by distributing blankets that had been exposed to smallpox, and reported "Professor Churchill therefore misrepresents what Thornton says." Most other historians who have looked at the same event disagree with Churchill's interpretation of the historical evidence, and believe no deliberate introduction of smallpox occurred at the time and place Churchill claimed it had.


          


          Other causes of depopulation


          


          War and violence


          While epidemic disease was by far the leading cause of the population decline of the American indigenous peoples after 1492, there were other contributing factors, all of them related to European contact and colonization. One of these factors was warfare. According to demographer Russell Thornton, although many lives were lost in wars over the centuries, and war sometimes contributed to the near extinction of certain tribes, warfare and death by other violent means was a comparatively minor cause of overall native population decline.


          There is some disagreement among scholars about how widespread warfare was in pre-Columbian America, but there is general agreement that war became deadlier after the arrival of the Europeans. The Europeans brought with them gunpowder and steel weapons, which made killing easier and war more deadly. Over the long run, Europeans proved to be consistently successful in achieving domination when engaged in warfare with indigenous Americans, for a variety of reasons that have long been debated. Massive death from disease certainly played a role in the European conquest, but also decisive was the European approach to war, which was less ritualistic than in native America and more focused on achieving decisive victory. European colonization also contributed to an increased number of wars between displaced native groups.


          In addition, empires like the Inca depended on centralized administration for the distribution of resources. The disruption caused by the war and the colonization certainly disrupted the traditional economy and possibly led to shortages of food and materials.


          


          Exploitation


          Exploitation has also been cited as a cause of native American depopulation. The Spanish conquistadors divided the conquered lands among themselves and ruled as feudal lords, treating their subjects as something between slaves and serfs. Serfs stayed to work the land; slaves were exported to the mines, where large numbers of them died. Some Spaniards objected to this encomienda system, notably Bartolom de Las Casas, who insisted that the Indians were humans with souls and rights. Largely due to his efforts, the New Laws were adopted in 1542 to protect the natives, but the abuses were not entirely or permanently abolished. The infamous Bandeirantes from Sao Paulo, adventurers mostly of mixed Portuguese and native ancestry, penetrated steadily westward in their search for Indian slaves. Serfdom existed as such in parts of Latin America well into the 19th century, past independence; it sometimes said to have existed in practice through much of the 20th century, as large numbers of landless laborers were very nearly tied to estates by semi-feudal arrangements.


          


          Massacres


          Las Casas and other dissenting Spaniards from the colonial period gave vivid descriptions of the atrocities inflicted upon the natives. This has helped to create an image of the Spanish conquistadores as cruel in the extreme. However, since Las Casas's writings were polemical works, intended to provoke moral outrage in order to facilitate reform, some scholars speculate that his depictions may have been exaggerated to some degree. No mainstream scholar dismisses the idea that atrocities were widespread, but some now believe that mass killings were not a significant factor in overall native depopulation. It may be argued that the Spanish rulers in the Americas had economic reasons to be unhappy at the high mortality rate of the indigenous population, since at least some of them wanted to exploit the natives as laborers.


          However, in many areas settlers and even governments did engage in what have been called "democides," usually against nomadic Indian tribes who were seen solely as hindrances to land use by European settlers. (For further discussion of democide, see the following section.) Notable democides include:


          
            	The Tainos in the Antilles (from 80 to 90% of the population disappeared in thirty years).


            	The Pequot War in early New England.


            	In the mid-19th century, post-independence leader Juan Manuel de Rosas engaged in what he himself presented as a war of extermination (the " Conquest of the Desert") against the natives of the Argentinian interior.


            	While some California tribes were settled on reservations, others were hunted down and massacred by 19th century American settlers.

          


          Determining how many people died in these massacres overall is difficult. In the book The Wild Frontier: Atrocities during the American-Indian War from Jamestown Colony to Wounded Knee, amateur historian William M. Osborn sought to tally every recorded atrocity in the area that would eventually become the continental United States, from early contact (1511) to the closing of the frontier (1890), and determined that 9,156 people died from atrocities perpetrated by Native Americans, and 7,193 people died from atrocities perpetrated by Europeans. Osborn defines an atrocity as the murder, torture, or mutilation of civilians, the wounded, and prisoners.


          


          Displacement and disruption


          Even more consequential than warfare or mistreatment on indigenous populations was the geographic displacement and the disruption of lifeways that resulted from the European colonization of the Americas. As more and more people arrived from the Old World, native peoples were increasingly compelled to relocate and alter their traditional ways of life. These changes often resulted in decreased birth rates, which steadily lowered populations over time. In the United States, for example, the relocations of Native Americans resulting from the policies of Indian removal and the reservation system created a disruption which resulted in fewer births and thus population decline.


          The populations of many Native American peoples were reduced by the common practice of producing families with Europeans. Although many Indian cultures that once thrived are extinct today, the descendants of such peoples exist today in the bloodlines of the current inhabitants of the Americas.


          


          Genocide debate


          A controversial question relating to the population history of American indigenous peoples is whether or not the natives of the Americas were the victims of genocide. After the Nazi-perpetrated Holocaust during World War II, genocide was defined (in part) as a crime "committed with intent to destroy, in whole or in part, a national, ethnic, racial or religious group, as such."


          Historian David Stannard is of the opinion that the indigenous peoples of America (including Hawaii) were the victims of a "Euro-American genocidal war." While conceding that the majority of the indigenous peoples fell victim to the ravages of European disease, he estimates that almost 100 million died in what he calls the American Holocaust. Stannard's perspective has been joined by Kirkpatrick Sale, Ben Kiernan, Lenore A. Stiffarm, and Phil Lane, Jr., among others; the perspective has been further refined by Ward Churchill, who has said that "it was precisely malice, not nature, that did the deed."


          Stannard's claim of 100 million deaths has been disputed because he does not cite any demographic data to support this number, and because he makes no distinction between death from violence and death from disease. Noble David Cook considers books such as Stannard's  a number of which were released around the year 1992 to coincide with the 500th anniversary of the Columbus voyage to America  to be an unproductive return to Black Legend-type explanations for depopulation. In response to Stannard's figure, political scientist R. J. Rummel has instead estimated that over the centuries of European colonization about 2million to 15million American indigenous people were the victims of what he calls democide. "Even if these figures are remotely true," writes Rummel, "then this still make this subjugation of the Americas one of the bloodier, centuries long, democides in world history."


          While no mainstream historian denies that death and suffering were unjustly inflicted by a number of Europeans upon a great many American natives, most historians argue that genocide, which is a crime of intent, was not the intent of European colonization while in America. Historian Stafford Poole wrote: "There are other terms to describe what happened in the Western Hemisphere, but genocide is not one of them. It is a good propaganda term in an age where slogans and shouting have replaced reflection and learning, but to use it in this context is to cheapen both the word itself and the appalling experiences of the Jews and Armenians, to mention but two of the major victims of this century."


          Therefore, most mainstream scholars tend not to use the term "genocide" to describe the overall depopulation of American natives. However, a number of historians, rather than seeing the whole history of European colonization as one long act of genocide, do cite specific wars and campaigns which were arguably genocidal in intent and effect. Usually included among these are the Pequot War (1637) and campaigns waged against tribes in California starting in the 1850s.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Population_history_of_American_indigenous_peoples"
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        Porgy and Bess


        
          

          


          Porgy and Bess is an opera, first performed in 1935, with music by George Gershwin, libretto by DuBose Heyward, and lyrics by Ira Gershwin and DuBose Heyward. It was based on DuBose Heyward's novel Porgy and the play of the same name that he co-wrote with his wife Dorothy Heyward. All three works deal with African American life in the fictitious Catfish Row in Charleston, South Carolina, in the early 1920s.


          Originally conceived by Gershwin as an "American folk opera," Porgy and Bess premiered in New York in the fall of 1935 and featured an entire cast of classically trained African-American singersa daring and visionary artistic choice at the time. Incorporating a wealth of blues and jazz idioms into the classical art form of opera, Gershwin considered it his finest work, but it was not widely accepted in the United States as a legitimate opera until 1976 when the Houston Grand Opera production of his complete score (followed nine years later by its Metropolitan Opera premiere) established it as an artistic triumph. The work is now considered part of the standard operatic repertoire and is regularly performed internationally. Despite this success, the opera has been controversial; some, from the outset, have considered it racist.


          " Summertime" is by far the best-known piece from the work, and countless interpretations of this and other individual numbers have also been recorded and performed. The opera is admired for Gershwin's innovative synthesis of European orchestral techniques with American jazz and folk music idioms. Porgy and Bess tells the story of Porgy, a crippled black man living in the slums of Charleston, South Carolina, and his attempts to rescue Bess from the clutches of Crown, her pimp, and Sportin' Life, the drug dealer.


          The Porgy and Bess original cast recording was included by the National Recording Preservation Board in the Library of Congress, National Recording Registry in 2003. The board selects songs on an annual basis that are "culturally, historically, or aesthetically significant."


          


          Roles


          
            
              	Role

              	Voice type

              	Premiere cast

              30 September 1935

              (Conductor: - Alexander Smallens)
            


            
              	Porgy, a crippled beggar

              	bass-baritone

              	Todd Duncan
            


            
              	Bess, Crown's girl

              	soprano

              	Anne Brown
            


            
              	Crown, a tough stevedore

              	baritone

              	Warren Coleman
            


            
              	Sportin' Life, a dope peddler

              	tenor

              	John W. Bubbles
            


            
              	Robbins, an inhabitant of Catfish Row

              	tenor

              	Henry Davis
            


            
              	Serena, Robbins' wife

              	soprano

              	Ruby Elzy
            


            
              	Jake, a fisherman

              	baritone

              	Edward Matthews
            


            
              	Clara, Jake's wife

              	soprano

              	Abbie Mitchell
            


            
              	Maria, keeper of the cook-shop

              	contralto

              	Georgette Harvey
            


            
              	Mingo

              	tenor

              	Ford L. Buck
            


            
              	Peter, the honeyman

              	tenor

              	Gus Simons
            


            
              	Lily, Peter's wife

              	soprano

              	Helen Dowdy
            


            
              	Frazier, a black 'lawyer'

              	baritone

              	J. Rosamond Johnson
            


            
              	Annie

              	mezzo-soprano

              	Olive Ball
            


            
              	Strawberry woman

              	mezzo-soprano

              	Helen Dowdy
            


            
              	Jim, a cotton picker

              	baritone

              	Jack Carr
            


            
              	Undertaker

              	baritone

              	John Garth
            


            
              	Nelson

              	tenor

              	Ray Yeates
            


            
              	Crab man

              	tenor

              	Ray Yeates
            


            
              	Scipio, a small boy

              	boy soprano

              	
            


            
              	Mr. Archdale, a white lawyer

              	spoken

              	George Lessey
            


            
              	Detective

              	spoken

              	Alexander Campbell
            


            
              	Policeman

              	spoken

              	Burton McEvilly
            


            
              	Coroner

              	spoken

              	George Carleton
            


            
              	The Eva Jessye Choir, led by Eva Jessye
            

          


          With the exception of the small speaking roles, all of the characters are black.


          


          Synopsis


          
            	Place: Catfish Row, a fictitious black tenement (once, a mansion of the aristocracy) on the waterfront of Charleston, South Carolina.


            	Time: The 'recent past' (c.1930)

          


          


          Act 1


          Scene 1: Catfish Row, a summer evening


          The opera begins with a short introduction which segues into an evening in Catfish Row. Jasbo Brown entertains the community with his piano playing. Clara sings a lullaby to her baby ("Summertime") as the working men prepare for a game of craps. Clara's husband, Jake, tries his own lullaby ("A Woman is a Sometime Thing") with little effect. Porgy, a cripple and a beggar, enters on his goat cart to organize the game. Crown, a lowlife, and his woman Bess enter, and the game begins. Sportin' Life, the local supplier of "happy dust" ( cocaine) and bootleg alcohol, also joins in. One by one, the players get crapped out, leaving only Robbins and Crown, who have become extremely drunk. When Robbins wins, Crown starts a fight, and eventually kills Robbins. Crown runs, telling Bess to fend for herself. The door is shut on her by most of the residents, except Porgy, who shelters her.


          Scene 2: Serena's Room, the following night


          The mourners sing a spiritual to Robbins ("Gone, Gone, Gone"). To raise money for his burial, a saucer is placed on his chest for the mourners' donations ("Overflow"). A white detective enters, in a speaking voice telling Serena (Robbins' wife) that she must bury her husband soon, or his body will be given to medical students. He arrests Peter (a bystander), whom he will force to testify against Crown. Serena laments her loss in " My Man's Gone Now." The undertaker enters, and agrees to bury Robbins as long as Serena promises to pay him back. Bess and the chorus finish the act with "Leavin' for the Promise' Lan'".


          


          


          Act 2


          Scene 1: Catfish Row, a month later, in the morning


          Jake and the other fishermen prepare for work ("It take a long pull to get there"). Clara asks Jake not to go, and to come to a picnic, but he tells her that they desperately need the money. This causes Porgy to sing from his window about his outlook on life ("I got plenty o' nuttin'"). Sportin' Life waltzes around, selling cocaine, but soon incurs the wrath of Maria ("I hates yo' struttin' style"). A fraudulent lawyer, Frazier, arrives and farcically divorces Bess from Crown. Archdale, a white lawman, enters and informs Porgy that Peter will soon be released. The bad omen of a buzzard flies over Catfish Row, causing Porgy to sing "Buzzard keep on flyin' over".


          As the rest of Catfish Row prepares for the picnic, Sportin' Life asks Bess to start a new life with him in New York; she refuses. Bess and Porgy are now left alone, and express their love for each other ("Bess, you is my woman now"). The chorus re-enters in high spirits as they prepare to leave for the picnic ("Oh, I can't sit down"). Bess leaves Porgy behind as they go off to the picnic. Porgy reprises "I got plenty o' nuttin'" in high spirits.


          Scene 2: Kittiwah Island, that evening


          The chorus enjoys themselves at the picnic ("I ain't got no shame doin' what I like to do!"). Sportin' Life presents the chorus his cynical views on the Bible ("It ain't necessarily so"), causing Serena to chastise them ("Shame on all you sinners!"). Crown enters to talk to Bess, and he reminds her that Porgy is "temporary." Bess wants to leave Crown forever ("Oh, what you want wid Bess?") but Crown makes her follow him into hiding in the woods.


          Scene 3: Catfish Row, a week later, just before dawn


          Jake leaves to go fishing with his crew, and Peter returns from prison. Bess is lying in Porgy's room, delirious. Serena prays to remove Bess's affliction ("Oh, doctor Jesus"). The Strawberry Woman and the Crab Man sing their calls on the street, and Bess soon recovers from her fever. Bess talks with Porgy about her sins ("I wants to stay here") before exclaiming "I loves you, Porgy." Porgy promises to protect her from Crown. The scene ends with the hurricane bell signaling an approaching storm.


          Scene 4: Serena's Room, dawn of the next day


          The residents of Catfish Row drown out the sound of the storm with prayer. A knock is heard at the door, and the chorus believes it to be Death ("Oh there's somebody knocking at the door"). Crown enters dramatically, seeking Bess. The chorus tries praying to make Crown leave, causing him to goad them with the un-Christian "A red-headed woman make a choo-choo jump its track." Clara sees Jake's boat turn over in the river, and she runs out to try and save him. Crown says that Porgy is not a real man, as he cannot go out to rescue her from the storm. Crown goes himself, and the chorus finish their prayer. Clara dies in the storm, and Bess will now care for her baby.


          


          


          Act 3


          Scene 1: Catfish Row, the next night


          The chorus mourns Clara and Jake ("Clara, Clara, don't you be downhearted"). Crown enters to claim Bess, and a fight ensues, which ends with Porgy killing Crown. Porgy exclaims to Bess, "You've got a man now. You've got Porgy!"


          Scene 2: Catfish Row, the next afternoon


          A detective enters and talks with Serena and Maria about the murders of Crown and Robbins. They deny knowledge of Crown's murder, causing the detective to question an apprehensive Porgy. He asks Porgy to come and identify Crown's body. Sportin' Life tells Porgy that corpses bleed in the presence of their murderers, and the detective will use this to hang Porgy. Porgy refuses to identify the body, and is arrested for contempt of court. Sportin' Life forces Bess to take cocaine, and then tells her that Porgy will be locked up for a long time. He tells her that she should start a new life with him in New York with the dazzling "There's a boat dat's leavin' soon for New York". She shuts the door on his face, but he knows that doubt at Porgy's return will make her follow him.


          Scene 3 - Catfish Row, a week later


          Porgy is released from jail and returns to Catfish Row richer, after playing craps with his cellmates with his "lucky bones", as he calls his dice. He gives gifts to the residents, and does not understand why they all seem so downhearted. He sees Clara's baby is now with Serena and madly asks where Bess is. Maria and Serena tell him that Bess has run off with Sportin' Life to New York. All three sing the trio "O Bess, oh where's my Bess" . Porgy calls for his goat cart, and leaves for New York to find Bess in the closing song "Oh Lawd, I'm on my way".


          


          Compositional history


          In 1926 George Gershwin read Porgy by DuBose Heyward, a native of Charleston, South Carolina, and immediately wrote to the author suggesting that they collaborate on a folk opera based on the novel. Heyward was enthusiastic, but it was 1934 before Gershwin's composing and performing schedules permitted him to begin actual work on the project. Meanwhile, Heyward and his wife Dorothy dramatized Porgy for a 1927 production which incorporated spirituals into the action. This Theatre Guild presentation of Porgy ran for 367 performances and elicited interest from others, among them Al Jolson, in using it as a basis for some sort of musical production. However, nothing came of these ideas and in 1934, after years of correspondence, George and Ira Gershwin joined DuBose Heyward in Charleston to write the opera which had been germinating in George's imagination for several years.


          


          Productions


          


          Original Broadway cast
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              The first page of George Gershwin's autographed orchestral score to Porgy and Bess.
            

          


          Gershwin's first version of the opera, running four hours (counting the two intermissions), was performed privately in a concert version in Carnegie Hall, in the fall of 1935. The world premiere performance took place at the Colonial Theatre in Boston on September 30, 1935 - the try-out for a work intended initially for Broadway where the opening took place at the Alvin Theatre in New York City on October 10, 1935. During rehearsals and in Boston, Gershwin made many cuts and refinements to shorten the running time and tighten the dramatic action. The run on Broadway lasted 124 performances. Rouben Mamoulian produced and directed and Alexander Smallens conducted.


          After the Broadway run, a tour started on January 27, 1936 in Philadelphia and travelled to Pittsburgh and Chicago before ending in Washington, D.C. on March 21, 1936. During the Washington run, the castas led by Todd Duncanprotested segregation among the audience. Eventually management gave in to the demands, resulting in the first integrated performance of any show at National Theatre.


          


          Around 1938, the original cast reunited for a West Coast revival; the exception being that Avon Long took on the role of Sportin' Life. Long continued to reprise his role in several of the following productions.


          On July 14, 1993, the U.S. Post Office issues a Porgy and Bess 29 cent postage stamp for the Gershwin's African-American folk opera.


          


          Crawford's Broadway revival


          The noted director and producer Cheryl Crawford brought Porgy and Bess back to Broadway in 1942 with an even more drastically cut version of the opera than the first Broadway staging, making it much more like the musical theatre that Americans were used to hearing from Gershwin. The orchestra was reduced, the cast was halved, and many recitatives were reduced to spoken dialog.


          After trying out her concepts at a professional stock theatre in Maplewood, New Jersey in September 1941, the show opened at the Majestic Theatre on Broadway in January 1942. Duncan and Brown reprised their roles as the title characters, with Alexander Smallens again conducting. Etta Moten replaced Brown as Bess in June. This production was far more successful financially.


          


          European premieres


          On March 27, 1943, the opera had its European premiere at the Royal Opera House in Copenhagen. This performance is also notable for the fact that it was put on by an all-white cast under the nose of the Nazi occupiers, who put an end to its run after 22 sold-out performances.


          Other all-white or mostly-white productions in Europe took place in Zurich in 1945 and 1950, and Copenhagen in 1946.
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              Leontyne Price as Bess
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          1952 production


          Blevins Davis and Robert Breen produced a revival in 1952 which restored much of the music cut in the Crawford version, including many of the recitatives, and divided the opera into two acts, with the intermission occurring after Crown forces Bess to stay on Kittiwah Island. This version restored the work to a more operatic form, and Porgy and Bess was warmly received through Europe. The London premiere took place on October 9, 1952 at the Stoll Theatre, where it remained until February 10, 1953.


          Notable also was this production's original cast, with Leontyne Price as Bess, William Warfield as Porgy, and Cab Calloway as Sportin' Life, a role that was conceived with him in mind. The small role of Ruby was played by a young Maya Angelou. Price and Warfield met and wed while on the tour.


          After a small tour of Europe financed by the United States Department of State, the production came to Broadway's Ziegfeld Theatre. It went on the road again in the fall of 1954 to Latin America, the Middle East and Europe, though Price and Warfield had since left the production. This tour saw Porgy and Bess premiere at La Scala in Milan, in February of 1955. A historic yet tense premiere took place in Moscow in December 1955, the first time an American theatre group had been to the Soviet capital since the Bolshevik Revolution. Author Truman Capote travelled with the cast and crew, writing an account of this event in his book The Muses Are Heard: An Account.


          


          Houston Grand Opera's 1976 production


          During the 1960s and early 1970s, Porgy and Bess mostly languished on the shelves, a victim of its perceived condescending racism in a racially-charged time. Though new productions took place in 1961 and 1964 along with a Vienna Volksoper premiere in 1965, these did little to change most Americans' opinions of the work.


          The Houston Grand Opera production which opened on September 25, 1976 helped to turn the tide. For the first time, an American opera company had tackled the opera, not a Broadway production company. This production was based on Gershwin's original full score and did not incorporate the cuts and other changes that Gershwin himself had made before the New York premiere, but it allowed the public to take in the operatic whole as first envisioned by the composer. In this light, it became clear that Porgy and Bess was indeed an opera, not a serious piece of musical theatre. Donnie Ray Albert, Clamma Dale and Larry Marshall starred, respectively as Porgy, Bess and Sportin' Life. This production won the Houston Grand Opera a Tony Awardthe only opera ever to receive oneand a Grammy Award.


          


          Subsequent productions


          Another Broadway production was staged in 1983. After toying with the idea of staging the opera since the 1930s, the Metropolitan Opera finally did so for the first time in 1985, opening on February 6, with a starry cast including Simon Estes, Grace Bumbry, Bruce Hubbard, Gregg Baker and Florence Quivar. England's Glyndebourne Festival tackled the work in an acclaimed 1986 production directed by Trevor Nunn, which was scenically expanded and videotaped for television in 1993 (see below in "Film and television"). These productions were also based on the "complete score," without incorporating Gershwin's revisions. A semi-staged version of this production was performed at the Proms in 1998. The centennial celebration of the Gershwin brothers from 19961998 included a new production as well. On February 2425, 2006, the Nashville Symphony Orchestra, under the direction of John Mauceri, gave a concert performance at the Tennessee Performing Arts Centre that incorporated the cuts made by Gershwin himself for the New York premiere, thus giving the audience an idea of what the opera sounded like on its Broadway opening. In 2000 and 2002 there was a revival directed by Tazewell Thompson at New York City Opera. In 2007, Los Angeles Opera staged a revival directed by Francesca Zambello and conducted by John DeMain, who led the history-making Houston Opera revival of Porgy and Bess in 1976.


          


          Porgy and Bess: the Musical


          Porgy and Bess: the Musical premiered November 9, 2006 at the Savoy Theatre (London), directed by Trevor Nunn. Nunn had previously directed the show as an opera at the Glyndebourne Festival and as a videotaped television production with Willard White; for this production, he adapted the lengthy opera to fit the conventions of musical theatre. Working with the Gershwin estate, Nunn used dialogue from the original novel and subsequent Broadway stage play to replace the recitative with naturalistic scenes. He also did not use conventional operatic voices in this production. Gareth Valentine provided the musical adaptation.


          This original cast of this version included:


          
            	Clarke Peters as Porgy


            	Nicola Hughes as Bess


            	O-T Fagbenle as Sportin' Life


            	Cornel S. John as Crown

          


          


          Racial controversy


          From the outset, the opera's depiction of African Americans attracted controversy. Problems with the racial aspects of the opera continue to this day. Virgil Thomson, a white American composer, stated that "Folk lore subjects recounted by an outsider are only valid as long as the folk in question is unable to speak for itself, which is certainly not true of the American Negro in 1935." Duke Ellington stated "the times are here to debunk Gershwin's lampblack Negroisms." Several of the members of the original cast later stated that they, too, had concerns that their characters might play into a stereotype that African Americans lived in poverty, took drugs and solved their problems with their fists.


          A planned production by the Negro Repertory Company of Seattle in the late 1930s, part of the Federal Theatre Project, had been cancelled because actors were displeased with what they viewed as a racist portrayal of aspects of African American life. The initial plan was that they would perform the play in a " Negro dialect", which these Pacific Northwest African American actors did not speak, and were supposed to learn from a dialect coach. Florence James attempted a compromise of dropping the use of dialect pronunciations, but ultimately the production was canceled outright.


          Another production of Porgy and Bess, this time at the University of Minnesota in 1939, ran into similar troubles. According to Barbara Cyrus, one of the few black students at the university at the time, members of the local African American community saw the play as "detrimental to the race" and as a vehicle that promoted racist stereotypes. The play was eventually cancelled due to pressure from the African American community, which saw their success as proof of the increasing political power of blacks in the Twin Cities.


          This belief that Porgy and Bess was racist gained strength with the American Civil Rights and Black Power movements of the 1950s, '60s and '70s. In fact, as these movements advanced, Porgy and Bess was seen as more and more out of place. When the play was revived in the 1960s, social critic and African American educator Harold Cruse called it, "The most incongruous, contradictory cultural symbol ever created in the Western World." African-American Author John Hope Franklin did not totally agree with this view, stating in his introduction to Three Negro Classics "Sportin' Life clowns but not for white audiences. Porgy's clowning is a deliberate frustration of white power. Porgy also plays Uncle Tom, but he is never servile and lives for no white master."


          Gershwins all-black opera was also unpopular with some celebrated black artists. Harry Belafonte declined to play Porgy in the late 1950s film version, so it was offered to Sidney Poitier who regretted his choice ever after. Betty Allen, president of the Harlem School of the Arts, admittedly loathed the piece and Grace Bumbry, who excelled in the 1985 Metropolitan Opera production as Bess, made the often cited statement: "I thought it beneath me, I felt I had worked far too hard, that we had come far too far to have to retrogress to 1935. My way of dealing with it was to see that it was really a piece of Americana, of American history, whether we liked it or not. Whether I sing it or not, it was still going to be there."


          Over time, however, the opera gained acceptance from the opera community and some (though not all) in the African American community. Maurice Press stated in 2004 that "Porgy and Bess belongs as much to the black singer-actors who bring it to life as it does to the Heywards and the Gershwins." Indeed, Ira Gershwin stipulated that only blacks be allowed to play the lead roles when the opera was performed in the United States, launching the careers of several prominent opera singers.


          During the era of apartheid in South Africa, several South African theatre companies planned to put on all-white productions of Porgy and Bess. Ira Gershwin, as heir to his brother, consistently refused to permit these productions to be staged.


          


          Musical elements


          In the summer of 1934, George Gershwin worked on the opera in Charleston, South Carolina. He drew inspiration from the James Island Gullah community, which he felt had preserved some African musical traditions. This research added to the authenticity of his work.


          The music itself reflects his New York jazz roots, but also draws on southern black traditions. Gershwin modeled the pieces after each type of folk song that the composer knew about; jubilees, blues, praying songs, street cries, work songs, and spirituals are blended with traditional arias and recitatives.


          In addition to being influenced by New York jazz and southern black music, many biographers and contemporaries have noted that for many numbers Gershwin borrowed melodies from Jewish liturgical music. Gershwin biographer Edward Jablonski has claimed that the melody to "It Ain't Necessarily So" was taken from the Haftarah blessing, and others have attributed it to the Torah blessing. Allusions to Jewish music have been detected by other observers as well. One musicologist detected 'an uncanny resemblance' between the folk tune Havenu Shalom Aleichem and the spiritual It Take a Long Pull to Get There.


          


          Use of leitmotif


          The score makes use of leitmotifs, which are introduced to establish each character with a unique musical theme. The score then intertwines these themes to show conflict between characters. The best example of this is after the aria "There's a boat dat's leaving soon for New York" in Act III Scene ii.


          Bess' idea of Porgy is expressed by snippets their duet "Bess, you is my woman now," in which they pledge their fidelity to one another:

          ( Listen)


          Her idea of Sportin' Life is shown through snippets of his aria "There's a boat that's leavin' soon for New York" in which the drug peddler tries to persuade Bess to leave Catfish Row with him:

          (')


          Bess's difficult decision to follow him is represented by a conflict of these two melodies. The first is heard in a sparse and distant orchestration:

          (')


          Sportin' Life is sure that Bess will follow him, and the quiet cocaine motif is heard. Then his own song is heard in a dazzling, overblown orchestration, complete with swaggering rhythms:

          (')


          This contrast represents Sportin' Life's successful corruption of Bess's love for Porgy.


          


          Selected recordings


          


          


          Excerpts


          Days after the Broadway premiere of Porgy and Bess with an all-black cast, two white opera singers, Lawrence Tibbett and Helen Jepson, both members of the Metropolitan Opera, recorded highlights of the opera in a New York sound studio, released as Highlights from Porgy and Bess. Members of the original cast were not recorded until 1940, when Todd Duncan and Anne Brown recorded selections of the work. Two years later, when the first Broadway revival occurred, American Decca rushed other members of the cast into the recording studio to record other selections not recorded in 1940. These two albums were marketed as a two volume 78 rpm set Selections from George Gershwin's folk opera Porgy and Bess. After LP's had begun to be manufactured in 1948, the recording was transferred to LP, and subsequently, to CD.


          For years, the two albums mentioned above were the only ones available of music from Porgy and Bess.


          Although there was an initial feeling by members of the jazz community that a Jewish piano player and a white novelist could not adequately convey the plight of blacks in a 1930s Charleston ghetto, jazz musicians warmed up to the opera after twenty years. Louis Armstrong and Ella Fitzgerald recorded an album in 1957 in which they sang and scatted Gershwin's tunes. The next year, Miles Davis recorded what some consider a a seminal interpretation of the opera arranged for big band.


          In 1959, Columbia Masterworks Records released a soundtrack album of Samuel Goldwyn's film version of Porgy and Bess, which had been made that year. It was not a complete version of the opera, nor was it even a complete version of the film soundtrack, which featured more music than could be contained on a single LP. The album remained in print until the early 1970s, when it was withdrawn from stores at the request of the Gershwin estate. It is the first stereo album of music from Porgy and Bess with an all-black cast. However, according to the album liner notes, Sammy Davis, Jr. was under contract to another recording company, and his vocal tracks for the film could not be used on the album, so Cab Calloway substituted his own vocals of Sportin' Life's songs. Robert McFerrin was the singing voice of Porgy, and Adele Addison the singing voice of Bess. The white singer Loulie Jean Norman was the singing voice of Clara (portrayed onscreen by Diahann Carroll), and Inez Matthews the singing voice of Serena (portrayed onscreen by Ruth Attaway).


          In 1963, Leontyne Price and William Warfield, who had starred in the 1952 world tour of Porgy and Bess, recorded their own album of excerpts from the opera for RCA Victor. None of the other singers from that production appeared on that album, but John W. Bubbles, the original Sportin' Life, substituted for Cab Calloway (who had played Sportin' Life onstage in the 1952 production). The 1963 recording of Porgy and Bess excerpts remains the only official recording of the score on which Bubbles sings Sportin' Life's two big numbers.


          


          Complete recordings


          
            	1951: Columbia Masterworks: the company recorded a 3-LP album of what was then the standard performing version of "Porgy and Bess" - the most complete recording made of the opera up to that time. It was billed as a "complete" version, but was complete only insofar as that was the way the work was usually performed then. (Actually, nearly an hour was cut from the opera.) Because album producer Goddard Lieberson was eager to bring as much of Porgy and Bess as he felt was practical on records at the time, the recording featured more of Gershwin's original recitatives and orchestrations than had ever been heard before on records. The recording was conducted by Lehman Engel, and starred Lawrence Winters and Camilla Williams, both from the New York City Opera. Several singers who had been associated with the original 1935 production and the 1942 revival of "Porgy and Bess" were finally given a chance to record their roles more or less complete. The album was highly acclaimed as a giant step in recorded opera in its time. The album was re-released at budget price on the Odyssey label in the early 1970s. It has subsequently appeared on CD on Sony's "Masterworks Heritage" CD series, and on the Naxos label as well. The album is not sung in as directly "operatic" a style as later versions, treading a fine line between opera and musical theatre.

          


          
            	1976: Decca Records: The first complete recording of the opera based on Gershwin's original score, restoring the material cut by Gershwin during rehearsals for the New York premiere in 1935, was made by the Cleveland Orchestra under Lorin Maazel in 1976 for Decca Records in the UK and London Records in the U.S., in time for the U.S. Bicentennial. It starred Willard White singing his first Porgy, and Leona Mitchell as Bess. The recording was praised by critics for its performance quality and racial significance, but at the same time was highly criticized by some for not bringing out the "jazzier" qualities of the score.

          


          
            	1977: RCA Victor: A subsequent complete recording of the opera by the Houston Grand Opera based on the complete original score.

          


          
            	Both the 1976 and 1977 recordings of the opera won Grammy Awards for Best Opera Recording, making Porgy and Bess one of the few operas (if not the only one) to win this award over two consecutive years.

          


          
            	1989: EMI: The Glyndebourne album also based on the complete original score, without Gershwin's cuts.

          


          
            	2006: The latest recording of the opera made by the Nashville Symphony Orchestra under John Mauceri is the first to observe Gershwin's cuts and thus present the opera as it was heard in New York in 1935.

          


          Porgy and Bess was proclaimed the official opera of the State of South Carolina in 2001.


          


          Adaptations


          


          Film and television


          
            [image: ]
          


          A 1959 film version was produced in 70 mm Todd-AO by Samuel Goldwyn, but plagued with problems. Rouben Mamoulian, who had directed the 1935 Broadway premiere, was hired to direct the film, but was subsequently fired in favour of director Otto Preminger for daring to suggest that the film be made on location in South Carolina after a fire on the sound stage destroyed the film's sets. Goldwyn, who never liked making films on location, considered Mamoulian's request a sign of disloyalty. Robert McFerrin dubbed the songs for Sidney Poitier's Porgy and Adele Addison for Dorothy Dandridge's Bess. Ruth Attaway's Serena and Diahann Carroll's Clara were also overdubbed. Although Dandridge, Davis and Carroll were all singers, the women's voices were not considered operatic enough. Davis and Pearl Bailey (who played Maria in the movie) were the only principals who sang their own songs. Andre Previn's adaptation of the score won him an Academy Award, the film's only Oscar.


          The Gershwin estate was disappointed with the film, as the score was edited to make it more like a musical. Much of the music was omitted from the film, and many of Gershwin's orchestrations were either changed or completely scrapped. It was shown on network television in the U.S. only once, in 1967. It was pulled from release in 1974, and prints can now only be seen in film archives or on bootleg videos.


          In 1993, the Glyndebourne Festival stage production of "Porgy and Bess" was greatly expanded scenically and videotaped in a television studio. It was telecast by the BBC in England and by PBS in the United States. It was directed by Trevor Nunn and featured a cast of American singers, with the exception of Willard White, who is Jamaican but sounded American, as Porgy. Cynthia Haymon sang the role of Bess. Nunn's "opening up" of the stage production was considered highly imaginative, his cast both sang and acted well, and the three hour production retained nearly all of Gershwin's music, heard in the original 1935 orchestrations - including the opera's sung recitatives, which had occasionally been turned into spoken dialogue in earlier productions. The 1993 "Porgy and Bess" was subsequently released on VHS and DVD, and is, so far, the only version of the opera to appear in those formats. It has won far greater acclaim than the 1959 film, which was widely panned by most critics for allegedly not being entirely faithful to Gershwin's opera, for refining the language grammatically, and for being staged in what they called an "overblown" manner. It was nominated for four Emmy Awards, and won for its art direction.


          In 2002, the New York City Opera telecast its new version of the Houston Opera production, from the stage of Lincoln Centre. This version featured far more cuts than the previous telecast, but, like all stage versions produced since 1976, used the sung recitatives and Gershwin's orchestrations. The telecast also included interviews with director Tazewell Thompson and was hosted by Beverly Sills.


          In 2006 the opera was presented as a musical in an adaptation by Trevor Nunn, who also directed and Gareth Valentine (Musical Supervisor). Called "The Gershwin's Porgy And Bess", it was staged at the Savoy Theatre, London to critical acclaim, but disappointing box office.


          While not an adaptation, Sesame Street parodied the song "A Woman is a Sometime Thing" in season 36 of the show. Hoots the Owl sang to Cookie Monster about how "A Cookie is a Sometimes Food".


          The 1985 movie White Nights featured a scene in which Gregory Hines performed There's a Boat Dat's Leavin' Soon for New York as Sportin' Life. Hines' rendition, before a Siberian audience, included a tap dancing sequence. Director Taylor Hackford pointed out in a special edition DVD release of the film that it was necessary to locate a Russian "woman of colour" (Helene Denbey) to portray Bess, as per Gershwin's stipulations.


          


          Suites


          Gershwin prepared an orchestral suite containing music from the opera after Porgy and Bess closed early on Broadway. Though originally titled "Suite from Porgy and Bess", Ira later renamed it " Catfish Row".


          In 1942 Robert Russell Bennett arranged a medley (rather than a suite) for orchestra which has often been heard in the concert hall, known as Porgy and Bess: A Symphonic Picture. It is based on Gershwin's original scoring, though for a slightly different instrumentation (the piano was removed from the orchestral texture at the request of the conductor Fritz Reiner, for whom the arrangement was made). Morton Gould also arranged an orchestral suite in the 1950s.


          


          Songs


          Porgy and Bess contains many songs that have become popular in their own right, becoming standards in jazz and blues in addition to their original operatic setting.


          Some of the more popular songs include:


          
            	" Summertime", Act I Scene 1


            	"A Woman is a Sometime Thing", Act I Scene 1


            	" My Man's Gone Now", Act I Scene 2


            	"It Take a Long Pull to Get There", Act II Scene 1


            	"I Got Plenty o' Nuttin'", Act II Scene 1


            	"Buzzard Keep on Flyin'", Act II Scene 1


            	"Bess, You Is My Woman Now", Act II Scene 1


            	"Oh, I Can't Sit Down," Act II Scene 1


            	" It Ain't Necessarily So", Act II Scene 2


            	"What you want wid Bess", Act II Scene 2


            	"Oh, Doctor Jesus", Act II Scene 3


            	" I Loves You, Porgy", Act II Scene 3


            	"A Red-Haired Woman", Act II Scene 4


            	"There's a Boat Dat's Leavin' Soon for New York", Act III Scene 2


            	"Bess, O Where's My Bess?", Act III Scene 3


            	"O Lawd, I'm On My Way", Act III Scene 3

          


          Some of the more celebrated renditions of these songs include Sarah Vaughan's "It Ain't Necessarily So" and the versions of "Summertime" recorded by Billie Holiday, Ella Fitzgerald and Louis Armstrong and Miles Davis. Numerous other musicians have recorded "Summertime" in varying styles, including both instrumental and vocal recordings. Janis Joplin recorded a Blues rock version of "Summertime" with Big Brother & The Holding Company. Sublime recorded a (radically reworked) version, as well. Billy Stewart's version became a Top 10 Pop and R&B hit in 1966 for Chess Records.


          Nina Simone recorded several Porgy & Bess songs. She made her debut in 1959 with a version of "I Loves You, Porgy", which became a Billboard top 20 hit. Other songs she recorded included "Porgy, I's Your Woman Now" [i.e. "Bess, You Is My Woman Now"], "Summertime" and "My Man's Gone Now".


          "Summertime" vies with the Beatles " Yesterday" as one of the most popular cover songs in popular music, with an estimated 2,500 different versions recorded. Even seemingly unlikely performers such as the Zombies have made recordings of it.
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Cetacea

                  


                  
                    	Family:

                    	Phocoenidae

                    Gray, 1825
                  

                

              
            


            
              	Genera
            


            
              	
                Neophocaena - Finless porpoise

                Phocoena - Harbour porpoise et al.

                Phocoenoides - Dall's porpoise

              
            

          


          Porpoises are small cetaceans of the family Phocoenidae; they are related to whales and dolphins. They are distinct from dolphins, although the word "porpoise" has been used to refer to any small dolphin, especially by sailors and fishermen. The most obvious visible difference between the two groups is that porpoises have flattened, spade-shaped teeth distinct from the conical teeth of dolphins.


          The name derives from French pourpois, originally from Medieval Latin porcopiscus (porcus pig + piscus fish).


          Porpoises, divided into six species, live in all oceans, mostly near the shore. Probably best known is the Harbour Porpoise, which can be found across the Northern Hemisphere.


          


          Taxonomy and evolution


          Porpoises, along with whales and dolphins, are descendants of land-living mammals and are related to hoofed animals that first entered the oceans around 50 million years ago. Fossil evidence suggests that porpoises diverged from dolphins and other cetaceans aroud 15 million years ago, during the Miocene. The oldest fossils are known from the shallow seas around the north Pacific, with animals spreading to the European coasts and southern hemisphere only much later, during the Pliocene.


          
            	
              Sub-order Odontoceti: toothed whales

              
                	Family Phocoenidae: Porpoises

                  
                    	Genus Neophocaena

                      
                        	Finless Porpoise, Neophocaena phocaeniodes

                      

                    


                    	Genus Phocoena

                      
                        	Harbour Porpoise, Phocoena phocoena


                        	Vaquita, Phocoena sinus


                        	Spectacled Porpoise, Phocoena dioptrica


                        	Burmeister's Porpoise, Phocoena spinipinnis

                      

                    


                    	Genus Phocoenoides

                      
                        	Dall's Porpoise, Phocoenoides dalli

                      

                    

                  

                

              

            

          


          Recently-discovered hybrids between male Harbour porpoises and female Dall's Porpoises indicate that the two species may actually be members of the same genus.


          


          Physical characteristics
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              A Harbour Porpoise at an aquarium. In the wild, porpoises rarely jump out of the water.
            

          


          Porpoises tend to be smaller but stouter than dolphins. They have small, rounded heads and blunt jaws instead of beaks. While dolphins have a round, bulbous " melon", porpoises do not. Their teeth are spade-shaped, whereas dolphins have conical teeth. In addition, a porpoise's dorsal fin is generally triangular, rather than curved like that of many dolphins and large whales. Some species have small bumps, known as tubercles, on the leading edge of the dorsal fin. The function of these bumps is unknown.


          These animals are the smallest cetaceans, reaching body lengths up to 2.5 metres (8 ft); the smallest species is the Vaquita, reaching up to 1.5m (5ft). In terms of weight the lightest is the Finless Porpoise at 30-45kilograms (65-100 lb) and the heaviest is Dall's Porpoise at 130-200kg (280-440lb). Because of their small size, porpoises lose body heat to the water more rapidly than other cetaceans. Their stout shape, which minimizes surface area, may be an adaptation to reduce heat loss. Thick blubber also insulates them from the cold. The small size of porpoises requires them to eat frequently, rather than depending on fat reserves.


          


          Life history


          Porpoises are relatively r-selected compared with dolphins: that is, they rear young more quickly than dolphins. Female Dall's and Harbour Porpoises often become pregnant with a single calf each year, and pregnancy lasts for about 11 months. Although the lifespan of most species is not known, specimens older than in their mid-teens have rarely been found.


          


          Behaviour
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              "Rooster tail" spray around swimming Dall's Porpoises
            

          


          Porpoises are predators of fish, squid, and crustaceans. Although they are capable of dives up to 200m, they generally hunt in shallow coastal waters. They are found most commonly in small groups of fewer than ten individuals. Rarely, some species form brief aggregations of several hundred animals. Like all toothed whales they are capable of echolocation for finding prey and group coordination. Porpoises are fast swimmers Dall's porpoise is said to be one of the fastest cetaceans, with a speed of 55km/h (34mph). Porpoises tend to be less acrobatic and more wary than dolphins.


          


          Human impact


          Accidental entanglement ( bycatch) in fishing nets is the main threat to porpoises today. One of the most endangered cetacean species is the Vaquita, having a limited distribution in the Gulf of California, a highly industrialized area.


          In some countries, porpoises are hunted for food or bait meat.


          Porpoises are rarely held in captivity in zoos or oceanaria, as they are generally not as capable of adapting to tank life nor as easily trained as dolphins.


          


          In popular culture


          In the 1966 Batman film, Batman and Robin are rescued by a "Noble Porpoise" who intercepted a torpedo that was headed in their direction.


          In the BBC comedy series, Blackadder The Third, the Prince Regent, played by Hugh Laurie, confuses the title of the story The Prince And The Pauper with The Prince And The Porpoise.


          Referred to in the song Barracuda by the band Heart.


          In The Illuminatus! Trilogy porpoises are highly advanced sea beings that have a culture spawning tens of thousands of years. They are quite likeable and adept at poetry, through which they preserve accounts of the history of Spaceship Earth. The porpoises help Hagbard Celine and the Discordians in their fight against the Illuminati.


          Referred to in a song by Red Hot Chili Peppers.


          In Stephen Colbert's spoof animated serial ' Tek Jansen' (aired as part of The Colbert Report), Tek is seen to have a 'zany' porpoise sidekick named Porpy in the extended title sequence.
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              	Coordinates:
            


            
              	Country

              	Haiti
            


            
              	Department

              	Ouest
            


            
              	Arrondissement

              	Port-au-Prince
            


            
              	Founded

              	1749
            


            
              	Colonial seat

              	1770
            


            
              	Government
            


            
              	- Mayor

              	Jean Yves Jason
            


            
              	Population (2007)
            


            
              	-City

              	1,082,800
            


            
              	- Metro

              	1,728,100
            

          


          
            
              	Sister cities
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              A taptap (shared taxi) in central Port-au-Prince.
            

          


          Port-au-Prince (pronounced /ˌpɔɹtəʊˈpɹɪns/ in English and /pɔʁopʁɛ̃s/ in French; Haitian Creole: Ptoprens) is the capital and largest city of Haiti. Growth, especially in crowded slums in nearby plains and hillsides, has raised the population of the Port-au-Prince area to between 2.5 and 3 million. It is located on a bay of the Gulf of Gonve, at . The city's layout is somewhat similar to that of an amphitheatre; commercial districts are near the water, while residential neighborhoods are located on the hills above.


          


          History


          


          The region before the founding of Port-au-Prince


          Before the arrival of Christopher Columbus, the region that would eventually become Port-au-Prince was not the site of any permanent human settlement. At the end of the 15th century, the region was under the control of an Amerindian ruler by the name of Bohechio, and he, like his predecessors, feared settling too close to the coast -- such settlements would have proven to be tempting targets for the Caribes, who lived on neighbouring islands. Instead, the region served as a hunting ground.


          With the arrival of the Spaniards, the Amerindians were forced to become a protectorate, and Bohechio, childless at death, was succeeded by his sister, Anacaona, wife of the cacique Caonabo. Anacaona tried to maintain cordial relations with the Spaniards, but this proved to be difficult, as the latter came to insist upon larger and larger tributes. Eventually, the Spanish colonial administration decided to rule directly, and in 1503, Nicolas Ovando, then governor, set about to put an end to the rgime headed by Anacaona. He invited her and other tribal leaders to a feast, and when the Amerindians had drunk a good deal of wine -- the Spaniards did not drink on that occasion -- he ordered most of the guests killed. Anacaona was spared, though only to be hanged publicly some time later. Through violence and disease, the Spanish settlers decimated the native population.


          Direct Spanish rule over the area having been established, Ovando founded a settlement not far from the coast (west of Etang Saumtre), ironically named Santa Maria de la Paz Verdadera, which would be abandoned several years later. Not long thereafter, Ovando founded Santa Maria del Puerto. The latter was first burned by French explorers in 1535, then again in 1592 by the English. These assaults proved to be too much for the Spanish colonial administration, and in 1606, it decided to abandon the region.


          For more than 50 years, the area that is today Port-au-Prince saw its population drop off drastically. Finally, some buccaneers began to use it as a base, and Dutch merchants began to frequent it in search of leather, as game was abundant there. Around 1650, French pirates, or flibustiers, running out of room on the le de la Tortue began to arrive on the coast, and established a colony at Trou-Borded. As the colony grew, they set up a hospital not far from the coast, on the Turgeau heights. This led to the region being known as Hpital.


          Although there had been no real Spanish presence in Hpital for well over 50 years, Spain retained its formal claim to the territory, and the growing presence of the French flibustiers on ostensibly Spanish lands provoked the Spanish crown to dispatch Castilian soldiers to Hpital to retake it. The mission proved to be a disaster for the Spanish, as they were outnumbered and outgunned, and in 1697, the Spanish government signed the Treaty of Ryswick, renouncing any claims to Hpital. Around this time, the French also established bases at Ester (part of Petite-Rivire) and Gonaves.


          Ester was a rich village, inhabited by merchants, and equipped with straight streets; it was here that the governor lived. On the other hand, the surrounding region, Petite-Rivire, was quite poor. Following a great fire in 1711, Ester was abandoned. Yet the French presence in the region continued to grow, and not long thereafter, a new city was founded to the south: Logane.


          While the first French presence in Hpital, the region that was later to contain Port-au-Prince, was that of the flibustiers, as the region became a real French colony, the colonial administration began to worry about the continual presence of these pirates. While useful in repelling Englishmen intent on encroaching upon French territory, they were relatively independent, unresponsive to orders from the colonial administration, and a potential threat to it. Therefore, in the winter of 1707, Choiseul-Beaupr, the governor of the region, sought to get rid of what he saw as a threat. He insisted upon control of the hospital, but the flibustiers refused, considering this humiliating. They proceeded to close the hospital, rather than cede control of it to the governor, and many of them became habitans (farmers) -- the first long-term European inhabitants in the region.


          Though the elimination of the flibustiers as a group from Hpital reinforced the authority of the colonial administration, it also made the region a more attractive target for the English. In order to protect the area, in 1706 a captain named de Saint-Andr sailed into the bay just below the hospital, in a ship named Le Prince. It is said that M. de Saint-Andr named the area Port-au-Prince (meaning "Port of the Le Prince"), although the port and the surrounding region continued to be known as Hpital (however, the islets in the bay had already been known as les lets du Prince as early as 1680.)


          The English did not trouble the area, and various nobles sought land grants from the French crown in Hpital; the first noble to control Hpital was Sieur Joseph Randot. Upon his death in 1737, Sieur Pierre Morel gained control over part of the region, with Gatien Bretton des Chapelles acquiring another portion of it.


          By this time, the colonial administration was convinced that a capital needed to be chosen, in order better to control the French portion of Santo-Domingo ( Hispaniola). For a time, Petit-Gove and Logane vied for this honour, but both were eventually ruled out, for various reasons. First of all, neither was centrally located. Petit-Gove's climate was too malarial, and Logane's topography made it difficult to defend. Thus, in 1749 a new city was built: Port-au-Prince.


          


          Colonial history


          In 1770, Port-au-Prince replaced Cap-Franais (the modern Cap-Hatien) as capital of the colony of Saint-Domingue, and in 1804, it became the capital of newly-independent Hati. Before Hatian independence, it was captured by British troops on June 4, 1794. During the French and Hatian Revolutions, it was known as Port-Rpublicain, before being renamed Port-au-Prince by Jacques I, emperor of Hati. When Hati was divided between a kingdom in the north and a republic in the south, Port-au-Prince was the capital of the republic, under the leadership of Alexandre Ption. Henri Christophe renamed the city Port-aux-Crimes after the assassination of Jacques I at Pont Larnage (now known as Pont-Rouge, and located north of the city.)


          


          Economy
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              One of the poor neighborhoods of Port-au-Prince. View from the Petionvile Club.
            

          


          Port-au-Prince is the nation's largest centre of economy and finance. The city currently exports its most widely consumed produce of coffee and sugar, and has, in the past, exported other goods, such as shoes and baseballs. Port-au-Prince has food-processing plants as well as soap, textile, and cement factories. Despite political unrest, the city also relies on the tourism industry and construction companies to move its economy. Port-au-Prince was once a popular place for cruises, but has since lost nearly all of its tourism, and no longer has cruise ships coming into port.


          Though unemployment is very high in Port-au-Prince, it would be more accurate to say that people are underemployed. Walking down the streets of Port-au-Prince a person cannot help but recognize the extremely high levels of activity, especially among people selling goods and services right off the streets. In Simon M. Fass's research book, Political Economy in Hati: The Drama of Survival, he argues that in fact virtually no one is unemployed in Port-au-Prince's slums, because they would be unable to survive if they were. Port-au-Prince has several rather upscale districts in which crime rates are much lower than the centre of the capital.


          



          


          Demographics
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              Fountain in the Champ de Mars plaza.
            

          


          The population of the Port-au-Prince metro area is greater than 2 million. The majority of the population is of black African descent, but a prominent mulatto minority controls many of the city's businesses. There are sizeable numbers of Hispanic residents and business-owners as well as small numbers of whites (mostly foreign-born, temporary residents). Citizens of Middle Eastern (particularly Syrian and Lebanese) ancestry are a growing minority with a significant presence in the capital. Arab Haitians (in which a large number live in the capital) are more often than not, concentrated in financial areas where the majority of them establish businesses. The majority of the city's poorer inhabitants are concentrated in densely populated slums such as La Saline, located directly north of downtown and west of the middle-class Delmas neighbourhood, Bel-Air, Martissant, and the poorest, most-dangerous slum, Cit Soleil, located directly north of La Saline. In fact, the downtown area is nearly completely engulfed in its own slums. There are however, many comfortable living quarters in the city, especially in the southeastern portion of the city around the School of Sacred Heart (cole du Sacr-Cur), and going towards the wealthy upper class suburb of Ptionville. Ptionville is known for its plush mansions on the hills overlooking Port-au-Prince from the southeast, but it too, has begun to receive an inundation of migrants from the countryside where farmland is eroding into desert and many people come to the city to search for jobs. The government cannot accommodate the flood of migrants into the city. Hence, there are shantytowns erecting even in Ptionville, as well as in nearby districts like Carrefour, and the financially wealthier (when compared to the former) district of Delmas. Most of the mulattos in the city are concentrated and reside within these wealthier areas of Port-au-Prince.


          


          City layout


          Port-au-Prince over the years has become rather disorderly in its urban planning. Modernization is gradually countering this however. Port-au-Prince is subdivided into various districts and neighborhoods. There are a ring of districts that radiate out from the centre of Port-au-Prince. Ptionville is an affluent suburb under Port-au-Prince's jurisdiction located southeast of the city. Delmas is located directly south of the airport and north of the central city, and Carrefour which is quite poor, especially when compared with the other two suburbs is located southwest of central Port-au-Prince. Downtown Port-au-Prince harbors many low-income slums plagued with poverty and violence in which the most notorious, Cit Soleil is situated. The Champ de Mars area has begun some modern infrastructure development as of recently. The Downtown area is the site of several projected modernization efforts in the capital.


          


          Government
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              Presidential Palace in Port-au-Prince
            

          


          The current mayor of Port-au-Prince is Jean-Yves Jason. The city's separate districts (primarily the districts of Delmas, Carrefour, and Ptionville) are all administered by their own local mayors who in turn fall under the jurisdiction of the city's general mayor. The seat of the state, the Presidential Palace, is located in the Champ de Mars plaza of the city. The PNdH (Police Nationale dHati) is the authority governing the enforcement of city laws. The national police force as of recently, have been increasing in number. However because of its ailing ineffectiveness and insufficient manpower, a significant number of UN personnel is present throughout the city as part of the stabilization mission in Haiti.


          


          Transportation


          All of the major transportation systems in Haiti are located near or run through the capital. Haiti has two main highways that run from one end of the country to the other. The northern highway, Route Nationale #1 (National Highway One), originates in Port-au-Prince, winding through the coastal towns of Montrouis and Gonaves, before reaching its terminus at the northern port Cap-Hatien. The southern highway, Route Nationale #2, links Port-au-Prince with Les Cayes via Logne and Petit Gove. Maintenance for these roads lapsed after the 1991 coup, prompting the World Bank to loan USD 50 million designated for road repairs. The project was canceled in January 1999, however, after auditors revealed corruption. Haiti also has a third major highway, the Route Nationale #3, which connects Port-au-Prince to Cap-Haitien via the towns of Mirebalais and Hinche. This route links the capital and Le Cap to the central plateau; however, due to its poor condition, it sees limited use.


          The most common form of public transportation in Haiti is the use of brightly painted pickup trucks as taxis called "tap-taps" They are named this because when a passenger needs to be let off they use their coin money to tap the side of the vehicle and the driver usually stops. Most tap-taps are fairly priced at around 1-3 goudes per ride within a city. The catch to the price is that the driver will often fill a truck to maximum capacity, which is nearly 20-30 people.


          The port at Port-au-Prince has more registered shipping than any of the over dozen ports in the country. The port's facilities include cranes, large berths, and warehouses, but these facilities are in universally poor shape. The port is underused, possibly due to the substantially high port fees compared to ports in the Dominican Republic.


          The Toussaint Louverture International Airport (Aroport International Toussaint Louverture), which opened in 1965 (as the Franois Duvalier International Airport), is located 10 km north of the city. It is Haiti's only jetway, and as such, handles the vast majority of the country's international flights. Air Hati and a handful of major airlines from Europe, the Caribbean, and the Americas serve the airport. Since 2007, the airport has been set to undergo an expansion in which a new set of terminals will be built.


          


          Education


          Port-au-Prince contains various educational institutions ranging from small vocational schools to universities. Influential international schools in Port-au-Prince include Union School , founded in 1919, and Quisqueya Christian School , founded in 1974. Both schools offer an American-style pre-college education. French-speaking students can attend the Lyce Franais, located in Bourdon. The State University of Haiti (Universit d'tat d'Hati in French or UEH), is located within the capital along other universities such as the Quisqueya University and the Universit des Carabes. There are many other institutions that observe the Haitian scholastic program. Many of them are religious academies led by foreign missionaries from France or Canada. To name a few of these establishments: Institution Saint-Louis-de-Gonzague, cole Sainte-Rose-de-Lima, cole Saint-Jean-Marie Vianney, Institution du Sacr-Coeur, Collge Anne-Marie Javouhey and many more.


          The Ministry of Education is also located in downtown Port-au-Prince at the Palace of Ministries, adjacent to the National Palace in the Champ de Mars plaza.


          The Hatian Group of Research and Pedagogical Activities (GHRAP) has set up several community centers for basic education. UNESCOs office at Port-au-Prince has taken a number of initiates in upgrading the educational facilities in Port-au-Prince.


          


          Culture
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              An old gingerbread house in Pacot.
            

          


          The culture of the city lies primarily in the centre around the National Palace as well as its surrounding areas. The national palace was one of the early structures of the city but was destroyed and then rebuilt in 1918. A popular destination in the capital is the Hotel Oloffson, a 19th century gingerbread mansion that was once the private home of two former Hatian presidents. It has become a popular hub for tourist activity in the central city. The Cathdrale de Port-au-Prince is a famed site of cultural interest and attracts foreign visitors to its Neo-Romantic architectural style. The Muse d'Art Hatien du Collge Saint-Pierre contains some of the country's most talented art and the Muse National is a museum featuring historical artifacts such as King Henri Christophe's actual suicide pistol and a rusty anchor that museum operators claim was salvaged from Christopher Colombus' ship, the Santa Maria. Other notable cultural sites include the Archives Nationales, and the Bibliothque nationale (National library).


          


          Tourism


          Port-au-Prince has managed to maintain a tourism industry despite political instability. The Toussaint Louverture International Airport (referred to often as the Port-au-Prince International Airport) is the country's main international gateway for tourists. The Ptionville area of Port-au-Prince is affluent and is generally the most common place for tourists to visit and stay. The vast majority of tourists concentrate their visits around the various cultural sites that exist within the capital, an example being large number of the famous gingerbread-styled houses.


          


          Notable residents


          
            	Claude Vilgrain, first Haitian born NHL player


            	Samuel Dalembert, Philadelphia 76ers player


            	Sweet Micky, popular Kompa artist


            	Wyclef Jean, popular Hip Hop artist


            	Olden Polynice, number eight NBA draft pick by the Chicago Bulls before being traded to the Seattle SuperSonics in 1988

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Port-au-Prince"
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District of Port Louis
              
            


            
              	Coordinates:
            


            
              	Country

              	Mauritius
            


            
              	Founded

              	1735
            


            
              	City status

              	August 25, 1966
            


            
              	Government
            


            
              	-Mayor

              	Fritz Thomas
            


            
              	Area
            


            
              	-City

              	42.7 km(16.5 sqmi)
            


            
              	- Urban

              	6.3km(2.4sqmi)
            


            
              	Population (2003)
            


            
              	-City

              	147,688
            


            
              	- Density

              	3,458.73/km(8,958.1/sqmi)
            


            
              	Time zone

              	MUT ( UTC+4)
            


            
              	Website: mpl.intnet.mu/home.htm
            

          


          Port Louis (pronounced in French as IPA: [pɔʁlwi]) is the capital of Mauritius. It is a port on the Indian Ocean, and the nation's largest city and main port. It is located in the Port Louis District. The population is 147,688 (2003 census).


          


          History


          Port Louis was founded by the French around 1735 as a revictualling halt for their ships travelling around the Cape of Good Hope, and was named in honour of King Louis XV. The first Governor was Count Bertrand-Franois Mah de La Bourdonnais.


          


          Geography


          The City of Port Louis is located at 2010' South, 5731'30" East (-20.1667, 57.525). Its localities include Plaine Verte, Chinatown, Ward IV, Vallee Pitot, Tranquebar and city centre. Port Louis is capital of the District of Port Louis.


          


          Sights
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              The Port Louis theatre from 1900 to 1910.
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          Port Louis has conserved many historic and colonial buildings through the years. One of them is a fortification named Fort Adelaide or La Citadelle, built by the British in 1835. The latter dominates the city. From there, one can observe most of the city's architecture. Port Louis is surrounded by a mountain range, called the Port Louis Moka Range. Among its most famous mountains are Le Pouce and Pieter Both which stand about 800 metres from sea level. One of the most popular attractions is the country's national derby called Champ de Mars, which is the oldest race course (1812) in the Indian Ocean and the second oldest in the southern Hemisphere. Other famous destinations include the Police Barracks known as Les Casernes and the Port Louis Waterfront.
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              Aerial view of Port Louis and harbour.
            

          


          The Mauritius Institute, dedicated to the study of the island's flora and fauna, is in Port Louis. Citizens often climb up the Signaux mountain, which is a 3-km track, that leads to over 300 metres high. From there, one can appreciate the landscape of the city.


          Attractions include the Caudan Waterfront, Port Louis Bazaar, the Mauritian Chinatown and the old Port Louis theatre. The capital has also three museums which are: the Mauritius Natural History Museum, the Blue Penny Museum and the Mauritius Stamp Museum. The biggest and oldest post office in Mauritius is found near the Caudan Waterfront. Situated in the heart of the city, near the State Bank Tower, the Place d'Armes is easily recognizable by its tall palm trees. It is the main entrance to and out of Port Louis.
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              Port Louis' banking district, and the main avenue leading to the Government House (seen in the background).
            

          


          Port Louis is the busiest city of the country. It faces heavy traffic congestion as there is only one motorway which leads in and out of the city. The busiest hours are 8am and 5pm, which roughly correspond to the working hours for the majority of enterprises. Parking is another big problem the city faces. The financial centre is also located there, with the Bank of Mauritius, the Mauritius Commercial Bank Ltd and the State Bank of Mauritius, all having their headquarters there.


          The busiest street is probably Sir Seewoosagur Ramgoolam Street, formerly known as Rue Desforges. It leads directly to the Municipality of Port Louis, the Jummah Mosque, and Kadafi Square, which is a hot place for local food.


          There is also a Chinese Burial ground where elaborate memorials have been erected. Dead bodies are kept in the Kit Lock which is located in the centre of the city.


          The skyline of Port Louis has completely changed in the last fifteen years mainly due to construction booms in the 1990s and 2000s, where many of the tallest high-rise buildings have been built. The city centre has the tallest buildings in Mauritius, including a few skyscrapers, which is unusual for a small island in Africa. Port Louis is currently undergoing a major construction boom with the extension of the Caudan Waterfront and new towers.


          Port Louis also harbours some major schools. The Royal College of Port Louis , the Loreto College of Port Louis and the Bell Village SSS are three of the best secondary schools of the country. Coline Moneron SSS school are also found in the capital of Mauritius.


          Renganaden Seeneevassen sss is also found in the City of Port louis


          


          Horse racing


          The Champ de Mars Racecourse is a race track for Thoroughbred horse races located close to the centre of Port Louis founded in 1812.


          


          Economy
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              The Citadel of Port Louis.
            

          


          The economy is dominated by its port, which handles Mauritius' international trade. The port was founded by the French who preferred Port Louis as the City is shielded by the Port Louis/Moka mountain range. It is the largest container handling facility in the Indian Ocean and can accommodate fourth and fifth generation container vessels. At present, only Cape Town and Port Louis can achieve that in Sub-Saharan Africa. However, existing equipments in the port are overstretched and delays frequently occur. Two new gantry cranes (to be delivered in December 2007) will boost annual throughput capacity. Manufacturing is dominated by clothing and textiles, but also includes chemicals, plastics, and pharmaceuticals. Tourism is also important. The development of the Caudan Waterfront, central to Port Louis, with shopping and cinema facilities, appeals to tourists visiting the city. Port Louis is the second most important financial centre in Africa after Johannesburg. It is the city with the highest per capita income in Africa.


          


          Demographics


          The population of the city is now largely made up of the descendants of laborers who were hired for labor from India in the 19th century. Slaves were previously introduced by the British and French who colonized the island in the 18th century. After the abolition of slavery in 1835, many Indian and Chinese workers were brought to work the land, and cultivate sugar cane, at that time used to produce rum. The Immigration Depot in Port Louis is a World Heritage Site commemorating this great migration.
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              The city in the mid-1980s.
            

          


          Currently, the majority of the population, more than 75 percent, are Indians of mixed origins (a significant percentage being followers of the Hindu and Muslim faith), with the rest from Africa and a minority of Chinese and Eurasian.


          


          Culture


          Port Louis has attracted various artists and writers in the past, among the most renowned of them are Bernardin de Saint Pierre, Mark Twain, Nicolas Pike, Charles Baudelaire, and Paul-Jean Toulet.


          Mauritian writers like Malcolm de Chazal, Marcel Cabon, Loys Masson and Marie-Thrse Humbert chose Port Louis and its vicinities as locations for some of their novels and poetry.


          Other Port Louis born poets and writers, like Robert Edward Hart and Khal Torabully, also made of this intricate and fascinating town the setting of some of their texts.


          


          Panorama
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              A panoramic view of Port Louis showing the Champ de Mars Racecourse (left) and the city centre (right).
            

          


          


          City partnership


          Port Louis is sister city's with:
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Location of Porto-Novo in Benin
              
            


            
              	Coordinates:
            


            
              	Country

              	Benin
            


            
              	Established

              	16th century
            


            
              	Population (2002)
            


            
              	-Total

              	223,552
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          Porto-Novo (also known as Hogbonou and Adjac (population 223,552 as of a 2002 census) is the official capital of the West African nation of Benin. It is a port on an inlet of the Gulf of Guinea, in the southeastern portion of the country. Porto-Novo is Benin's second largest city, but the city of Cotonou is more important, culturally and politically. The region around Porto-Novo produces palm oil, cotton and kapok. Petroleum was discovered off the coast of the city in the 1990s, and has become an important export.


          Porto-Novo is located at 628' North, 236' East (6.46667, 2.6).


          


          History


          Porto-Novo was probably founded in the late 16th century by the legendary King Te-Agdanlin of Allada. The city received its name from the Portuguese for "New Port." It was originally developed as a port for the slave trade.


          In 1863, the British, who were active in nearby Nigeria, bombarded the city, which convinced the Kingdom of Porto-Novo to accept French "protection." The neighboring Kingdom of Abomey objected to French involvement in the region, and war broke out between the two states. In 1883, Porto-Novo was incorporated into the French "colony of Dahomey and its dependencies". In 1900 it became Dahomey's capital city.


          The Kings of Porto-Novo continued to rule in the city, both officially and unofficially, until the death of the last King, Alohinto Gbeffa, in 1976. From 1908, they were known as the Chef suprieur.


          Many Afro-Brazilians settled in Porto-Novo following their return to Africa after emancipation from slavery in Brazil. Brazilian architecture and foods have become important in the city's cultural life.


          


          Demographics


          Porto Novo had a population of 234,168 (2005 estimates).


          Population Development:


          
            	1979: 133.168 (Census)


            	1992: 179.138 (Census)


            	2000: 210.400 (Estimate)


            	2002: 223.552 (Estimate)


            	2005: 234.168 (Estimate)

          


          


          Things to see


          
            	The Porto Novo Museum of Ethnography contains a large collection of Yoruba masks, as well as items on the history of the city and of Benin.


            	King Toffa's palace (also known as the Muse Honm and the Royal Palace), now a museum, shows what life was like for African royalty.


            	Jardin Place Jean Bayol is a large plaza which contains a statue of the first King of Porto-Novo.


            	The da Silva Museum is a museum of Benin history. It shows what life was like for the returning Afro-Brazilians


            	The palais de Governor (governor's palace) is the home of the national legislature.

          


          Other sites of interest include a Brazilian-style church, which is now a mosque, and the Institute of Higher Studies of Benin. Stade Municipale and Stade Charles de Gaulle, or Charles de Gaulle Stadium, are the largest football stadiums in the city.


          Porto-Novo is not far from the cultural and historical living history town of Ouidah. It is also near to Nigeria and to Cotonou, and is not far from Pendjari National Park, a natural habitat for many African animal species.


          


          Adjogan


          Adjogan music is endemic to Porto-Novo. The style of music is played on an alounloun, a stick with metallic rings attached which jingle in time with the beating of the stick. The alounloun is said to descend from the staff of office of King Te-Agdanlin. The music is played to honour the King and his ministers. The music is also played in the city's Roman Catholic churches, but the royal bird crest has been replaced with a cross.
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              	City of Portsmouth
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              	Geography
            


            
              	Status

              	Unitary, City (1926)
            


            
              	Region

              	South East England
            


            
              	Ceremonial County

              	Hampshire
            


            
              	Area

              - Total

              	Ranked 319th

              40.25 km
            


            
              	Admin. HQ

              	Portsmouth
            


            
              	ONS code

              	00MR
            


            
              	Demographics
            


            
              	Population

              - Total (2006est.)

              - Density

              	Ranked 71st

              196,400

              4880 / km
            


            
              	Ethnicity

              	91.9% White

              3.4% S.Asian

              1.1% Black

              1.2% Mixed Race

              2.4% Chinese or Other
            


            
              	Politics
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              Portsmouth City Council

              http://www.portsmouth.gov.uk/
            


            
              	Leadership

              	Leader & Cabinet
            


            
              	Executive

              	TBA (council NOC)
            


            
              	MPs

              	Mike Hancock (LD)

              Sarah McCarthy-Fry ( Lab/Co-op)
            

          


          Portsmouth ( /ˈpɔːtsmə/ ) is a city located in the county of Hampshire on the southern coast of England, and is the UK's only island city. It is commonly nicknamed Pompey. The administrative unit itself forms part of the wider Portsmouth conurbation, with an estimated 442,252 residents within its boundaries, making it the 11th largest urban area in England. At the 2001 census it was the only city in England with a greater population density (4,639 /km (12,015 /sqmi)) than London as a whole (4,562/km (11,816/sqmi)), although many of London's individual boroughs had a much greater density.


          A significant naval port for centuries, Portsmouth is home to the world's oldest dry dock still in use and home to many famous ships, which includes Nelson's famous flagship HMS Victory. Portsmouth has declined as a naval base in recent years but remains a major dockyard and base for the Royal Navy. There is also a commercial port serving destinations on the continent for freight and passenger traffic.


          The Spinnaker Tower is a recent addition to the city's skyline. It can be found in the recently redeveloped area known as Gunwharf Quays.


          The Portsmouth Urban Area covers an area with a population well over twice that of the city of Portsmouth itself, and includes Fareham, Portchester, Gosport, Havant (which includes the large suburbs of Leigh Park), Lee-on-the-Solent, Stubbington and Waterlooville.


          The suburbs of Portsmouth and Southampton to the west arguably form a conurbation stretching from Southampton to Havant on the M27/ A27 road along the coast, and north to Clanfield on the A3 road.


          


          History


          
            [image: Portchester Castle at night, showing the Tower's uplighting.]

            
              Portchester Castle at night, showing the Tower's uplighting.
            

          


          There have been settlements in the area since before Roman times, mostly being offshoots of Portchester, which was a Roman base ( Portus Adurni) and possible home of the Classis Britannica. Portsmouth is commonly regarded as having been founded in 1180 by John of Gisors ( Jean de Gisors). Most early records of Portsmouth are thought to have been destroyed by Norman invaders following the Norman Conquest. The earliest detailed references to Portsmouth can be found in the Southwick Cartularies. However, there are records of "Portesmūa" from the late 9th century, meaning "mouth of the Portus harbour".


          The Anglo-Saxon Chronicle entry for 501 claims that "Portesmua" was founded by a Saxon warrior called Port, though historians do not accept that origin of the name. The Chronicle states that:


          "Her cwom Port on Bretene 7 his .ii. suna Bieda 7 Mgla mid .ii. scipum on re stowe e is gecueden Portesmua 7 ofslogon anne giongne brettiscmonnan, swie elne monnan."


          The battle is attested in early Welsh sources as the Battle of Llongborth. The poem names the Chronicles "young British man of nobility" as Geraint map Erbin.


          


          In the Domesday Book there is no mention of Portsmouth. However, settlements that later went on to form part of Portsmouth are listed. At this time it is estimated the Portsmouth area had a population not greater than two or three hundred. While in Portsea there was a small church prior to 1166, Portsmouth's first real church came into being in 1181 when a chapel dedicated to Thomas Becket was built by Augustinian monks and run by the monks of Southwick Priory until the Reformation. The modern Portsmouth Anglican Cathedral is built on the original location of the chapel.


          


          In 1194 King Richard The Lionheart returned from being held captive in Austria, and set about summoning a fleet and an army to Portsmouth, which Richard had taken over from John of Gisors. On May 2, 1194 the King gave Portsmouth its first Royal Charter granting permission for the borough to hold a fifteen day annual "Free Market Fair", weekly markets, to set up a local court to deal with minor matters, and exemption from paying the annual tax, with the money instead used for local matters. King Richard later went on to build a number of houses and a hall in Portsmouth. The hall is thought to have been at the current location of the Clarence Barracks (the area was previously known as Kingshall Green). It is believed that the crescent and eight-point star found on the thirteenth century common seal of the borough was derived from the arms of William de Longchamp, Lord Chancellor to Richard I at the time of the granting of the charter. The crescent and star, in gold on a blue shield, were subsequently recorded by the College of Arms as the coat of arms of the borough.


          In 1200 King John reaffirmed the rights and privileges awarded by King Richard. King John's desire to invade Normandy resulted in the establishment of Portsmouth as a permanent naval base, and soon after construction began on the first docks, and the Hospital of St Nicholas, which performed its duties as an almshouse and hospice. During the thirteenth century Portsmouth was commonly used by King Henry III and Edward I as a base for attacks against France.


          By the fourteenth century commercial interests had grown considerably, despite rivalry with the dockyard of nearby Southampton. Common imports included wool, grain, wheat, woad, wax and iron, however the port's largest trade was in wine from Bayonne and Bordeaux.
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              Round Tower
            

          


          In 1338 a French fleet led by Nicholas Bhuchet raided Portsmouth, destroying much of the town, with only the local church and hospital surviving. Edward III gave the town exemption from national taxes to aid reconstruction. Only ten years after this devastation the town for the first time was struck by the Black Death. In order to prevent the regrowth of Portsmouth as a threat, the French again sacked the city in 1369, 1377 and 1380. Henry V was the first to build permanent fortifications in Portsmouth. In 1418 he ordered a wooden Round Tower be built at the mouth of the harbour, which was completed in 1426. King Henry VIII rebuilt the fortifications with stone, raised a square tower, and assisted Robert Brygandine and Sir Reginald Bray in the construction of the country's first dry dock. In 1527, with some of the money from the dissolution of the monasteries, Henry VIII built Southsea Castle. In 1545, he saw his vice- flagship Mary Rose founder off Southsea Castle, with a loss of about 500 lives, while going into action against the French fleet. Over the years Portsmouth's fortification was increased by numerous monarchs, although most of these have now been converted into tourist attractions.
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          Portsmouth has a long history of supporting the Royal Navy logistically, leading to it being important in the development of the Industrial Revolution. Marc Isambard Brunel, the father of famed Portsmouth engineer Isambard Kingdom Brunel, established in 1802 the world's first mass production line at the Portsmouth Block Mills, to mass produce pulley blocks for rigging on the Royal Navy's ships. At its height the Dockyard was the largest industrial site in the world.


          Admiral Nelson left Portsmouth for the final time in 1805 to command the fleet that would defeat the larger Franco-Spanish fleet at Trafalgar. The Royal Navy's reliance on Portsmouth led to the city becoming the most fortified in Europe, with a network of forts circling the city. From 1808 the Royal Navy's West Africa Squadron, who were tasked to stop the slave trade, operated out of Portsmouth. On December 21, 1872 a major scientific expedition, the Challenger Expedition, was launched from Portsmouth.
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              Gosport - Taken in 1960
            

          


          In 1916 the town experienced its first aerial bombardment when a Zeppelin airship bombed it during World War I.


          In 1926 Portsmouth was granted city status, following a long campaign by the borough council. The application was made on the grounds that Portsmouth was the "first naval port of the kingdom". Two years later the city received the further honour of a lord mayoralty. In 1929 the city council added the motto "Heaven's Light Our Guide" to the medieval coat of arms. Apart from referring to the celestial objects in the arms, the motto was that of the Star of India. This recalled that troopships bound for the colony left from the port. Further changes were made to the arms in 1970, when the Portsmouth Museums Trust sponsored the grant of crest, supporters and heraldic badge. The crest and supporters are based on those of the royal arms, but altered to show the city's maritime connections: the lions and unicorn have been given fish tails, and a naval crown placed around the latter animal. Around the unicorn is wrapped representation of "The Mighty Chain of Iron", a Tudor defensive boom across Portsmouth Harbour.
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          The city was bombed extensively during World War II, destroying many houses and the Guildhall. While most of the city has since been rebuilt, developers still occasionally find unexploded bombs. Southsea beach and Portsmouth Harbour were military embarkation points for the D-Day landings on June 6 1944. Southwick House, just to the north of Portsmouth, had been chosen as the headquarters for the Supreme Allied Commander, US General Dwight D. Eisenhower, during D-Day.


          After the war, much of the city's housing stock was damaged and more was cleared in an attempt to improve the quality of housing. Those people affected by this were moved out from the centre of the city to new developments such as Paulsgrove and Leigh Park. Post-war redevelopment throughout the country was characterised by utilitarian and brutalist architecture, with Portsmouth's Tricorn Centre one of the most famous examples. More recently, a new wave of redevelopment has seen Tricorn's demolition, the renewal of derelict industrial sites, and construction of the Spinnaker Tower.
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          Economy


          This is a chart of trend of regional gross value added of Portsmouth at current basic prices published (pp.240-253) by Office for National Statistics with figures in millions of British Pounds Sterling.


          
            
              	Year

              	Regional Gross Value Added

              	Agriculture

              	Industry

              	Services
            


            
              	1995

              	2,023

              	-

              	496

              	1,528
            


            
              	2000

              	2,750

              	-

              	658

              	2,092
            


            
              	2003

              	3,362

              	-

              	705

              	2,657
            

          


          
            	Note 1. includes hunting and forestry


            	Note 2. includes energy and construction


            	Note 3. includes financial intermediation services indirectly measured


            	Note 4. Components may not sum to totals due to rounding

          


          A tenth of the city's workforce works at Portsmouth Naval Dockyard, which is directly linked to the city's biggest industry, defence, with major sites for BAE and VT Group located in the city. VT have been awarded some of the construction work on the two new Royal Navy aircraft carriers, although this involved the merger with BAe ship group. This will create 3000 new jobs in the city. There is also a major ferry port which deals with both passengers and cargo. The city is also host to the European headquarters of IBM, and the UK headquarters of Zurich Financial Services.
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          In the last decade the number of shops in Portsmouth has grown dramatically due to both the buoyancy of the local economy and improved transport links. In the city centre, shopping is centred around Commercial Road and the 1980s Cascades Shopping Centre, with over 100 high street shops between them. Recent redevelopment have created new shopping areas, including the upmarket Gunwharf Quays, containing fashion stores, restaurants, and a cinema; and the Historic Dockyard, which aims at the tourist sector and holds regular French markets, and an annual Christmas market. Large shopping areas include Ocean Retail Park, on the north-eastern side of Portsea Island, composed of shops requiring large floor space for selling consumer goods; and the Bridge Centre an 11,043 square metre shopping centre built in 1988, now dominated by the Asda Walmart store. There are also many smaller shopping areas throughout the city.


          There is a small fishing fleet based in the city.


          Tourism is also a growing sector of the economy.


          The housing boom has also spurned economic growth with prices rising at a speed second only to London.


          


          Government and politics
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          The city is administered by Portsmouth City Council, which is currently a unitary authority. Portsmouth was granted its first charter in 1194. In 1904 the boundaries were extended to finally include the whole of Portsea Island. The boundaries were further extended in 1920 and 1932, taking in areas of the mainland. Until April 1, 1997 it was a non-metropolitan district of Hampshire. Portsmouth remains part of the Ceremonial county of Hampshire. The city is divided into two parliamentary constituencies, represented in the House of Commons by a Liberal Democrat Member of Parliament, Mike Hancock, and a Labour MP, Sarah McCarthy-Fry.


          The city council is made up of 42 councillors. There is no overall majority control of the city council, with 19 Liberal Democrat, 19 Conservative, 2 Labour, and 2 members of the Independent group. The Council is currently led by the Liberal Democrats with the two independents forming part of the administration. Gerald Vernon-Jackson is the council leader. Councillors are returned from 14 wards, each ward having three councillors. Councillors have a 4 year term, only one council seat is up for election in each Ward at any one election.


          


          Demographics


          
            
              Population change
            

            
              	Year

              	Dwellings

              	Population
            


            
              	1560

              	

              	1000 (est)
            


            
              	1801

              	5310

              	32,160
            


            
              	1851

              	12,825

              	72,096
            


            
              	1901

              	36,368

              	188,133
            


            
              	1951

              	

              	233,545
            


            
              	1961

              	68,618

              	215,077
            


            
              	1971

              	

              	197,431
            


            
              	1981

              	

              	175,382
            


            
              	1991

              	

              	177,142
            


            
              	2001

              	

              	186,700
            

          


          Portsmouth is a mainly white city in terms of ethnicity with 94.7%. Portsmouth's long association with the Royal Navy has meant that it represents one of the most diverse cities in terms of the peoples of the British Isles, with many demobilised sailors staying in the city, in particular, Scots and English from the Industrial North East and Northern Ireland. Former Prime Minister James Callaghan's father was a Protestant from Northern Ireland. Similarly ,some of the largest and most established non white communities have their roots with the Royal Navy, most notably the large community from Hong Kong. Portsmouth's long industrial history in support of the Royal Navy has seen many people from across the British Isles move to Portsmouth to work in the factories and docks, the largest of these groups being the Irish Catholics (Portsmouth is one of a handful of cities with a catholic cathedral); surnames like Doyle and Murphy are extremely common in Portsmouth. Portsmouth is the City with the highest number of emmigrants, in the UK, particularly the most skilled .


          


          Culture


          The city has three established music venues: The Wedgewood Rooms, The Pyramids and The Guildhall. The most successful bands to have emerged from Portsmouth in the past quarter of a century are The Cranes and Ricky, both of whom enjoyed critical acclaim and minor chart success. However there remains a very limited number of venues for less experienced bands to play at.


          The city is home to FA Premier League football team, Portsmouth F.C., who play their home games at Fratton Park. 'Pompey', as the club is colloquially known, is the most successful football club south of Birmingham (with the exception of the clubs in London), having twice been crowned Champions of England, and are the current FA Cup holders. The City's second team, United Services Portsmouth F.C. play in the Wessex League Division One. Portsmouth Rugby Football Club play their home games in the London Division 1 at Rugby Camp, Hilsea. Like many towns on the English south coast, watersports are popular here, particularly sailing and yachting. Locks Sailing Club at Longshore way is the city's premier dinghy sailing club. The city's rowing club is located in Southsea at the Seafront near the Hovercraft Terminal.


          In literature, Portsmouth is the chief location for Jonathan Meades' novel Pompey (1993) ISBN 0-09-930821-5, in which it is inhabited largely by vile, corrupt, flawed freaks. He has subsequently admitted that he had never actually visited the city at that time. Since then he has presented a TV programme about the Victorian architecture in Portsmouth Dockyard.


          In Jane Austen's novel Mansfield Park, Portsmouth is the hometown of the main character Fanny Price, and is the setting of most of the closing chapters of the book.


          Portsmouth Point is an overture for orchestra by the English composer William Walton. The work was inspired by Rowlandson's print depicting Portsmouth Point. It was used as an opening for a Proms Concert in the 2007 season.


          H.M.S. Pinafore, is a comic opera in two acts, with music by Arthur Sullivan and libretto by W. S. Gilbert, which is set in Portsmouth Harbour.


          Portsmouth also runs its own series of concerts encompassing a range of music at the Bandstand in Southsea Common.


          The city is also known for its vibrant south Asian community and is where Bollywood starlet Geeta Basra hails from. She was born and raised in the city where her family still live.


          The City hosts yearly remembrances of the D-Day landings to which veterans from the Allied nations travel to attend.


          Crime


          In the British crime survey of 2001, Portsmouth did not have a distinctly different profile to the other cities in its basic command unit profile. However, for that period it did have a large number of sexual assaults and rapes. A BBC News report in May 2006 reported that it was Britain's worst city for sexual assaults and rapes, based on the 2001 British crime survey by the think tank Reform. Police officers responded by saying "Police in Portsmouth have worked closely with partner agencies and the city council to develop a climate where victims feel confident to report rape, which is generally an under-reported crime" and that this could be the reason for the increased number of reported sexual assaults. However, in a subsequent government survey, the number of reported sexual assaults and rapes had decreased by 22.8% bringing the rate below most large UK cities.


          


          Geography
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          Most of the city of Portsmouth lies on Portsea Island, located where the Solent joins the English Channel. This makes Portsmouth the United Kingdom's only island city and the thirteenth most densely populated place in Europe. It is the second most densely populated place in the UK, after Inner London. The island is separated from the mainland to the north by a narrow creek, bridged in places to make it - in appearance - a peninsula. The sheltered Portsmouth Harbour lies to the west of the island and the large tidal bay of Langstone Harbour is to the east. Portsdown Hill dominates the skyline to the north, providing a magnificent panoramic view over the city, and to the south are the waters of the Solent with the Isle of Wight beyond. Being a seaside city, it is low-lying -- the majority of its surface area is only about 10 feet above sea level, the highest natural point on Portsea Island being Kingston Cross (21 feet) although the road surface over Fratton raliway bridge reaches 25. There are, therefore, dangers that rising sea levels as a result of global warming could cause serious damage to the city. The west of the city is mainly council estates such as Buckland, Landport and Portsea. These were built after most of the original Victorian terraces were destroyed by bombings in World War II. After the war the massive estate of Leigh Park (one of the largest housing development of its kind in Europe) was built to solve the chronic housing shortage during the post-war reconstruction. As of the early part of this decade this estate is now entirely under the jurisdiction of Havant Borough Council, However Portsmouth City Council is still the Landlord for these properties, thus making it the biggest landowner in Havant Borough. Old Portsmouth which is the oldest part of the city, was also known as Spice Island and was famous for its pubs, that serviced the many sailors calling into the port.


          


          Landmarks


          Portsmouth Guildhall is an imposing neoclassical building. It was designed by William Hill and is based on an earlier design used for the town hall in Bolton.


          


          Education


          The city's post-1992 university, the University of Portsmouth, previously known as Portsmouth Polytechnic, has notable achievements in mathematics and biological sciences. Several local colleges also have the power to award HNDs, including Highbury College, the largest, which specializes in vocational education; and Portsmouth College, which offers a mixture of academic and vocational courses in the city. Additionally there are several colleges in the surrounding area, all of which offer a varying range of academic and vocational courses available. Post 16 education in Portsmouth, unlike many areas, is carried at these colleges rather than at secondary schools.


          As of 2007 for the first time in over a decade, no school in Portsmouth is below the government's minimum standards and thus none of them are in special measures but many are still among the worst performing schools in the country. St Luke's C of E VA Secondary School is, in terms of performance, one of the worst schools in the country though it has improved in recent years. St Luke's is one of the few religious schools in the country that operates its intake policy as a standard comprehensive taking from its catchment area rather than being selective on religious background. This is the opposite of its nearby rival St Edmund RC school. The rivalry between St Edmund's Catholic School and St Luke's Church of England school (Protestant) has often become violent. This has its roots in the Catholic-Protestant conflict of Northern Ireland as the city has both large communities of Irish Catholics and Irish Protestant, who settled in the city because of the Royal Navy. Both Admiral Lord Nelson School and Miltoncross School were built recently to meet the demand of a growing school age population.


          Portsmouth's secondary schools are to undergo a major redevelopment in the next few years with three being totally demolished and rebuilt, (St Edmund's, City boys and King Richard's) and the rest receiving major renovation work.


          


          Tourist attractions
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          Most of Portsmouth's tourist attractions are related to its naval history. In the last decade Portsmouth's Historic Dockyard has been given a much needed face-lift. Among the attractions are the D-Day museum (which holds the Overlord embroidery) and, in the dockyard, HMS Victory, the remains of Henry VIII's flagship, the Mary Rose (raised from the sea-bed in recent years), HMS Warrior (Britain's first iron-clad steamship) and the Royal Naval Museum.


          Many of the city's former defences now host museums or events. Several of the Victorian era forts on Portsdown Hill are now tourist attractions. Fort Nelson is now home to the Royal Armouries museum, Forts Purbrook and Widley are activities centres. the Tudor era Southsea Castle has a small museum, and much of the seafront defences up to the Round Tower are open to the public. The southern part of the once large Royal Marines Eastney Barracks is now the Royal Marine Museum. There are also many buildings in the city that occasionally host open days particularly those on the D-Day walk which are seen on signs around the city which note sites of particularly importance in the city to Operation Overlord.


          The city also hosts the D-Day museum a short distance from Southsea Castle; this museum is home to the famous Overlord Tapestry.


          Portsmouth's long association with the armed forces means it has a large number of war memorials around the city, including several at the Royal Marines Museum, at the dockyards and in Victoria Park. In the city centre, the Guildhall Square Cenotaph displays the names of the fallen, and is guarded by stone sculptures of machine gunners carved by the sculptor Charles Sargeant Jagger. The memorial is inscribed:


          
            
              	

              	THIS MEMORIAL WAS ERECTED BY THE PEOPLE OF PORTSMOUTH IN PROUD AND LOVING MEMORY OF THOSE WHO IN THE GLORIOUS MORNING OF THEIR DAYS FOR ENGLAND'S SAKE LOST ALL BUT ENGLAND'S PRAISE. MAY LIGHT PERPETUAL SHINE UPON THEM.

              	
            


            
              	
                West face

              
            

          


          The millennium project to build the Spinnaker Tower at Gunwharf Quays was completed in 2005. The tower is 552 ft tall and features viewing decks at sea level, 325 ft, 341 ft and 357 ft.


          Other tourist attractions include the birthplace of Charles Dickens, the Blue Reef Aquarium (formerly the Sea Life Centre), Cumberland House (a natural history museum), The Royal Marines Museum and Southsea Castle. Southsea's seafront is also home to Clarence Pier Amusement Park.


          English Heritage and the Ministry of Defence are in the process of turning the Portsmouth Block Mills into a museum.


          


          Places of worship
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          Portsmouth is unusual among British cities in having two cathedrals; the Anglican cathedral of St Thomas, in Old Portsmouth, and the Roman Catholic cathedral of St John the Evangelist, in Edinburgh Road, Portsea.


          The Roman Catholic Diocese of Portsmouth was founded in 1882 by Pope Leo XIII. Vatican policy in England at the time was to found sees in locations other than those used for Anglican cathedrals, and the Ecclesiastical Titles Act forbade a Catholic bishop from bearing the same title as one in the established church. Accordingly, Portsmouth was chosen in preference to Winchester.


          In 1927 the Church of England diocese of Winchester was divided, and St Thomas's Anglican Church became the cathedral for the newly created Diocese of Portsmouth. When St Mary's Church, Portsea, was rebuilt in Victorian times, it had been envisaged that it might be the cathedral if Portsmouth became the seat of a bishop, but St Thomas's was given the honour because of its historic status.


          Another historic old Portsmouth church, the Garrison Church, was bombed during World War II with the nave left roofless as a memorial. Of more modern buildings, St Philip's Cosham is cited as a fine example of Ninian Comper's work. There are numerous other active churches and places of worship throughout the city. There are several Mosques, a Synagogue and a Jewish cemetery in the city.


          


          Transport and communications


          


          Bus Services


          Local bus services are provided by First Hampshire & Dorset and Stagecoach serving the city of Portsmouth and the surroundings of Havant, Leigh Park, Waterlooville, Fareham, Petersfield and long distance service 700 to Chichester, Worthing and Brighton. National Express services from Portsmouth run mainly from The Hard Interchange to London, Cornwall, Bradford, Birkenhead and Eastbourne. Many bus services also stop at The Hard Interchange. Other bus services run from Commercial Road North and Commercial Road South. A new bus station has been proposed next to Portsmouth & Southsea Station replacing Commercial Road South bus stops and new bus stops and taxi ranks on Andrew Bell Street to replace the Commercial Road North bus stops when the Northern Quarter Development is built.


          


          Light Rapid Transit & Monorail


          There is an ongoing debate on the development of public transport structure, with monorails and light rail both being considered. A light rail link to Gosport has been authorised but is unlikely to go ahead following the refusal of funding by the Department for Transport in November 2005. The monorail scheme is unlikely to proceed following the withdrawal of official support for the proposal by Portsmouth City Council, after the development's promoters failed to progress the scheme to agreed timetables.


          


          Roads


          There are three road links to the mainland. These are the M275, A3 (London Road) and A2030 (Eastern Road). The M27 has a junction connecting to the M275 into Portsmouth. The A27 has a westbound exit onto the A3 (London Road) and a junction onto the A2030 (Eastern Road). The A3(M) is small part of motorway which runs from Bedhampton north to Horndean.


          


          Cycling


          The city is connected to Route 2 of the National Cycle Network.


          


          Railways


          The city has several mainline railway stations, on two different direct South West Trains routes to London Waterloo, via Guildford and via Basingstoke. There is also a South West Trains stopping service to Southampton Central, and a service by First Great Western to Cardiff Central via Southampton, Bath and Bristol. Southen also offer services to Brighton and London Victoria.


          Portsmouth's stations are (in order, out of the city): Portsmouth Harbour, Portsmouth & Southsea, Fratton, Hilsea and Cosham.


          


          Ferries


          Portsmouth Harbour has passenger ferry links to Gosport and the Isle of Wight. A car ferry service to the Isle of Wight operated by Wightlink is nearby. Britain's longest-standing commercial hovercraft service, begun in the 1960s, still runs from near Clarence Pier to Ryde, Isle of Wight, operated by Hovertravel.


          Portsmouth Continental Ferry Port has links to Caen, Cherbourg-Octeville, St Malo and Le Havre in France, Bilbao in Spain and the Channel Islands. Ferry services from the port are operated by Brittany Ferries, P&O Ferries, Condor Ferries and LD Lines. On 18 May 2006 Acciona Trasmediterranea started a service to Bilbao in competition with P&Os existing service. This service got off to a bad start when the ferry 'Fortuny' was detained in Portsmouth by the MCA for numerous safety breaches. The faults were quickly corrected by Acciona and the service took its first passengers from Portsmouth on the 25 May 2006. The port is the second busiest ferry port in the UK after Dover handling around 3 million passengers a year and has direct access to the M275.


          


          Airports


          The nearest airport is Southampton which is approximately 20-30 minutes away by motorway, with a indirect South West Trains rail connection requiring a change at Southampton Central or Eastleigh.


          Heathrow and Gatwick are both about 60-90 minutes away by motorway. Gatwick is directly linked by Southern services to London Victoria, whilst Heathrow is linked by coach to Woking, which is on both rail lines to London Waterloo. Heathrow is directly linked to Portsmouth by National Express coaches.


          Portsmouth had an airport with grass runway from 1932 to 1973; after its closure, housing, industrial sites, retail areas and a school were built on the site.


          


          Communications


          The telephone area code for Portsmouth is 023 followed by an eight digit number (usually beginning with 92), and was previously (01705), and before that (0705).


          


          Future developments
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          Portsmouth will help build and be the home port of the two new Royal Navy aircraft carriers ordered in 2008,HMS Queen Elizabeth and HMS Prince of Wales.This has secured the base future for the next 40 years and will revitalise shipbuilding in the city.


          Development at Gunwharf Quays continued until 2007 with the completion of the 29 storey East Side Plaza. Development of the former Whitbread Brewery site, now under way, will include a 22 storey tower known as the Admiralty Quarter Tower. Portsmouth's regeneration is being continued in the city centre with the controversial demolition of the award winning Tricorn Centre, a long abandoned shopping mall and car park, described as a "concrete monstrosity". The site is due to be transformed by 2010 to include shops, cafs and restaurants, a four-star 150-bed hotel, 200 residential apartments, and a 2,300-space car park.


          Portsmouth is in the midst of a continuing housing boom with many former commercial, industrial and military sites being converted into residential properties particularly large blocks of flats, leading to an increasing population, if demand upon services such as water and transport infrastructure continues to increase at the current rate demand will surpass maximum capacity in under 5 years.


          In April 2007 Portsmouth F.C. announced plans to move away from Fratton Park, their home for 109 years, to a new stadium situated on a piece of reclaimed land on The Hard beside the Historic Dockyard. The 600m mixed use development, designed by world renowned architects Herzog & de Meuron, would also include 1,500 harbourside apartments as well as shops and offices. The scheme has attracted considerable criticism due to its huge size and location. It also involves moving HMS Warrior from her current permanent mooring, the HMS Warrior trust has said they will not move. This threatens to derail the project as the trust own the sea bed and pier which would be built on were the project to go ahead. In Autumn 2007 Portsmouth's local paper 'The News' published that the plans had been turned down as the supercarriers to be situated in Portsmouth dockyard sight lines would be blocked. In answer to this Portsmouth FC have planned a similar stadium in Horsea Island near Port Solent. This plan will involve building a 36,000 seated stadium, around 1,500 apartments as the original plan yet this time not around the stadium but as single standing structures. Yet the new plan also involves improving and saving land for the Royal Navy's diver training centre by the proposed site and buying a fair amount of land from the MoD. Also a new 7m railway station is to be built at Paulsgrove in Racecourse Lane near the site where there was originally a station. Along with these new roads towards the stadium, it has also been proposed to build a new bridge from Tipner alongside the motorway. This will be for people walking to the stadium and for a park and ride scheme that will also be introduced. There are also plans to capitalise on the proposed development for the local tip which will be neighbouring the new stadium. If accepted the stadium is predicted to be finished for the 2011/12 season. As part of the plans, the club's previous stadium site at Fratton Park would also be redeveloped once the new stadium is completed. Make Architects has been commissioned to draw up designs for 750 new apartments on the site. Planning applications for the proposed development will be submitted in the autumn.


          


          Notable residents


          
            	Admiral George Anson


            	Sir Francis Austen (brother of Jane Austen)


            	Emma Barton, actress ( Honey Mitchell in Eastenders)


            	Geeta Basra, Bollywood Actress born and raised in Portsmouth


            	Admiral Jonathon Band, current First Sea Lord


            	Walter Besant was born in Portsmouth


            	Roger Black (Olympic medallist) was born in Portsmouth


            	Isambard Kingdom Brunel was born in Portsmouth


            	Neil Burgess (Actor) better known as Barry Scott grew up in Portsmouth.


            	James Callaghan (British prime minister 1976-1979) was born in Portsmouth


            	Charles Dickens was born in Portsmouth


            	Arthur Conan Doyle


            	Nicola Duffett, actress, best known for her role on Family Affairs


            	Helen Duncan (last woman imprisoned under the Witchcraft Act in the UK)


            	Michael East (Commonwealth Games gold medal winning athlete)


            	Kate Edmondson Presenter on MTV and TMF


            	Matt Edmondson Former presenter on CBBC


            	Richard Harwood cellist, was born in Portsmouth


            	Rob Hayles (Olympic Games medal winner, cycling)


            	Simon Heartfield, Techno musician


            	Ian Hicks, aka hardcore artist DJ Hixxy


            	Christopher Hitchens author, journalist and literary critic was born in Portsmouth


            	Roger Hodgson of Supertramp was born in Portsmouth


            	Brian Howe (vocalist Bad Company) was born in Portsmouth


            	Joe Jackson


            	Paul Jones (vocalist Manfred Mann)


            	Dillie Keane (songwriter, entertainer, founder Fascinating Aida), was born in Portsmouth


            	Rudyard Kipling


            	David Wallace Barnes, Actor, Singer and Songwriter was born in Portsmouth


            	Michelle Magorian author ( Goodnight Mr Tom)


            	Roland Orzabal musician Tears for Fears


            	Alan Pascoe (Olympic medallist) was born in Portsmouth


            	Marcus Patric, actor on Hollyoaks, was born in Portsmouth


            	John Pounds creator of the ragged schools


            	Peter Sellers, comedian, actor, and performer was born in Southsea


            	Katy Sexton, former world champion swimmer


            	Alison Shaw (vocals, bass) and Jim Shaw (guitar) of the band Cranes


            	Nevil Shute (also known as Nevil Shute Norway)


            	William Tucker,trader in human heads, Otago settler, New Zealand's first art dealer


            	David Wells (medium) (psychic) of Most Haunted


            	HG Wells author, lived in Portsmouth during the 1880s.


            	Kim Woodburn of How Clean is Your House? was born in Portsmouth


            	Sir Arthur Young, policeman and police reformer


            	Robert Styles, FA Premier League Referee.

          


          


          Town twinning


          Portsmouth is twinned with two European cities, and has sister and friendship links with a numbers of other places around the world. Many of the schools in the local area conduct visits to the cities in order to educate its residents on foreign languages and culture.
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          Sister links
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          Friendship links
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              	Capital

              (and largest city)

              	Lisbon5

            


            
              	Official languages

              	Portuguese1
            


            
              	Recognised regionallanguages

              	Mirandese
            


            
              	Demonym

              	Portuguese
            


            
              	Government

              	Parliamentary republic6
            


            
              	-

              	President

              	Anbal Cavaco Silva
            


            
              	-

              	Prime Minister

              	Jos Scrates
            


            
              	Formation

              	Conventional date for Independence is 1139
            


            
              	-

              	Founding

              	868
            


            
              	-

              	Re-founding

              	1095
            


            
              	-

              	De facto sovereignty

              	June 24, 1128
            


            
              	-

              	Kingdom

              	25 July 1139
            


            
              	-

              	Recognized

              	5 October 1143
            


            
              	-

              	Papal Recognition

              	1179
            


            
              	EU accession

              	1 January 1986
            


            
              	Area
            


            
              	-

              	Total

              	92,345km( 110th)

              35,645 sqmi
            


            
              	-

              	Water(%)

              	0.5
            


            
              	Population
            


            
              	-

              	July 2007estimate

              	10,848,692( 75th)
            


            
              	-

              	2001census

              	10,148,259
            


            
              	-

              	Density

              	114/km( 87th)

              295/sqmi
            


            
              	GDP( PPP)

              	2007 (IMF)estimate
            


            
              	-

              	Total

              	$230.6 billion( 43rd)
            


            
              	-

              	Per capita

              	$23,464 (2007)( 34th)
            


            
              	GDP (nominal)

              	2007 (IMF)estimate
            


            
              	-

              	Total

              	$223.3 billion( 36th)
            


            
              	-

              	Per capita

              	$21,019( 32nd)
            


            
              	HDI(2005)

              	▼ 0.897(high)( 29th)
            


            
              	Currency

              	Euro ( ) ( EUR)
            


            
              	Time zone

              	WET
            


            
              	-

              	Summer( DST)

              	WEST( UTC0)
            


            
              	Internet TLD

              	.pt4
            


            
              	Calling code

              	+351
            


            
              	1

              	Mirandese, spoken in some villages of the municipality of Miranda do Douro, was officially recognized in 1999 (Lei n. 7/99 de 29 de Janeiro), since then awarding an official right-of-use Mirandese to the linguistic minority it is concerned. The Portuguese Sign Language is also recognized.
            


            
              	2

              	Before 1999: Portuguese escudo.
            


            
              	3

              	Azores: UTC-1; UTC in summer.
            


            
              	4

              	The .eu domain is also used, as it is shared with other European Union member states.
            


            
              	5

              	Coimbra was the capital of the country from 1139 to about 1260.
            


            
              	6

              	The present form of the Government was established by the Carnation Revolution of April 25, 1974, that ended the authoritarian regime of the Estado Novo.
            

          


          Portugal, officially the Portuguese Republic (Portuguese: Repblica Portuguesa), is a country on the Iberian Peninsula. Located in southwestern Europe, Portugal is the westernmost country of mainland Europe and is bordered by the Atlantic Ocean to the west and south and by Spain to the north and east. The Atlantic archipelagos of the Azores and Madeira are also part of Portugal.


          The land within the borders of today's Portuguese Republic has been continuously settled since prehistoric times. Some of the earliest civilizations include Lusitanians and Celtic societies. Incorporation into the Roman Republic dominions took place in the 2nd century BC. The region was ruled and colonized by Germanic peoples, such as the Suebi and the Visigoths, from the 5th to the 8th century. From this era, some vestiges of the Alans were also found. The Muslim Moors arrived in the early 8th century and conquered the Christian Germanic kingdoms, eventually occupying most of the Iberian Peninsula. In the early 1100s, during the Christian Reconquista, Portugal appeared as a kingdom independent of its neighbour, the Kingdom of Len and Galicia. In a little over a century, in 1249, Portugal would establish almost its entire modern-day borders by conquering territory from the Moors.


          During the 15th and 16th centuries, with a global empire that included possessions in Africa, Asia and South America, Portugal was one of the world's major economic, political, and cultural powers. In the 17th century, the Portuguese Restoration War between Portugal and Spain ended the sixty year period of the Iberian Union (1580-1640). In the 19th century, armed conflict with French and Spanish invading forces and the loss of its largest territorial possession abroad, Brazil, disrupted political stability and potential economic growth. After the Portuguese Colonial War and the Carnation Revolution coup d'tat in 1974, the ruling regime was deposed in Lisbon and the country handed over its last overseas provinces in Africa. Portugal's last overseas territory, Macau, was handed over to China in 1999.


          Portugal is a developed country, has a high Human Development Index and is among the world's 20 highest rated countries in terms of quality of life, although having the lowest GDP per capita of Western European countries. It is a member of the European Union (since 1986) and the United Nations (since 1955); as well as a founding member of the Organisation for Economic Co-operation and Development (OECD), North Atlantic Treaty Organization, Comunidade dos Pases de Lngua Portuguesa ( Community of Portuguese Language Countries, CPLP), European Union's Eurozone, and is also a Schengen state.


          


          History
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          The early history of Portugal, whose name derives from the Roman name Portus Cale, is shared with the rest of the Iberian Peninsula. The region was settled by Pre- Celts and Celts, giving origin to peoples like the Gallaeci, Lusitanians, Celtici and Cynetes, visited by Phoenicians and Carthaginians, incorporated in the Roman Republic dominions (as Lusitania in 138 BC), settled again by Suevi, Buri, and Visigoths, and conquered by Moors. Other minor influences include some 5th century vestiges of Alan settlement, which were found in Alenquer, Coimbra and even Lisbon. In 868, during the Reconquista (by which Christians reconquered the Iberian peninsula from the Muslim and Moorish domination), the First County of Portugal was formed. A victory over the Muslims at Ourique in 1139 is traditionally taken as the occasion when Portugal is transformed from a county ( County of Portugal as a fief of the Kingdom of Len and Castile) into an independent kingdom.


          On June 24, 1128, the Battle of So Mamede occurred near Guimares. At the Battle of So Mamede, Afonso Henriques, Count of Portugal, defeated his mother, Countess Teresa, and her lover, Ferno Peres de Trava, in battle - thereby establishing himself as sole leader. Afonso Henriques officially declared Portugal's independence when he proclaimed himself king of Portugal on July 25, 1139, after the Battle of Ourique, he was recognized as such in 1143 by Afonso VII, king of Len and Castile, and in 1179 by Pope Alexander III.
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          Afonso Henriques and his successors, aided by military monastic orders, pushed southward to drive out the Moors, as the size of Portugal covered about half of its present area. In 1249, this Reconquista ended with the capture of the Algarve on the southern coast, giving Portugal its present day borders, with minor exceptions.


          In 1373, Portugal made an alliance with England, which is the longest-standing alliance in the world.


          In 1383, the king of Castile, husband of the daughter of the Portuguese king who had died without a male heir, claimed his throne. An ensuing popular revolt led to the 1383-1385 Crisis. A faction of petty noblemen and commoners, led by John of Aviz (later John I), seconded by General Nuno lvares Pereira defeated the Castilians in the Battle of Aljubarrota. This celebrated battle is still a symbol of glory and the struggle for independence from neighboring Spain.


          In the following decades, Portugal spearheaded the exploration of the world and undertook the Age of Discovery. Prince Henry the Navigator, son of King Joo I, became the main sponsor and patron of this endeavor.


          In 1415, Portugal gained the first of its overseas colonies when a fleet conquered Ceuta, a prosperous Islamic trade centre in North Africa. There followed the first discoveries in the Atlantic: Madeira and the Azores, which led to the first colonization movements.
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          Throughout the 15th century, Portuguese explorers sailed the coast of Africa, establishing trading posts for several common types of tradable commodities at the time, ranging from gold to slaves, as they looked for a route to India and its spices, which were coveted in Europe. In 1498, Vasco da Gama finally reached India and brought economic prosperity to Portugal and its then population of one million residents.


          In 1500, Pedro lvares Cabral, en route to India, discovered Brazil and claimed it for Portugal. Ten years later, Afonso de Albuquerque conquered Goa, in India, Ormuz in the Persian Strait, and Malacca in what is now a state in Malaysia. Thus, the Portuguese empire held dominion over commerce in the Indian Ocean and South Atlantic. The Portuguese sailors set out to reach Eastern Asia by sailing eastward from Europe landing in such places like Taiwan, Japan, the island of Timor, and it may also have been Portuguese sailors that were the first Europeans to discover Australia.


          Portugal's independence was interrupted between 1580 and 1640. Because the heirless King Sebastian died in battle in Morocco, Philip II of Spain claimed his throne and so became Philip I of Portugal. Although Portugal did not lose its formal independence, it was governed by the same monarch who governed Spain, briefly forming a union of kingdoms, as a personal union; in 1640, John IV spearheaded an uprising backed by disgruntled nobles and was proclaimed king. The Portuguese Restoration War between Portugal and Spain on the aftermath of the 1640 revolt, ended the sixty-year period of the Iberian Union under the House of Habsburg. This was the beginning of the House of Braganza, which was to reign in Portugal until 1910. On 1 November 1755, Lisbon, the largest city and capital of the Portuguese Empire, was strongly shaken by an earthquake which killed between 60,000 and 90,000 people and destroyed eighty-five percent of the city.


          By this time, however, the Portuguese empire was already under attack from other countries, specifically Britain and the Netherlands. Portugal began a slow but inexorable decline until the 20th century. This decline was hastened by the independence in 1822 of the country's largest colonial possession, Brazil.
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          At the height of European colonialism in the 19th century, Portugal had lost its territory in South America and all but a few bases in Asia. During this phase, Portuguese colonialism focused on expanding its outposts in Africa into nation-sized territories to compete with other European powers there. Portuguese territories eventually included the modern nations of Cape Verde, So Tom and Prncipe, Guinea-Bissau, Angola, and Mozambique.


          In 1910, a revolution deposed the Portuguese monarchy, but chaos continued and considerable economic problems were aggravated by the military intervention in the First World War, which led to a military coup d'tat in 1926. This in turn led to the establishment of the right-wing dictatorship of the Estado Novo under Antnio de Oliveira Salazar.


          In December 1961, the Portuguese army was involved in armed action in its colony of Portuguese India against an Indian invasion. The operations resulted in the defeat of the isolated and relatively small Portuguese defense force which was not able to resist a much larger enemy. The outcome was the loss of the Portuguese territories in the Indian subcontinent.
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          Also in the early 1960s, independence movements in the Portuguese overseas provinces of Angola, Mozambique, and Portuguese Guinea, in Africa, resulted in the Portuguese Colonial War (1961-1974). In 1974, a bloodless left-wing military coup in Lisbon, known as the Carnation Revolution, led the way for a modern democracy as well as the independence of the last colonies in Africa shortly after. However, Portugal's last overseas territory, Macau (Asia), was not handed over to the People's Republic of China until as late as 1999.


          Portugal was a founding member of NATO, OECD and EFTA. In 1986, Portugal joined the European Union (then the European Economic Community). It is also a co-founder of the Community of Portuguese Language Countries.


          


          Administrative divisions
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          Portugal has an administrative structure of 308 municipalities (Portuguese singular/plural: concelho/concelhos), which are subdivided into more than 4,000 parishes (freguesia/freguesias). Municipalities are grouped for administrative purposes into superior units. For continental Portugal the municipalities are gathered in 18 Districts, while the Islands have a Regional Government directly above them. Thus, the largest unit of classification is the one established since 1976 into either mainland Portugal (Portugal Continental) or the autonomous regions of Portugal ( Azores and Madeira).


          The European Union's system of Nomenclature of Territorial Units for Statistics is also used. According to this system, Portugal is divided into 7 regions ( Alentejo, Algarve, Aores, Centro, Lisboa, Madeira, and Norte), which are subdivided into 30 subregions.


          


          Geography and climate
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          The climate can be classified as Mediterranean type csa in the south and csb in the north, according to the Kppen climate classification. Portugal is one of the warmest European countries, the annual temperature averages in mainland Portugal are 13 C (55 F) in the north and 18 C (64 F) in the south. The Madeira and Azores Atlantic archipelagos have a narrower temperature range. Generally, spring and summer are sunny, whereas autumn and winter are rainy and windy. Extreme temperatures occur in Northeastern parts of the country in winter (where they may fall to -15 C) and Southeastern parts in summer (where they can soar up to 45 C). Sea coastal areas are milder, temperatures varying between -2 C on the coldest winter mornings and 40 C on the hottest summer afternoons. Absolute extremes registered so far have been -23 C in Serra da Estrela and 48 C in the Alentejo region.
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          Mainland Portugal is split by its main river, the Tagus. The northern landscape is mountainous in the interior areas, with plateaus indented by river valleys. The south, between the Tagus and the Algarve (the Alentejo), features mostly rolling plains and a climate somewhat warmer and drier than in the cooler and rainier north. The Algarve, separated from the Alentejo by mountains, enjoys a Mediterranean climate much like southern Spain. Snow falls occasionally (on some cold winter days) in the northern interior of the country, from October to May. However, it is a very rare event in the south. The coast registers snow usually once in five or six years.
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          The islands of the Azores are located in the Mid-Atlantic Ridge whilst the Madeira islands were formed by the activity of an in-plate hotspot, much like the Hawaiian archipelago. Some islands have had volcanic activity as recently as 1957. Portugal's highest point is Mount Pico on Pico Island. It is an ancient volcano measuring 2,351 m (7,713 ft). Mainland Portugal's highest point is Serra da Estrela, measuring 1993 m (6,558 ft).


          Portugal's Exclusive Economic Zone, a seazone over which the Portuguese have special rights over the exploration and use of marine resources, has 1,727,408 km. This is the 3rd largest Exclusive Economic Zone of the European Union and the 11th in the world.


          Conservation areas of Portugal include one national park (Parque Nacional), 12 natural parks (Parque Natural), 9 natural reserves (Reserva Natural), 5 natural monuments (Monumento Natural), and 7 protected landscapes (Paisagem Protegida), ranging from the Parque Nacional da Peneda-Gers to the Parque Natural da Serra da Estrela to the Paul de Arzila. Climate and geographical diversity shaped the Portuguese Flora. There are almost 2,800 autochthonous species. Due to economical reasons the pines trees (especially the Pinus pinaster and Pinus pinea species), the chestnut tree ( Castanea sativa), the cork oak ( Quercus suber), and the eucalyptus ( Eucalyptus globulus) are very widespread. Fauna is diverse and includes foxes, badgers, genets, feral cats, hares, weasels, and polecats. Portugal is an important stop over place for migratory birds.


          


          Government and politics
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          Portugal is a democratic republic ruled by the constitution of 1976 with Lisbon, the nation's largest city, as its capital. The four main governing components are the president of the republic, the assembly of the republic, the government, and the courts. The constitution grants the division or separation of powers among legislative, executive, and judicial branches. Portugal like most European countries has no state religion, making it a secular state.


          
            [image: José Sócrates, current Prime Minister of Portugal.]

            
              Jos Scrates, current Prime Minister of Portugal.
            

          


          The president, who is elected to a five-year term, has a supervising, non-executive role. The current President is Anbal Cavaco Silva. The Assembly of the Republic is a unicameral parliament composed of 230 deputies elected for four-year terms. The government is headed by the prime minister (currently Jos Scrates), who chooses the Council of Ministers, comprising all the ministers and the respective state secretaries.


          The national and regional governments (those of Azores and Madeira autonomous regions), and the Portuguese parliament, are dominated by two political parties, the Socialist Party and the Social Democratic Party. Minority parties Unitarian Democratic Coalition ( Portuguese Communist Party plus Ecologist Party "The Greens"), Bloco de Esquerda (Left Bloc) and CDS-PP (People's Party) are also represented in the parliament and local governments.


          The courts are organized into categories, including judicial, administrative, and fiscal. The supreme courts are the courts of last appeal. A thirteen-member constitutional court oversees the constitutionality of legislation.


          


          Foreign relations
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          Portugal is a founding member of NATO (1949), OECD (1961) and EFTA (1960); it left the latter in 1986 to join the European Union. In 1996 it co-founded the Community of Portuguese Language Countries (CPLP). It has a friendship alliance and dual citizenship treaty with Brazil. Portugal is part of the world's oldest active alliance through its treaty with the United Kingdom.


          The only international dispute concerns the municipality of Olivena. Under Portuguese sovereignty since 1297, the municipality of Olivena was ceded to Spain under the Treaty of Badajoz in 1801, after the War of the Oranges. Portugal claimed it back in 1815 under the Treaty of Vienna. Nevertheless, bilateral diplomatic relations between the two neighbouring countries are cordial, as well as within the European Union.


          


          Military
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          The armed forces have three branches: Army, Navy, and Air Force. The military of Portugal serves primarily as a self-defense force whose mission is to protect the territorial integrity of the country and providing humanitarian assistance and security at home and abroad.


          Since the early 2000s, compulsory military service is no longer practised. The changes also turned the forces' focus towards professional military engagements. The age for voluntary recruitment is set at 18. In the 20th century, Portugal engaged in two major military interventions: the First Great War and the Portuguese Colonial War (1961-1974).


          Portugal has participated in peacekeeping missions in East Timor, Bosnia, Kosovo, Afghanistan, Iraq ( Nasiriyah), and Lebanon. The Portuguese Military's Rapid Reaction Brigade, a combined force of the nations elite Paratroopers, Special Operations Troops Centre, and Commandos, is a special elite fighting force.


          The Guarda Nacional Republicana (GNR) is a police force under the authority of the military, its soldiers are subject to military law and organization. GNR has provided detachments for participation in international operations in Iraq and East Timor.


          


          Economy
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          Portugal's economy is based on services and industry such as software and automotive. Business services have overtaken more traditional industries such as textiles, clothing, footwear, cork and wood products and beverages (wine, beer, juice, soft drinks). The country has increased its role in the automotive, mold-making and software sectors. Services, particularly tourism, are playing an increasingly important role. Portugal's European Union (EU) funding will be cut by 10%, to 22.5 billion euros, during the 2007-2013 period. EU expansion into eastern Europe has erased Portugal's past competitive advantage and relative low labor costs. Portugal's economic development model has been changing from one based on public consumption and public investment to one focused on exports, private investment, and development of the high-tech sector. At present, Portugal is exporting more technology than it imports.


          Portugal joined the European Union in 1986 and started a process of modernization within the framework of a stable environment. It has achieved a healthy level of growth. Successive governments have implemented reforms and privatized many state-controlled firms and liberalized key areas of the economy. Portugal was one of the founding countries of the euro in 1999, and therefore is integrated into the Eurozone.
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          Major industries include oil refineries, automotive, cement production, pulp and paper industry, textile, footwear, furniture, and cork (of which Portugal is the world's leading producer). Manufacturing accounts for 33% of exports. Portugal is the world's fifth-largest producer of tungsten, and the world's eighth-largest producer of wine. Agriculture and Fishing (see Portugal EEZ) no longer represents the bulk of the economy. However, Portugal has a strong tradition in the fisheries sector and is one of the countries with the highest fish consumption per capita. Portuguese wines, namely Port Wine (named after the country's second largest city, Porto) and Madeira Wine (named after Madeira Island), are exported worldwide. Tourism is also important, especially in mainland Portugal's southernmost region of the Algarve and in the Atlantic Madeira archipelago.
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          The Global Competitiveness Report for 2005, published by the World Economic Forum, places Portugal on the 22nd position, ahead of countries such as Spain, Ireland, France, Belgium and Hong Kong . This represents an increase of two places from the 2004 ranking. Portugal was ranked 20th on the Technology index and 15th on the Public Institutions index.


          Research about standard of living by the Economist Intelligence Unit's quality of life survey places Portugal as the country with the 19th-best quality of life in the world, ahead of other economically and technologically advanced countries like France, Germany, the United Kingdom and South Korea. This is despite the fact that Portugal has the lowest per capita GDP in Western Europe and among the lowest in the European Union.


          Caixa Geral de Depsitos, EDP, Galp, Millennium bcp, Portugal Telecom and Sonae are among the largest corporations of Portugal by both number of employees and net income.


          The major stock exchange is the Euronext Lisbon which is part of the NYSE Euronext, the first global stock exchange. The PSI-20 is Portugal's most selective and widely known stock index.


          


          Energy, transportation, communications, water supply and sanitation
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          In 2006 the world's largest solar power plant began operating in the nation's sunny south while the world's first commercial wave power farm opened in October 2006 in the Norte region. As of 2006, 55% of electricity production was from coal and fuel power plants. The other 40% was produced by hydroelectrics and 5% by wind energy. The government is channeling $38,000,000,000 into developing renewable energy sources over the next five years.


          Portugal wants renewable energy sources like solar, wind and wave power to account for nearly half of the electricity consumed in the country by 2010. "This new goal will place Portugal in the frontline of renewable energy and make it, along with Austria and Sweden, one of the three nations that most invest in this sector", Prime Minister Jos Scrates said.
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          Transportation was seen as a priority in the 1990s, pushed by the growing use of automobiles and industrialization. The country has a 68,732 km (42,708 mi) network of roads, of which almost 3,000 km (1,864 mi) are part of a 44 motorways system.


          The two principal metropolitan areas have subway systems: Lisbon Metro and Metro Sul do Tejo in Lisbon Metropolitan Area and Porto Metro in Porto, each with more than 35 km (22mi) of lines. Construction of a high-speed TGV line connecting Porto with Lisbon and Lisbon with Madrid will begin in 2008; it will replace the Pendolinos.


          Lisbon's geographical position makes it a stopover point for many foreign airlines at airports all over the country. The government decided to build a new airport outside Lisbon, in Alcochete, to replace Lisbon's Portela airport. Currently, the most important airports are in Lisbon, Faro, Porto, Funchal ( Madeira), and Ponta Delgada ( Azores).
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          Portugal has one of the highest mobile phone penetration rates in the world (the number of operative mobile phones already exceeds the population). This network also provides wireless mobile Internet connections as well, and covers the entire territory. As of October 2006, 36.8% of households had high-speed Internet services and 78% of companies had Internet access. Most Portuguese watch television through cable (June 2004: 73.6% of households). Paid Internet connections are available at many cafs, as well as many post offices. One can also surf on the Internet at hotels, conference centres and shopping centres, where special areas are reserved for this purpose. Free internet access is also available to Portuguese residents at "Espaos de Internet" across the country.


          Portugal has also modernized its water supply and sanitation system, in particular by increasing the rate of wastewater treated with support from EU subsidies to 80%. The country has also established a modern institutional and legal framework for the water and sanitation sector, including an autonomous regulatory agency, a national asset holding company called guas de Portugal and a number of multi-municipal utilities. This replaced an institutionally fragemented sector structure, under which the country's 308 municipalities - many of them very small - had exclusive responsibility for water and sanitation.


          


          Demographics
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          The country is fairly homogeneous linguistically and religiously. Native Portuguese are ethnically a combination of pre-Celts, Celts, and the Lusitanians, along with some other minor contributions by Phoenicians, Romans, Germanic ( Visigoths, Suebi, Buri), Alans, some Jews and Moors (mostly Berbers and some Arabs).


          In the 2001 census, the population was 10,356,117, of which 52% was female, 48% was male. Portugal, long a country of emigration, has now become a country of net immigration, and not just from the former Asian and African colonies; by the end of 2003, legal immigrants represented about 5% of the population, and the largest communities were from Brazil, Ukraine, Romania, Cape Verde, Angola, Russia, Guinea-Bissau and Moldova with other immigrants from parts of Latin America, China and Eastern Europe. The great majority of Portuguese are Roman Catholic, though a large percentage consider themselves non-practising, especially in urban lands.


          The most populous cities are Lisbon, Porto, Vila Nova de Gaia, Amadora, Braga, Coimbra, Almada, Funchal, Setbal and Guimares. There are seven Greater Metropolitan Areas ( GAMs): Algarve, Aveiro, Coimbra, Lisbon, Minho, Porto and Viseu.


          


          Education, science and technology
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          The educational system is divided into preschool (for those under age 6), basic education (9 years, in three stages, compulsory), secondary education (3 years), and higher education (university and polytechnic).


          Total adult literacy rate is 95%. Portuguese primary school enrollments are close to 100%. About 20% of college-age students attend one of the country's higher education institutions (compared with 50% in the United States). In addition to being a key destination for international students, Portugal is also among the top places of origin for international students. All higher education students, both domestic and international, totaled 380,937 in 2005.


          Portuguese universities have existed since 1290. The oldest Portuguese university was first established in Lisbon before moving to Coimbra. Universities are usually organized into faculties. Institutes and schools are also common designations for autonomous subdivisions of Portuguese higher education institutions, and are always used in the polytechnical system. The Bologna process has been adopted since 2006 by Portuguese universities and polytechnical institutes.


          
            [image: Headquarters of the New University of Lisbon, Lisbon.]

            
              Headquarters of the New University of Lisbon, Lisbon.
            

          


          Scientific and technological research activities in Portugal are mainly conducted within a network of R&D units belonging to public universities and state-managed autonomous research institutions like the INETI - Instituto Nacional de Engenharia, Tecnologia e Inovao. The funding of this research system is mainly conducted under the authority of the Ministry of Science, Technology and Higher Education. The largest R&D units of the public universities by number of publications which achieved significant international recognition, include biosciences research institutions like the Instituto de Medicina Molecular, the Centre for Neuroscience and Cell Biology, the IPATIMUP, and the Instituto de Biologia Molecular e Celular. Among the private universities, notable research centers include the Facial Emotion Expression Lab. Internationally notable state-supported research centres in other fields include the International Iberian Nanotechnology Laboratory, a joint research effort between Portugal and Spain. Among the largest non-state-run research institutions in Portugal are the Instituto Gulbenkian de Cincia and the Champalimaud Foundation which yearly awards one of the highest monetary prizes of any science prize in the world. A number of both national and multinational high-tech and industrial companies, are also responsible for research and development projects. One of the oldest learned societies of Portugal is the Sciences Academy of Lisbon.


          Portugal made agreements with several European scientific organizations aiming at full membership. These include the European Space Agency (ESA), the European Laboratory for Particle Physics (CERN), ITER, and the European Southern Observatory (ESO). Portugal has entered into cooperation agreements with MIT (USA) and other North American institutions in order to further develop and increase the effectiveness of Portuguese higher education and research.


          


          Law


          The Portuguese legal system is part of the civil law legal system, also called the continental family legal system. Until the end of the 19th century, French law was the main influence. Since then the major influence has been German law. The main laws include the Constitution (1976, as amended), the Civil Code (1966, as amended) and the Penal Code (1982, as amended). Other relevant laws are the Commercial Code (1888, as amended) and the Civil Procedure Code (1961, as amended). Portuguese law applied in the former colonies and territories and continues to be the major influence for those countries.


          


          Religion
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          Church and state were formally separated during the Portuguese First Republic (1910-26), a separation reiterated in the Portuguese Constitution of 1976. Portugal is a secular state. Other than the Constitution, the two most important documents relating to religious freedom are the 2001 Religious Freedom Act and the 1940 Concordata (as amended in 1971) between Portugal and the Holy See.


          Portuguese society is overwhelmingly Roman Catholic. 84% of the population are nominally Roman Catholic, but only about 20% attend mass and take the sacraments regularly. A larger number wish to be baptized, married in the church, and receive last rites.


          Many Portuguese holidays, festivals and traditions have a Christian origin or connotation. Although relations between the Portuguese state and the Roman Catholic Church were generally amiable and stable since the earliest years of the Portuguese nation, their relative power fluctuated. In the 13th and 14th centuries, the church enjoyed both riches and power stemming from its role in the reconquest and its close identification with early Portuguese nationalism and the foundation of the Portuguese educational system, including the first university. The growth of the Portuguese overseas empire made its missionaries important agents of colonization with important roles of evangelization and teaching in all inhabited continents.


          


          Culture
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              Roman temple, vora.
            

          


          Portugal has developed a specific culture while being influenced by various civilizations that have crossed the Mediterranean and the European continent, or were introduced when it played an active role during the Age of Discovery.
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              Belm Tower, built in the 1510s and a symbol of the Age of Discovery, Lisbon.
            

          


          Portuguese literature, one of the earliest Western literatures, developed through text and song. Until 1350, the Portuguese-Galician troubadours spread their literary influence to most of the Iberian Peninsula. Gil Vicente (ca. 1465 - ca. 1536), was one of the founders of both Portuguese and Spanish dramatic traditions. Adventurer and poet Lus de Cames (ca. 1524-1580) wrote the epic poem The Lusiads, with Virgil's Aeneid as his main influence. Modern Portuguese poetry is rooted in neoclassic and contemporary styles, as exemplified by Fernando Pessoa (18881935). Modern Portuguese literature is represented by authors such as Almeida Garrett, Camilo Castelo Branco, Ea de Queiroz, Sophia de Mello Breyner Andresen, and Antnio Lobo Antunes. Particularly popular and distinguished is Jos Saramago, winner of the 1998 Nobel Prize for literature.


          
            [image: Belém Cultural Center, Lisbon.]

            
              Belm Cultural Centre, Lisbon.
            

          


          Portuguese music encompasses a wide variety of genres. The most renowned is fado, a melancholy urban music, usually associated with the Portuguese guitar and saudade, or longing. Coimbra fado, a unique type of fado, is also noteworthy. Internationally notable performers include Amlia Rodrigues, Carlos Paredes, Jos Afonso, Mariza, Carlos do Carmo, Msia, and Madredeus. One of the most notable Portuguese musical groups outside the country, and specially in Germany, is the goth-metal band Moonspell. In addition to fado and folk, the Portuguese listen to pop and other types of modern music, particularly from North America and the United Kingdom, as well as a wide range of Portuguese and Brazilian artists and bands. Bands with international recognition include Blasted Mechanism and The Gift, both of which were nominated for an MTV Music Award. Portugal has several summer music festivals, such as Festival Sudoeste in Zambujeira do Mar, Festival de Paredes de Coura in Paredes de Coura, Festival Vilar de Mouros near Caminha, and Rock in Rio Lisboa and Super Bock Super Rock in Lisbon. Out of the summer season, Portugal has a large number of festivals, designed more to an urban audience, like Flowfest or Hip Hop Porto. Furthermore, one of the largest international Goa trance festivals takes place in northern Portugal every two years, and the student festivals of Queima das Fitas are major events in a number of cities across Portugal.


          In the Classical music domain, Portugal is represented by names as the pianist Maria Joo Pires, the violinist Carlos Damas, the operatic baritone Jorge Chamin, and in the past by the great cellist Guilhermina Suggia. Notable composers include Lus de Freitas Branco and his student Joly Braga Santos.
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              Casa da Msica (Music House), Porto
            

          


          It has also a rich history as far as painting is concerned. The first well-known painters date back to the XV century  like Nuno Gonalves - were part of the Gothic painting period. Jos Malhoa, known for his work Fado, and Columbano Bordalo Pinheiro (who painted the portraits of Tefilo Braga and Antero de Quental) were both references in naturalist painting.
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              Calouste Gulbenkian Foundation, Lisbon.
            

          


          The 20th century saw the arrival of Modernism, and along with it came the most prominent Portuguese painters: Amadeo de Souza-Cardoso, who was heavily influenced by French painters, particularly by the Delaunays. Among his best known works is Cano Popular a Russa e o Fgaro. Another great modernist painter/writer was Almada Negreiros, friend to the poet Fernando Pessoa, who painted his (Pessoas) portrait. He was deeply influenced by both Cubist and Futurist trends. Prominent international figures in visual arts nowadays include painters Vieira da Silva, Jlio Pomar, and Paula Rego. Traditional architecture is distinctive. Modern Portugal has given the world renowned architects like Eduardo Souto de Moura, lvaro Siza Vieira and Gonalo Byrne. Internally, Toms Taveira is also noteworthy.


          Since the 1990s, Portugal has increased the number of public cultural facilities, in addition to the Calouste Gulbenkian Foundation established in 1956 in Lisbon. These include the Belm Cultural Centre in Lisbon, Serralves Foundation and the Casa da Msica, both in Porto, as well as new public cultural facilities like municipal libraries and concert halls which were built or renovated in many municipalities across the country.


          


          Cuisine
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              Pastis de Nata (cream custards).
            

          


          Portuguese cuisine is diverse. The Portuguese consume a lot of dry cod ( bacalhau in Portuguese), for which there are hundreds of recipes. There are more than enough bacalhau dishes for each day of the year. Two other popular fish recipes are grilled sardines and caldeirada. Typical Portuguese meat recipes, that may take beef, pork, lamb, or chicken, include feijoada, cozido  portuguesa, frango de churrasco, and carne de porco  alentejana.
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              Vintage port from 1870 and 1873.
            

          


          Typical fast food dishes include the francesinha from Porto, and bifanas (grilled pork), prego (grilled beef) or leito (piglet) sandwiches which are well known around the country. The Portuguese art of pastry has its origins in ancient recipes of which pastis de Belm (or pastis de nata) originally from Lisbon, and ovos-moles from Aveiro are good examples. Portuguese cuisine is very diverse, with different regions having their own traditional dishes. The Portuguese have a cult for good food and throughout the country there are myriads of good restaurants and small typical tascas.


          Portuguese wines have deserved international recognition since the times of the Roman Empire, which associated Portugal with their God Bacchus. Today the country is known by wine lovers and its wines have won several international prizes. Some of the best Portuguese wines are: Vinho Verde, Vinho Alvarinho, Vinho do Douro, Vinho do Alentejo, Vinho do Do, Vinho da Bairrada and the sweet: Port Wine, Madeira Wine and the Moscatel from Setbal and Favaios. Port Wine is well known around the world and the most widely known wine type in the world. The Douro wine region is the oldest in the world.


          


          Sports and games
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              Portuguese football fans supporting the national team.
            

          


          Football is the most known, loved and played sport. The legendary Eusbio is still a major symbol of Portuguese football history and Lus Figo and Cristiano Ronaldo are among the numerous examples of other world-class footballers born in Portugal and noted worldwide.


          The Portuguese national teams, have titles in the FIFA World Youth Championship and in the UEFA youth championships. The main national team - Seleco Nacional - finished second in Euro 2004, reached the third place in the 1966 FIFA World Cup, and reached the fourth place in the 2006 FIFA World Cup, their best results in major competitions to date.


          F.C. Porto, S.L. Benfica and Sporting C.P. are the largest sports clubs by popularity and in terms of trophies won, often known as "os trs grandes" ( "the big three"). They have a number of titles won in the European UEFA club competitions, were present in many finals and have been regular contenders in the last stages almost every season. Other than football, many Portuguese sports clubs, including the "big three", compete in several other sports events with a varying level of success and popularity.
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              Pavilho Atlntico (Atlantic Pavilion), an indoor sports venue and concert hall in Lisbon.
            

          


          Portugal has a successful rink hockey team, with 15 world titles and 20 european titles, making it the country with the most wins in both competitions. The most successful Portuguese rink hockey clubs in the history of European championships are F.C. Porto, S.L. Benfica, Sporting CP, and quei de Barcelos.


          The national rugby union team made a dramatic qualification into the 2007 Rugby World Cup and become the first all amateur team to qualify for the World Cup since the dawn of the professional era. The Portuguese national team of rugby sevens has performed well, becoming one of the strongest teams in Europe, and proved their status as European champions in several occasions.


          Rui Silva, in men's athletics, has won several gold, silver and bronze medals in the European, World and Olympic Games competitions. Francis Obikwelu in the 100 m and the 200 m, had silver in the 2004 Summer Olympics. Naide Gomes in pentathlon and long jump, is another Portuguese elite athlete, which led to a gold medal in the 2008 IAAF World Indoor Championships' long jump competition. In the triathlon, Vanessa Fernandes, has won a large number of medals and major competitions across the world and in 2007 became the world champion both in Triathlon and Duathlon. In judo, Telma Monteiro is European champion in the women's under-52 kg category. Nelson vora is world champion in triple jump.


          Cycling, with Volta a Portugal being the most important race, is also a popular sports event and include professional cycling teams such as S.L. Benfica, Boavista, Clube de Ciclismo de Tavira, and Unio Ciclista da Maia. Noted Portuguese cyclists include, among others, names as Joaquim Agostinho, Marco Chagas, Jos Azevedo and Srgio Paulinho (an olympic medalist in Athens).


          The country has also achieved notable performances in sports like fencing, surfing, windsurf, kitesurf, kayaking, sailing and shooting, among others. The paralympic athletes have also conquered many medals in sports like swimming, boccia and wrestling. Portugal has its own original martial art, jogo do pau, in which the fighters use staffs to confront one or several opponents.


          


          International rankings


          


          Political and economic rankings


          
            	Political freedom ratings - Free; political rights and civil liberties both rated 1 (the highest score available)

              
                	Press freedom - 8th freest, at 2.00

              

            


            	GDP per capita - 34th highest, at I$22,677


            	Human Development Index - 29th highest, at 0.897


            	Income Equality - 59th most equal, at 38.5 ( Gini Index)


            	Unemployment rate - 98th lowest, at 8.00%


            	Corruption - 28th least corrupt, at 6.5 on index


            	Economic Freedom - 30th freest, at 2.29 on index

          


          


          Health rankings


          
            	Fertility rate- 188th most fertile, at 1.48 per woman

              
                	Birth rate - 167th most births, at 10.50 per 1000 people

              

            


            	Death rate - 52nd highest death rate, at 10.60 per 1000 people


            	
              Life Expectancy - 49th highest, at 77.87 years

              
                	Suicide Rate - 42nd highest suicide rate, at 18.9 for males and 4.9 for females

              

            


            	HIV/AIDS rate - 73rd most cases, at 0.40%

          


          


          Other rankings


          
            	Global Peace Index - 7th highest (2008), out of 121 countries


            	CO2 emissions - 68th highest emissions, at 5.63 tonnes per capita


            	Electricity Consumption - 44th highest consumption of electricity, at 44,010,000,000 kWh


            	Broadband uptake - 21st highest uptake in OECD, at 11.5%


            	Beer consumption - 22nd highest, at 59.6 litres per capita


            	Wine consumption - 4th highest, at 53.0 litres per capita


            	Wine production - 7th highest, at 953 million litres (not long ago ranked 4th with twice the output)

          


          


          Facts and figures


          
            	Official date format: YYYY/MM/DD (ex. 2006/09/08)


            	Common date format: DD/MM/YYYY (ex. 06/09/2006), dates are written out as DD de MM de YYYY (ex. 18 de Agosto de 2005)


            	Decimal separator is a comma: 123,45


            	Thousands are officially separated by a space  10000  although the point is widely used  10.000

          


          
            	The euro sign is commonly placed either before or after the amount, with the separator either a comma or a point: 10,95  -  10,95 -  10.95 - 10.95 

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Portugal"
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              	Portuguese

              Portugus
            


            
              	Pronunciation:

              	[puɾtu'geʃ](European), [portu'ges], [portu'geis] or [pohtu'geiʃ](Brazilian)
            


            
              	Spokenin:

              	Angola, Brazil, Cape Verde, East Timor, Guinea-Bissau, Chinese S.A.R. of Macau, Mozambique, Portugal, and So Tom and Prncipe.
            


            
              	Totalspeakers:

              	Native: 177 million (2005)
            


            
              	Ranking:

              	6 (native speakers)
            


            
              	Language family:

              	Indo-European

               Italic

               Romance

               Italo-Western

              Western

               Gallo-Iberian

               Ibero-Romance

               West-Iberian

               Galician-Portuguese

              Portuguese
            


            
              	Writing system:

              	Latin alphabet ( Portuguese variant)
            


            
              	Official status
            


            
              	Official language in:

              	9 countries

              [image: ] Organization of American States

              Community of Portuguese Language Countries
            


            
              	Regulated by:

              	International Portuguese Language Institute; CPLP; Academia Brasileira de Letras (Brazil)
            


            
              	Language codes
            


            
              	ISO 639-1:

              	pt
            


            
              	ISO 639-2:

              	por
            


            
              	ISO 639-3:

              	por
            


            
              	Note: This page may contain IPA phonetic symbols in Unicode.
            

          


          Portuguese ( portugus or lngua portuguesa) is a Romance language that originated in what is now Galicia (Spain) and northern Portugal from the Latin spoken by romanized Pre-Roman peoples of the Iberian Peninsula (namely the Gallaeci, the Lusitanians, the Celtici and the Conii) about 2000 years ago. It spread worldwide in the 15th and 16th centuries as Portugal established a colonial and commercial empire (14151999) which spanned from Brazil in the Americas to Goa in India and Macau in China, in fact it was used exclusively on the island of Sri Lanka as the lingua franca for almost 350 years. During that time, many creole languages based on Portuguese also appeared around the world, especially in Africa, Asia, and the Caribbean.


          Today it is one of the world's major languages, ranked 6th according to number of native speakers (approximately 177 million). It is the language with the largest number of speakers in South America, spoken by nearly all of Brazil's population, which amounts to over 51% of the continent's population even though it is the only Portuguese-speaking nation in the Americas. It is also a major lingua franca in Portugal's former colonial possessions in Africa. It is the official language of ten countries (see the table on the right), also being co-official with Spanish and French in Equatorial Guinea, with Cantonese Chinese in the Chinese special administrative region of Macau, and with Tetum in East Timor. There are sizable communities of Portuguese-speakers in various regions of North America, notably in the United States ( New Jersey, New England and south Florida) and in Ontario, Canada.


          Spanish author Miguel de Cervantes once called Portuguese "the sweet language", while Brazilian writer Olavo Bilac poetically described it as a ltima flor do Lcio, inculta e bela: "the last flower of Latium, wild and beautiful".


          


          Geographic distribution
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              Member of the Community of Portuguese Language Countries.
            

          


          Today, Portuguese is the official language of Angola, Brazil, Cape Verde, Guinea-Bissau, Portugal, So Tom and Prncipe and Mozambique. It is also one of the official languages of Equatorial Guinea (with Spanish and French), the Chinese special administrative region of Macau (with Chinese), and East Timor, (with Tetum). It is a native language of most of the population in Portugal (100%), Brazil (100%), Angola (60%), and So Tom and Prncipe (50%), and it is spoken by a plurality of the population of Mozambique (40%), though only 6.5% are native speakers. No data is available for Cape Verde, but almost all the population is bilingual, and the monolingual population speaks Cape Verdean Creole.


          Small Portuguese-speaking communities subsist in former overseas colonies of Portugal such as Macau, where it is spoken as a first language by 0.6% of the population and East Timor.


          Uruguay gave Portuguese an equal status to Spanish in its educational system at the north border with Brazil. In the rest of the country, it's taught as an obligatory subject beginning by the 6th grade.


          It is also spoken by substantial immigrant communities, though not official, in Andorra, France, Luxembourg, Jersey (with a statistically significant Portuguese-speaking community of approximately 10,000 people), Paraguay, Namibia, South Africa, Switzerland, Venezuela and in the U.S. states of California, Connecticut, Florida, Massachusetts, New Jersey, New York and Rhode Island. In some parts of India, such as Goa and Daman and Diu Portuguese is still spoken. There are also significant populations of Portuguese speakers in Canada (mainly concentrated in and around Toronto) Bermuda and Netherlands Antilles.


          Portuguese is an official language of several international organizations. The Community of Portuguese Language Countries (with the Portuguese acronym CPLP) consists of the eight independent countries that have Portuguese as an official language. It is also an official language of the European Union, Mercosul, the Organization of American States, the Organization of Ibero-American States, the Union of South American Nations, and the African Union (one of the working languages) and one of the official languages of other organizations. The Portuguese language is gaining popularity in Africa, Asia, and South America as a second language for study.


          
            [image: Esta��o da Luz, home of the Museum of the Portuguese Language, in S�o Paulo, Brazil.]

            
              Estao da Luz, home of the Museum of the Portuguese Language, in So Paulo, Brazil.
            

          


          Portuguese and Spanish are the fastest-growing European languages, and, according to estimates by UNESCO, Portuguese is the language with the highest potential for growth as an international language in southern Africa and South America. The Portuguese-speaking African countries are expected to have a combined population of 83 million by 2050. Since 1991, when Brazil signed into the economic market of Mercosul with other South American nations, such as Argentina, Uruguay, and Paraguay, there has been an increase in interest in the study of Portuguese in those South American countries. The demographic weight of Brazil in the continent will continue to strengthen the presence of the language in the region. Although in the early 21st century, after Macau was ceded to China in 1999, the use of Portuguese was in decline in Asia, it is becoming a language of opportunity there; mostly because of East Timor's boost in the number of speakers in the last five years but also because of increased Chinese diplomatic and financial ties with Portuguese-speaking countries.


          In July 2007, President Teodoro Obiang Nguema announced his government's decision to make Portuguese Equatorial Guinea's third official language, in order to meet the requirements to apply for full membership of the Community of Portuguese Language Countries. This upgrading from its current Associate Observer condition would result in Equatorial Guinea being able to access several professional and academic exchange programs and the facilitation of cross-border circulation of citizens. Its application is currently being assessed by other CPLP members.


          In March 1994 the Bosque de Portugal (Portugal's Woods) was founded in the Brazilian city of Curitiba. The park houses the Portuguese Language Memorial, which honours the Portuguese immigrants and the countries that adopted the Portuguese language. Originally there were seven nations represented with pillars, but the independence of East Timor brought yet another pillar for that nation in 2007.


          In March 2006, the Museum of the Portuguese Language, an interactive museum about the Portuguese language, was founded in So Paulo, Brazil, the city with the largest number of Portuguese speakers in the world.


          


          Dialects


          Portuguese is a pluricentric language with two main groups of dialects, those of Brazil and those of the Old World. For historical reasons, the dialects of Africa and Asia are generally closer to those of Portugal than the Brazilian dialects, although in some aspects of their phonetics, especially the pronunciation of unstressed vowels, they resemble Brazilian Portuguese more than European Portuguese. They have not been studied as widely as European and Brazilian Portuguese.


          Audio samples of some dialects of Portuguese are available below. There are some differences between the areas but these are the best approximations possible. For example, the caipira dialect has some differences from the one of Minas Gerais, but in general it is very close. A good example of Brazilian Portuguese may be found in the capital city, Braslia, because of the generalized population from all parts of the country.
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          Angola


          
            	Benguelense  Benguela province.


            	[image: Image:Loudspeaker.jpg] Luandense  Luanda province.


            	Sulista  South of Angola.
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          Brazil


          
            	Caipira  States of So Paulo (countryside; the city of So Paulo and the eastern areas of the state have their own dialect, called paulistano); southern Minas Gerais, northern Paran, Gois and Mato Grosso do Sul.


            	Cearense  Cear.


            	Baiano  Bahia.


            	[image: Image:Loudspeaker.jpg] Nordestino  northeastern states of Brazil ( Pernambuco and Rio Grande do Norte have a particular way of speaking).


            	Nortista  Amazon Basin states.


            	Paulistano  Variants spoken around So Paulo city and the eastern areas of So Paulo state.


            	Sertanejo  States of Gois and Mato Grosso (the city of Cuiab has a particular way of speaking).


            	Sulista  Variants spoken in the areas between the northern regions of Rio Grande do Sul and southern regions of So Paulo state. (The cities of Curitiba, Florianpolis, and Itapetininga have fairly distinct accents as well.)
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          Portugal


          
            	[image: Image:Loudspeaker.jpg] Transmontano  Trs-os-Montes e Alto Douro.

          


          Other countries


          
            	Cape Verde  [image: Image:Loudspeaker.jpg] Moambicano ( Mozambican)


            	So Tom and Prncipe  [image: Image:Loudspeaker.jpg] Santomense


            	Uruguay  Dialectos Portugueses del Uruguay (DPU).

          


          Differences between dialects are mostly of accent and vocabulary, but between the Brazilian dialects and other dialects, especially in their most coloquial forms, there can also be some grammatical differences. The Portuguese-based creoles spoken in various parts of Africa, Asia, and the Americas are independent languages which should not be confused with Portuguese itself.


          


          History


          Arriving in the Iberian Peninsula in 216 BC, the Romans brought with them the Latin language, from which all Romance languages descend. The language was spread by arriving Roman soldiers, settlers and merchants, who built Roman cities mostly near the settlements of previous civilizations.


          
            
              	Medieval

              Portuguese poetry
            


            
              	Das que vejo
            


            
              	nom desejo
            


            
              	outra senhor se vs nom,
            


            
              	e desejo
            


            
              	tam sobejo,
            


            
              	mataria um leon,
            


            
              	senhor do meu coraom:
            


            
              	fim roseta,
            


            
              	bela sobre toda fror,
            


            
              	fim roseta,
            


            
              	nom me meta
            


            
              	em tal coita voss'amor!
            


            
              	Joo de Lobeira

              (c. 12701330)
            

          


          Between AD 409 and 711, as the Roman Empire collapsed in Western Europe, the Iberian Peninsula was conquered by Germanic peoples ( Migration Period). The occupiers, mainly Suebi and Visigoths, quickly adopted late Roman culture and the Vulgar Latin dialects of the peninsula. After the Moorish invasion of 711, Arabic became the administrative language in the conquered regions, but most of the population continued to speak a form of Romance commonly known as Mozarabic. The influence exerted by Arabic on the Romance dialects spoken in the Christian kingdoms of the north was small, affecting mainly their lexicon.


          The earliest surviving records of a distinctively Portuguese language are administrative documents of the 9th century, still interspersed with many Latin phrases. Today this phase is known as Proto-Portuguese (between the 9th and the 12th centuries). In the first period of Old Portuguese  Galician-Portuguese Period (from the 12th to the 14th century)  the language gradually came into general use. For some time, it was the language of preference for lyric poetry in Christian Hispania, much like Occitan was the language of the poetry of the troubadours. Portugal was formally recognized as an independent kingdom by the Kingdom of Leon in 1143, with Afonso Henriques as king. In 1290, king Dinis created the first Portuguese university in Lisbon (the Estudos Gerais, later moved to Coimbra) and decreed that Portuguese, then simply called the "common language" should be known as the Portuguese language and used officially.


          In the second period of Old Portuguese, from the 14th to the 16th century, with the Portuguese discoveries, the language was taken to many regions of Asia, Africa and the Americas (nowadays, the great majority of Portuguese speakers live in Brazil, in South America). By the 16th century it had become a lingua franca in Asia and Africa, used not only for colonial administration and trade but also for communication between local officials and Europeans of all nationalities. Its spread was helped by mixed marriages between Portuguese and local people, and by its association with Roman Catholic missionary efforts, which led to the formation of a creole language called Kristang in many parts of Asia (from the word cristo, "Christian"). The language continued to be popular in parts of Asia until the 19th century. Some Portuguese-speaking Christian communities in India, Sri Lanka, Malaysia, and Indonesia preserved their language even after they were isolated from Portugal.


          The end of the Old Portuguese period was marked by the publication of the Cancioneiro Geral by Garcia de Resende, in 1516. The early times of Modern Portuguese, which spans from the 16th century to present day, were characterized by an increase in the number of learned words borrowed from Classical Latin and Classical Greek since the Renaissance, which greatly enriched the lexicon.


          


          Characterization


          A distinctive feature of Portuguese is that it preserved the stressed vowels of Vulgar Latin, which became diphthongs in other Romance languages; cf. Fr. pierre, Sp. piedra, It. pietra, Port. pedra, from Lat. petra; or Sp. fuego, It. fuoco, Port. fogo, from Lat. focum. Another characteristic of early Portuguese was the loss of intervocalic l and n, sometimes followed by the merger of the two surrounding vowels, or by the insertion of an epenthetic vowel between them: cf. Lat. salire, tenere, catena, Sp. salir, tener, cadena, Port. sair, ter, cadeia.


          When the elided consonant was n, it often nasalized the preceding vowel: cf. Lat. manum, rana, bonum, Port. mo, ra, bo (now mo, r, bom). This process was the source of most of the nasal diphthongs which are typical of Portuguese. In particular, the Latin endings -anem, -anum and -onem became -o in most cases, cf. Lat. canem, germanum, rationem with Modern Port. co, irmo, razo, and their plurals -anes, -anos, -ones normally became -es, -os, -es, cf. ces, irmos, razes.


          


          Movement to make Portuguese an official language at the UN


          There is a growing number of people in the Portuguese speaking media and the internet who are presenting the case to the CPLP and other organizations to run a debate in the Lusophone community with the purpose of bringing forward a petition to make Portuguese an official language at the United Nations.


          In October 2005, during the international Convention of the Elos Club International that took place in Tavira, Portugal a petition was written and unanimously approved whose text can be found on the internet with the title Petio Para Tornar Oficial o Idioma Portugus na ONU.


          Romulo Alexandre Soares, president of the Brazil-Portugal Chamber highlights that the positioning of Brazil in the international arena as one of the emergent powers of the 21 century, the size of its population, and the presence of the language around the world provides legitimacy and justifies a petition to the UN to make the Portuguese an official language at the UN.


          


          Vocabulary


          Most of the lexicon of Portuguese is derived from Latin. Nevertheless, because of the Moorish occupation of the Iberian Peninsula during the Middle Ages, and the participation of Portugal in the Age of Discovery, it has adopted loanwords from all over the world.


          Very few Portuguese words can be traced to the pre-Roman inhabitants of Portugal, which included the Gallaeci, Lusitanians, Celtici and Cynetes. The Phoenicians and Carthaginians, briefly present, also left some scarce traces. Some notable examples are abbora "pumpkin" and bezerro "year-old calf", from the nearby Celtiberian language (probably through the Celtici); cerveja "beer", from Celtic; saco "bag", from Phoenician; and cachorro "dog, puppy", from Basque.


          In the 5th century, the Iberian Peninsula (the Roman Hispania) was conquered by the Germanic Suevi and Visigoths. As they adopted the Roman civilization and language, however, these people contributed only a few words to the lexicon, mostly related to warfare  such as espora "spur", estaca "stake", and guerra "war", from Gothic *spara, *stakka, and *wirro, respectively.


          Between the 9th and 15th centuries Portuguese acquired about 1000 words from Arabic by influence of Moorish Iberia. They are often recognizable by the initial Arabic article a(l)-, and include many common words such as aldeia "village" from الضيعة aldaya, alface "lettuce" from الخس alkhass, armazm "warehouse" from المخزن almahazan, and azeite "olive oil" from زيت azzait. From Arabic came also the grammatically peculiar word oxal "hopefully". The Mozambican currency name metical was derived from the word مطقال miṭqāl, a unit of weight. The word Mozambique itself is from the Arabic name of sultan Mua Alebique (Musa Alibiki). The name of the Portuguese town of Ftima comes from the name of one of the daughters of the prophet Muhammad.


          Starting in the 15th century, the Portuguese maritime explorations led to the introduction of many loanwords from Asian languages. For instance, catana "cutlass" from Japanese katana; corja "rabble" from Malay krchchu; and ch "tea" from Chinese ch.


          From South America came batata "potato", from Taino; anans and abacaxi, from Tupi-Guarani nan and Tupi ib cati, respectively (two species of pineapple), and tucano " toucan" from Guarani tucan. See List of Brazil state name etymologies, for some more examples.


          From the 16th to the 19th century, the role of Portugal as intermediary in the Atlantic slave trade, with the establishment of large Portuguese colonies in Angola, Mozambique, and Brazil, Portuguese got several words of African and Amerind origin, especially names for most of the animals and plants found in those territories. While those terms are mostly used in the former colonies, many became current in European Portuguese as well. From Kimbundu, for example, came kifumate  cafun "head caress", kusula  caula "youngest child", marimbondo "tropical wasp", and kubungula  bungular "to dance like a wizard".


          Finally, it has received a steady influx of loanwords from other European languages. For example, melena "hair lock", fiambre "wet-cured ham" (in contrast with presunto "dry-cured ham" from Latin prae-exsuctus "dehydrated"), and castelhano "Castilian", from Spanish; colchete/croch "bracket"/"crochet", palet "jacket", batom "lipstick", and fil/filete "steak"/"slice" respectively, from French crochet, paletot, bton, filet; macarro "pasta", piloto "pilot", carroa "carriage", and barraca "barrack", from Italian maccherone, pilota, carrozza, baracca; and bife "steak", futebol, revlver, estoque, folclore, from English beef, football, revolver, stock, folklore.


          


          Classification and related languages


          Portuguese belongs to the West Iberian branch of the Romance languages, and it has special ties with the following members of this group:


          
            	Galician and the Fala, its closest relatives. See below.


            	Spanish, the major language closest to Portuguese. (See also Differences between Spanish and Portuguese.)


            	Mirandese, another West Iberian language spoken in Portugal.


            	Judeo-Portuguese and Judeo-Spanish, languages spoken by Sephardic Jews, which remained close to Portuguese and Spanish.

          


          Despite the obvious lexical and grammatical similarities between Portuguese and other Romance languages, it is not mutually intelligible with most of them. Apart from Galician, Portuguese speakers will usually need some formal study of basic grammar and vocabulary, before attaining a reasonable level of comprehension of those languages, and vice-versa.


          


          Galician and the Fala


          The closest language to Portuguese is Galician, spoken in the autonomous community of Galicia (northwestern Spain). The two were at one time a single language, known today as Galician-Portuguese, but since the political separation of Portugal from Galicia they have diverged somewhat, especially in pronunciation and vocabulary. Nevertheless, the core vocabulary and grammar of Galician are still noticeably closer to Portuguese than to Spanish. In particular, like Portuguese, it uses the future subjunctive, the personal infinitive, and the synthetic pluperfect (see the section on the grammar of Portuguese, below). Mutual intelligibility (estimated at 85% by R. A. Hall, Jr., 1989) is good between Galicians and northern Portuguese, but poorer between Galicians and speakers from central Portugal.


          The Fala language is another descendant of Galician-Portuguese, spoken by a small number of people in the Spanish towns of Valverdi du Fresnu, As Ellas and Sa Martn de Trebellu (autonomous community of Extremadura, near the border with Portugal).


          


          Influence on other languages


          Many languages have borrowed words from Portuguese, such as Indonesian, Sri Lankan Tamil and Sinhalese (see Sri Lanka Indo-Portuguese), Malay, Bengali, English, Hindi, Konkani, Marathi, Tetum, Xitsonga, Papiamentu, Japanese, Bajan Creole (Spoken in Barbados), Lanc-Patu (spoken in northern Brazil) and Sranan Tongo (spoken in Suriname). It left a strong influence on the lngua braslica, a Tupi-Guarani language which was the most widely spoken in Brazil until the 18th century, and on the language spoken around Sikka in Flores Island, Indonesia. In nearby Larantuka, Portuguese is used for prayers in Holy Week rituals. The Japanese-Portuguese dictionary Nippo Jisho (1603) was the first dictionary of Japanese in a European language, a product of Jesuit missionary activity in Japan. Building on the work of earlier Portuguese missionaries, the Dictionarium Anamiticum, Lusitanum et Latinum (Annamite-Portuguese-Latin dictionary) of Alexandre de Rhodes (1651) introduced the modern orthography of Vietnamese, which is based on the orthography of 17th-century Portuguese. The Romanization of Chinese was also influenced by the Portuguese language (among others), particularly regarding Chinese surnames; one example is Mei.


          See also List of English words of Portuguese origin, Loan words in Indonesian, Japanese words of Portuguese origin, Borrowed words in Malay, Sinhala words of Portuguese origin, Loan words from Portuguese in Sri Lankan Tamil.


          


          Derived languages


          Beginning in the 16th century, the extensive contacts between Portuguese travelers and settlers, African slaves, and local populations led to the appearance of many pidgins with varying amounts of Portuguese influence. As these pidgins became the mother tongue of succeeding generations, they evolved into fully fledged creole languages, which remained in use in many parts of Asia and Africa until the 18th century. Some Portuguese-based or Portuguese-influenced creoles are still spoken today, by over 3 million people worldwide, especially people of partial Portuguese ancestry.


          


          Phonology


          There is a maximum of 9 oral vowels and 19 consonants, though some varieties of the language have fewer phonemes (Brazilian Portuguese has only 8 oral vowel phones). There are also five nasal vowels, which some linguists regard as allophones of the oral vowels, ten oral diphthongs, and five nasal diphthongs.


          


          Vowels
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              Chart of monophthongs of the Portuguese of Lisbon
            

          


          To the seven vowels of Vulgar Latin, European Portuguese has added two near central vowels, one of which tends to be elided in rapid speech, like the e caduc of French (represented either as /ɯ̽/, or /ɨ/, or /ə/). The high vowels /e o/ and the low vowels /ɛ ɔ/ are four distinct phonemes, and they alternate in various forms of apophony. Like Catalan, Portuguese uses vowel quality to contrast stressed syllables with unstressed syllables: isolated vowels tend to be raised, and in some cases centralized, when unstressed. Nasal diphthongs occur mostly at the end of words.


          


          Consonants


          
            
              Consonant phonemes of Portuguese
            

            
              	

              	Bilabial

              	Labio-

              dental

              	Dental

              	Alveolar

              	Post-

              alveolar

              	Palatal

              	Velar

              	Uvular
            


            
              	Plosives

              	p

              	b

              	

              	t̪

              	d̪

              	

              	

              	

              	k

              	g

              	
            


            
              	Nasals

              	m

              	

              	

              	n

              	

              	ɲ

              	

              	
            


            
              	Fricatives

              	

              	f

              	v

              	

              	s

              	z

              	ʃ

              	ʒ

              	

              	

              	ʁ
            


            
              	Laterals

              	

              	

              	

              	l

              	

              	ʎ

              	

              	
            


            
              	Flaps

              	

              	

              	

              	ɾ

              	

              	

              	

              	
            

          


          The consonant inventory of Portuguese is fairly conservative. The medieval affricates /ts/, /dz/, /tʃ/, /dʒ/ merged with the fricatives /s/, /z/, /ʃ/, /ʒ/, respectively, but not with each other, and there were no other significant changes to the consonant phonemes since then. However, some remarkable dialectal variants and allophones have appeared, among which:


          
            	In many regions of Brazil, /t/ and /d/ have the affricate allophones [tʃ] and [dʒ], respectively, before /i/ and /ĩ/. ( Quebec French has a similar phenomenon, with alveolar affricates instead of postalveolars. Japanese is another example).

          


          
            	At the end of a syllable, the phoneme /l/ has the allophone [u̯] in Brazilian Portuguese ( L-vocalization).

          


          
            	In many parts of Brazil and Angola, intervocalic /ɲ/ is pronounced as a nasalized palatal approximant [j̃] which nasalizes the preceding vowel, so that for instance /ˈniɲu/ is pronounced [ˈnĩj̃u].

          


          
            	In most of Brazil, the alveolar sibilants /s/ and /z/ occur in complementary distribution at the end of syllables, depending on whether the consonant that follows is voiceless or voiced, as in English. But in most of Portugal and parts of Brazil sibilants are postalveolar at the end of syllables, /ʃ/ before voiceless consonants, and /ʒ/ before voiced consonants (in Judeo-Spanish, /s/ is often replaced with /ʃ/ at the end of syllables, too).

          


          
            	There is considerable dialectal variation in the value of the rhotic phoneme /ʁ/. See Guttural R in Portuguese, for details.

          


          


          Grammar


          A particularly interesting aspect of the grammar of Portuguese is the verb. Morphologically, more verbal inflections from classical Latin have been preserved by Portuguese than any other major Romance language. See Romance copula, for a detailed comparison. It has also some innovations not found in other Romance languages (except Galician and the Fala):


          
            	The present perfect tense has an iterative sense unique among the Romance languages. It denotes an action or a series of actions which began in the past and are expected to keep repeating in the future. For instance, the sentence Tenho tentado falar com ela would be translated to "I have been trying to talk to her", not "I have tried to talk to her". On the other hand, the correct translation of the question "Have you heard the latest news?" is not *Tem ouvido a ltima notcia?, but Ouviu a ltima notcia?, since no repetition is implied.

          


          
            	The future subjunctive tense, which was developed by medieval West Iberian Romance, but has now fallen into disuse in Spanish, is still used in vernacular Portuguese. It appears in dependent clauses that denote a condition which must be fulfilled in the future, so that the independent clause will occur. Other languages normally employ the present tense under the same circumstances:

          


          
            	Se for eleito presidente, mudarei a lei.


            	If I am elected president, I will change the law.

          


          
            	Quando fores mais velho, vais entender.


            	When you are older, you will understand.

          


          
            	The personal infinitive: infinitives can inflect according to their subject in person and number, often showing who is expected to perform a certain action; cf.  melhor voltares "It is better [for you] to go back,"  melhor voltarmos "It is better [for us] to go back." Perhaps for this reason, infinitive clauses replace subjunctive clauses more often in Portuguese than in other Romance languages.

          


          


          Writing system


          
            
              Written varieties
            

            
              	Portugal/Africa/Asia

              	Brazil

              	translation
            


            
              	annimo

              	annimo

              	anonymous
            


            
              	facto

              	fato

              	fact
            


            
              	ideia

              	idia

              	idea
            


            
              	direco

              	direo

              	direction
            


            
              	ptimo

              	timo

              	great
            


            
              	frequente

              	freqente

              	frequent
            


            
              	voo

              	vo

              	flight
            

          


          Portuguese is written with the Latin alphabet, making use of five diacritics to denote stress, vowel height, contraction, nasalization, and other sound changes (acute accent, grave accent, circumflex accent, tilde, and cedilla). Brazilian Portuguese also uses the diaeresis mark. Accented characters and digraphs are not counted as separate letters for collation purposes.


          


          Brazilian vs. European spelling


          There are some minor differences between the orthographies of Brazil and other Portuguese language countries. One of the most pervasive is the use of acute accents in the European/African/Asian orthography in many words such as sinnimo, where the Brazilian orthography has a circumflex accent, sinnimo. Another important difference is that Brazilian spelling often lacks c or p before c, , or t, where the European orthography has them; for example, cf. Brazilian fato with European facto, "fact", or Brazilian objeto with European objecto, "object". Some of these spelling differences reflect differences in the pronunciation of the words, but others are merely graphic.


          


          Examples


          
            	Excerpt from the Portuguese national epic Os Lusadas, by author Lus de Cames (I, 33)

          


          
            
              	Original

              	IPA (European Portuguese)

              	IPA (Brazilian Portuguese)

              	Translation
            


            
              	Sustentava contra ele Vnus bela,

              	suʃtẽˈtavɐ ˈktɾɐ ˈeɫɨ ˈvɛnuʒ ˈbɛɫɐ

              	sustẽˈtavɐ ˈktɾɐ ˈeli ˈvẽnuz ˈbɛlɐ

              	Against him spoke the lovely Venus
            


            
              	Afeioada  gente Lusitana,

              	ɐfɐi̯swˈada ˈʒẽtɨ ɫuziˈtɐnɐ

              	afei̯soˈada ˈʒẽtʃi luziˈtɐ̃nɐ

              	Favoring the people of Portugal,
            


            
              	Por quantas qualidades via nela

              	puɾ ˈkwɐ̃tɐʃ kwɐɫiˈdadɨʒ ˈviɐ ˈnɛɫɐ

              	poɾ ˈkwɐ̃tɐs kwaliˈdadʒiz ˈviɐ ˈnɛlɐ

              	For her love of Roman virtue
            


            
              	Da antiga to amada sua Romana;

              	dˈtigɐ tɐ̃ũ ̯ ɐˈmadɐ ˈsuɐ ʁuˈmɐnɐ

              	dˈtʃigɐ tɐ̃ũ ̯ aˈmadɐ ˈsuɐ xˈmɐ̃nɐ

              	She saw resurrected in them;
            


            
              	Nos fortes coraes,

              na grande estrela,

              	nuʃ ˈfɔɾtɨʃ kuɾɐˈsĩ ̯ʒ

              nɐ ˈgɾɐ̃dɨʃˈtɾeɫɐ

              	nus ˈfɔɾtʃis koɾaˈsĩ ̯z

              na ˈgɾɐ̃dʒj esˈtɾelɐ

              	In their stout hearts, in the star
            


            
              	Que mostraram na terra Tingitana,

              	kɨ muʃˈtɾaɾɐ̃ũ ̯ nɐ ˈtɛʁɐ tĩʒiˈtɐnɐ

              	ki mosˈtɾaɾɐ̃ũ ̯ na ˈtɛxɐ tʃĩʒiˈtɐ̃nɐ

              	Which shone bright above Ceuta,
            


            
              	E na lngua, na qual quando imagina,

              	i nɐ ˈɫĩgwɐ nɐ kwaɫ ˈkwɐ̃dw imɐˈʒinɐ

              	i na ˈlĩgwɐ na kwau̯ ˈkwɐ̃dw imaˈʒĩnɐ

              	In the language which an inventive mind
            


            
              	Com pouca corrupo cr que  a Latina.

              	k ˈpokɐ kuʁupˈsɐ̃ũ ̯ kɾe kjɛ ɐ ɫɐˈtinɐ

              	k ˈpou̯kɐ koxupiˈsɐ̃ũ ̯ kɾe kjɛ a laˈtʃĩnɐ

              	Could mistake for Latin, passably declined.
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        Postage stamp


        
          

          


          A postage stamp is an adhesive paper evidence of pre-paying a fee for postal services. Usually a small paper rectangle or square that is attached to an envelope, the postage stamp signifies that the person sending the letter or package may have either fully, or perhaps partly, pre-paid for delivery. Postage stamps are the most popular way of paying for retail mail; alternatives include prepaid-postage envelopes and Postage meters.


          


          History
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              The Penny Black, the world's first postage stamp
            

          


          The first idea for unitary payment of postage fees is accredited to the Slovenian Lovrenc Koir at the end of 1835, who made the suggestion to the Wien royal office, but his idea was refused as a useless. Koir did not give up on his idea. He introduced it to a commercial traveller Gallaway from Great Britain and all the other ideas about postage stamps and paying postage fee. It is thought that Gallaway brought the idea to Rowland Hill, who is known today as a formal inventor of a postage stamp.


          Postage stamps were first introduced in the United Kingdom of Great Britain and Ireland in May 1, 1840 as part of the postal reforms promoted by Rowland Hill. With its introduction the postage fee was now to be paid by the sender and not the recipient as heretofore, though sending mail prepaid was not a requirement. The first postage stamp, the Penny Black, while put on sale on the 1st of May, was postally valid from May 6, 1840; two days later the Two pence blue was issued. Both stamps show an engraving of the young Queen Victoria and were an immediate success though refinements, like perforations were instituted with later issues. At the time of the Penny Black, there was no reason to include the United Kingdom's name on the stamp, and it remains the case as the UK is the only country that does not identify itself on its stamps.


          Other countries followed suit by introducing their own postage stamps; the Canton of Zrich in Switzerland issued the Zurich 4 and 6 rappen; although the Penny Black could be used to send any letter weighing less than half an ounce within the United Kingdom, the Swiss postage still calculated mail rates based on the distance travelled. Brazil issued the Bull's Eyes stamps in August 1843, using the same printer as that used for the Penny Black the Brazilian government opted for an abstract design instead of an image of emperor Pedro II in order that his image would be not disfigured by the postmark. In 1845 some postmasters in the U.S. issued their own stamps, but the first officially issued stamps came in 1847, with the 5 and 10 cent stamps depicting Benjamin Franklin and George Washington. A few other countries issued stamps in the late 1840s, but many more, such as India, started in the 1850s and by the 1860s most countries of the world had issued postage stamps.


          Following the introduction of the postage stamp in the United Kingdom the number of letters mailed increased from 82 million in 1839 to 170 million in 1841. Today an average of 21 billion items are delivered by post every year in the UK alone.


          


          Postage stamp design


          Stamps have been issued in other shapes besides the usual square or rectangle, including circular, triangular and pentagonal. Sierra Leone and Tonga were among the first countries to have issued self-adhesive stamps in these instances some in the shapes of fruit; Bhutan has issued a stamp with its national anthem on a playable record, etc. Stamps have also been made of materials other than paper, commonly embossed foil (sometimes of gold); Switzerland made a stamp partly out of lace and one out of wood; the United States produced one made of plastic, and the German Democratic Republic once issued a stamp made entirely of synthetic chemicals. In the Netherlands a stamp was issued made of silver foil.


          


          Types of stamps


          
            [image: 1897]

            
              1897
            

          


          


          


          
            	Airmail  for payment of airmail service. While the word or words "airmail" or equivalent is usually printed on the stamp, Scott (the dominant U.S. cataloguing firm) has recognised as airmail stamps some U.S. stamps issued in denominations good for then-current international airmail rates, and showing the silhouette of an airplane. The other three major catalogs do not give any special status to airmail stamps.


            	ATM, stamps dispensed by automatic teller machines (ATMs) whose sheets are paper currency sized and of similar thickness.


            	carrier's stamp


            	certified mail stamp


            	coil stamps  tear-off stamps issued individually in a vending machine, or purchased in a roll that often comprise 100 stamps


            	commemorative stamp  a limited run of stamp designed to commemorate a particular event


            	computer vended postage  advanced secure postage that uses Information-Based Indicia (IBI) technology. IBI uses a 2-dimensional bar code (either Datamatrix or PDF417) to encode the Originating Address, Date of Mailing, Postage Amount, and a Digital signature to verify the stamp's authenticity.


            	customised stamp  a stamp the picture or image in which can in some way be chosen by the purchaser, either by sending in a photograph or by use of the computer. Some of these are not truly stamps but are technically meter labels.


            	definitive  stamps issued mainly for the everyday payment of postage. They often have less appealing designs than commemoratives. The same design may be used for many years. Definitive stamps are often the same basic size. The use of the same design over an extended period of time often leads to many unintended varieties. This makes them far more interesting to philatelists than commemoratives.


            	express mail stamp / special delivery stamp


            	late fee stamp  issued to show payment of a fee to allow inclusion of a letter or package in the outgoing dispatch although it has been turned in after the cut-off time


            	local post stamps  used on mail in a local post; a postal service that operates only within a limited geographical area, typically a city or a single transportation route. Some local posts have been operated by governments, while others, known as private local posts, have been for-profit companies.


            	military stamp  stamps issued specifically for the use of members of a country's armed forces, usually using a special postal system


            	official mail stamp  issued for use solely by the government or a government agency or bureau


            	occupation stamp  a stamp issued for use by either an occupying army or by the occupying army or authorities for use by the civilian population


            	perforated stamps  while this term can be used to refer to the perforations around the edge of a stamp (used to divide the sheet into individual stamps) it is also a technical term for stamps that have additionally been perforated across the middle with letters or a distinctive pattern or monogram known as perfins. These modified stamps are usually purchased by large corporations to guard against theft by their employees.


            	personalised  allow user to add his own personalised picture or photograph


            	postage due  a stamp applied showing that the full amount of required postage has not been paid, and indicating the amount of shortage and penalties the recipient will have to pay. (Collectors and philatelists debate whether these should be called stamps, some saying that as they do not pre-pay postage they should be called "labels".) The United States Post Office Department issued "parcel post postage due" stamps.


            	postal tax  a stamp indicating that a tax (above the regular postage rate) required for sending letters has been paid. This stamp is often mandatory on all mail issued on a particular day or for a few days only.


            	self-adhesive stamp  stamps not requiring licking or moisture to be applied to the back to stick. Self-sticking.


            	semi-postal / charity stamp  a stamp issued with an additional charge above the amount needed to pay postage, where the extra charge is used for charitable purposes such as the Red Cross. The usage of semi-postal stamps is entirely at the option of the purchaser. Countries (such as Belgium and Switzerland) that make extensive use of this form of charitable fund-raising design such stamps in a way that makes them more desirable for collectors.


            	test stamp  a label not valid for postage, used by postal authorities on sample mail to test various sorting and cancelling machines or machines that can detect the absence or presence of a stamp on an envelope. May also be known as "dummy" or "training" stamps.


            	war tax stamp  A variation on the postal tax stamp intended to defray the costs of war.


            	water-activated stamp  for many years "water-activated" stamps were the only kind so this term only entered into use with the advent of self-adhesive stamps. The adhesive or gum on the back of the stamp must be moistened (usually it is done by licking, thus the stamps are also known as "lick and stick") to affix it to the envelope or package.

          


          



          


          Dispensing


          Since their inception there have been numerous innovative developments in how stamps are dispensed and sold. Usually, they can be purchased over the counter or from vending machines at post-offices or selected retail outlets, as "books" or loose stamps. They are traditionally made as a perforated sheet which is gummed on the reverse, so that the purchaser may tear off each stamp, moisten it (frequently by licking), and apply it to the envelope, but self-adhesive stamps are now commonplace.


          


          IBI stamps


          In the United States, the introduction of Information Based Indicia (IBI) technology has allowed newer ways to sell stamps. IBI is an encrypted 2-dimensional bar code that makes counterfeiting more difficult and easier to detect, offering value beyond postage. Unlike traditional postage meter indicia, each IBI is unique. The IBI contains security critical data elements as well as other information, such as point of origin and the sender. The IBI is human and machine-readable.


          Prior to IBI being introduced, postage vault devices were used on personal computers to allow postage stamps to be printed from one's computer. The postage vault device is a tamper resistant postal security device to disable postage equipment when tampered with. The postage vault can be also identified as the means to store (and keep track of) monetary funds in the postage vault. You can think of this as prepaying for the right to print postage from your personal computer. The Internet is used to reset or replenish funds in the postage vault.


          In March 2001, the United States Postal Service authorized Neopost Online and Northrop Grumman Corporation to test an innovative purchasing stamp system. This self-service stamp vending system allows the consumer to peruse through a variety of denominations and quantities, select the desired purchase and swipe his/her credit card to submit a purchase order. The stamp vending system then authorizes the purchase order, prints the stamp sheet(s) and finally dispenses them to the consumer. The ability to peruse, request, authorize, print, and dispense a stamp purchase using the Internet makes these the world's first browser-based stamps. This is the first instance where IBI was utilized on adhesive labels. The product from this self-service stamp vending system is aptly named by collectors as Neopost web-enabled stamps. These stamps were available from March 2001 through August 2003 and were denominated (fixed value) stamps.


          In 2002 the United States Postal Service authorized Stamps.com to issue NetStamps. The NetStamps utilizes IBI technology and can be printed from personal computers with postal vaults. In 2004 the United States Postal Service introduced the Automated Postal Centers (APC). These kiosks provided non-denominated ($0.01 to $99.99) stamps. The intent of the APC is to reduce labor required to service consumers at the postal counters. Recently, personal pictures have been paired with IBI technology to provide a personalized stamp for the consumer. These stamps are custom made and require a period of time (days) to produce.


          The push towards using IBI technology aids the United States Postal Service in finding new venues to sell stamps. It also reduces the burden of maintaining the mechanical machines to sell stamps. The United States Postal Service still relies on consigning stamps to retailers and banks (via automatic teller machines (ATMs). They must be the same size and thickness as currency in order to be dispensed by the ATM.


          Similarly, Royal Mail in the United Kingdom has recently launched a "Print-your-own-postage" service allowing the general public to purchase IBI-style codes online, and print them onto address stickers or directly onto envelopes, in lieu of using First Class postage stamps. This was much remarked-upon in the press as the first time a consumer "stamp" has not featured an image of the reigning monarch. It joins the existing " SmartStamp" subscription service, which performs the same function but is primarily aimed at business customers.


          


          First day covers


          


          On the first day of issue a set of stamps can be purchased attached to an envelope that has been postmarked with a special commemorative postmark. Known as a "First Day Cover", it can also be assembled from the component parts by stamp collectors, who are the most frequent users. These envelopes usually bear a commemorative cachet of the subject for which the stamp was created.


          


          Souvenir or miniature sheets


          Postage stamps are sometimes issued in souvenir sheets or miniature sheet containing just one or a small number of stamps. Souvenir sheets typically include additional artwork or information printed on the selvage (border surrounding the stamps). Sometimes the stamps make up part of a greater picture. Some countries, and some issues, are produced as individual stamps as well as in the sheet format.


          


          Collecting


          Stamp collecting is a popular hobby, and stamps are often produced as collectibles. Some countries are known for producing stamps intended for collectors rather than postal use. This practice produces a significant portion of the countries' government revenues. This has been condoned by the collecting community for places such as Liechtenstein and Pitcairn Islands that have followed relatively conservative stamp issuing policies. Abuses of this policy, however, are generally condemned. Among the most notable abusers have been Nicholas F. Seebeck and the component states of the United Arab Emirates. Seebeck operated in the 1890s as an agent of Hamilton Bank Note Company when he approached several Latin American countries with an offer to produce their entire postage stamp needs for free. In return he would have the exclusive rights to market the remainders of the stamps to collectors. Each year a new issue of stamps was produced whose postal validity would expire at the end of the year; this assured Seebeck of a continuing supply of remainders. In the 1960s certain stamp printers such as the Barody Stamp Company arranged contracts to produce quantities of stamps for the separate Emirates and other countries. These abuses combined with the sparse population of the desert states earned them the reputation of being known as the "sand dune" countries.


          The combination of hundreds of countries, each producing scores of different stamps each year has resulted in a total of some 400,000 different types in existence as of 2000. In recent years, the annual world output has averaged about 10,000 types each year.


          


          Famous stamps


          
            	Penny Black


            	Cottonreels


            	Post Office Mauritius


            	Treskilling Yellow


            	Inverted Jenny


            	Inverted Head 4 Annas of India


            	British Guiana 1c magenta


            	Perot provisional


            	Hawaiian Missionaries


            	Basel Dove


            	Uganda Cowries


            	Scinde Dawk


            	Gronchi Rosa very rare Italian stamp error
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          Post-glacial rebound (sometimes called continental rebound, isostatic rebound, isostatic adjustment or post-ice-age isostatic recovery) is the rise of land masses that were depressed by the huge weight of ice sheets during the last glacial period, through a process known as isostatic depression. It affects northern Europe, especially Scotland, Fennoscandia and northern Denmark, Siberia, Canada, and the Great Lakes of Canada and the United States.


          


          Overview


          During the last glacial period, much of northern Europe, Asia, North America, Greenland and Antarctica were covered by ice sheets. The ice was as thick as three kilometres during the last glacial maximum about 20,000 years ago. The enormous weight of this ice caused the surface of the crust to deform and downwarp under the ice load, forcing the fluid mantle material to flow away from the loaded area. At the end of the ice age when the glaciers retreated, the removal of the weight from the depressed land led to uplift or rebound of the land and the return flow of mantle material back under the deglaciated area. Due to the extreme viscosity of the mantle, it will take many thousands of years for the land to reach an equilibrium level.


          Studies have shown that the uplift has taken place in two distinct stages. The initial uplift following deglaciation was rapid (called "elastic"), and took place as the ice was being unloaded. After this "elastic" phase, uplift proceed by "slow viscous flow" so the rate decreased exponentially after that. Today, typical uplift rates are of the order of 1cm/year or less. In northern Europe, this is clearly shown by the GPS data obtained by the BIFROST GPS network . Studies suggest that rebound will continue for about at least another 10,000 years. The total uplift from the end of deglaciation depends on the local ice load and could be several hundred metres near the centre of rebound.


          Recently, the term post-glacial rebound is gradually replaced by the term glacial isostatic adjustment. This is in recognition that the response of the Earth to glacial loading and unloading is not just limited to the upward rebound movement, but involves downward land movement, horizontal crustal motion (Johansson et al., 2002; Sella et al. 2007), changes in global sea levels (Peltier 1998), the Earth's gravity field (Mitrovica & Peltier 1993), induce earthquakes (Wu & Johnston, 2000) and also changes in the rotational motion (Wu & Peltier 1984).


          


          Effects


          Post-glacial rebound (or Glacial Isostatic Adjustment) produce measurable effects on: (i) Vertical Crustal Motion, (ii) Global sea levels, (iii) Horizontal Crustal Motion, (iv) Gravity field, (v) Earth's rotational motion and (vi) State of stress and earthquakes. Studies of Glacial rebound give us information about the flow law of mantle rocks and also past ice sheet history. The former is important to the study of Mantle Convection, Plate Tectonics and the thermal evolution of the Earth. The latter is important to the study of Glaciology, Paleoclimate and changes in Global Sea Level. Understanding postglacial rebound is also important to our ability to monitor recent global change.


          


          Vertical Crustal Motion
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          Erratic boulders, U-shaped valleys, drumlins, eskers, kettle lakes, bedrock striations are just some common signatures of the Ice Age. In addition, Post-glacial rebound has caused numerous significant changes to coastlines and landscapes over the last several thousand years, and the effects continue to be significant.


          In Sweden, Lake Mlaren was formerly an arm of the Baltic Sea, but uplift eventually cut it off and led to it becoming a freshwater lake in about the 12th century, at the time when Stockholm was founded at its outlet. Marine seashells found in Lake Ontario sediments imply a similar event in prehistoric times. Other pronounced effects can be seen on the island of land, which has little topographic relief due to the presence of the very level Stora Alvaret. The rising land has caused the Iron Age settlement area to recede from the Baltic Sea, making the present day villages on the west coast set back unexpectedly far from the shore. These effects are quite dramatic at the village of Alby, for example, where the Iron Age inhabitants were known to subsist on substantial coastal fishing.


          As a result of post-glacial rebound, the Gulf of Bothnia is predicted to eventually close up at Kvarken. The Kvarken is a UNESCO World Natural Heritage Site, selected as a "type area" illustrating the effects of post-glacial rebound and the holocene glacial retreat.


          In several other Nordic ports, like Tornio and Pori (formerly at Ulvila), the harbour had to be relocated several times in the past centuries. Place names in the coastal regions also illustrate the rising land: there are places named 'island', 'skerry', 'rock', 'point' and 'sound' in the inland. For example, Oulunsalo "island of Oulujoki" is a peninsula, with names in the inland such as Koivukari "Birch Rock", Santaniemi "Sandy Cape", and Salmioja "the ditch of the Sound". (Compare and .)


          In Great Britain, glaciation affected Scotland but not Southern England, and the post-glacial rebound of northern Great Britain is causing a corresponding downward movement of the southern half of the island . This is leading to an increased risk of floods, particularly in the areas surrounding the lower River Thames. Along with rising sea levels caused by global warming, the post-glacial sinking of southern England is likely to seriously compromise the effectiveness of the Thames Barrier, London's most important flood defence, after about 2030 .


          The Great Lakes of North America lie approximately on the 'pivot' line between rising and sinking land. Lake Superior was formerly part of a much larger lake together with Lake Michigan and Lake Huron, but post-glacial rebound raised land dividing the three lakes about 2100 years ago. Today, southern shorelines of the lakes continue to experience rising water levels while northern shorelines see falling levels.


          Since the glacial isostatic adjustment process causes the land to move relative to the sea, ancient shorelines are found to lie above present day sea level in areas that was once glaciated. On the other hand, places in the peripheral bulge area which was uplifted during glaciation now begins to subside. Therefore ancient beaches are found below present day sea level in the bulge area. The relative sea level data, which consists of height and age measurements of the ancient beaches around the world, tells us that glacial isostatic adjustment proceeded at a higher rate near the end of deglaciation than today.


          The present-day uplift motion in northern Europe is also monitored by a GPS network called BIFROST (Johansson et al. 2002). Results of GPS data shows that a peak rate of about 11 mm/year exist in the north part of the Gulf of Bothnia, but this uplift rate decreases away and become negative outside the former ice margin.


          In the near field outside the former ice margin, the land sinks relative to the sea. This is the case along the east coast of the United States, where ancient beaches are found submerged below present day sea level and Florida is expected to be submerged in the future (Peltier 1998). GPS data in North America also confirms that land uplift becomes subsidence outside the former ice margin (Sella et al. 2007).


          


          Global Sea Levels


          To form the ice sheets of the last Ice Age, water is taken from the oceans through evaporation, condensation as snow and then deposited as ice in high latitudes. Thus global sea level would fall during glaciation.


          The ice sheets at the last Glacial Maximum were so massive that global sea level fell by about 120 metres. Thus continental shelves become exposed and many islands became connected with the continents through dry land. This is the case between the British Isles and Europe, or between Taiwan, the Indonesian islands and Asia. Most important is the existence of a land-bridge between Siberia and Alaska that allow the migration of people and animals during last glacial maximum (Peltier 1998).


          The fall in sea level also affects the circulation of ocean currents and thus has important impact on climate during the Ice Age.


          During deglaciation, the melted ice water return to the oceans thus sea level in the ocean increases again. However, geological records of sea level changes shows that the redistribution of the melted ice water is not the same everywhere in the oceans. In other words, depending upon the location, the rise in sea level at a certain site may be more than that at another site. This is due to the gravitational attraction between the mass of the melted water and the other masses such as remaining ice sheets, glaciers, water masses and mantle rocks. (Peltier 1998) and the changes in centrifugal potential due to Earth's variable rotation (Mitrovica, Milne & Davis 2001)


          


          Horizontal Crustal Motion


          Accompanying vertical motion is the horizontal motion of the crust. The BIFROST GPS network shows that the motion diverges from the centre of rebound (Johansson et al 2002). However, the largest horizontal velocity is found near the former ice margin.


          The situation in North America is less certain, this is due to the sparse distribution of GPS stations in northern Canada, which is rather inaccessible (Sella et al. 2007).


          


          Gravity field


          Ice, water and mantle rocks have mass, and as they move around, they exert a gravitational pull of other masses towards them. Thus, the gravity field, which is sensitive to all mass on the surface and within the Earth, will become affected by the redistribution of ice/melted water on the surface of the Earth and the flow of mantle rocks within.


          Today, more than 6000 years after the last deglaciation terminated, the flow of mantle material back to the glaciated area causes the overall shape of the Earth to become less oblate. This change in the topography of Earth's surface affects the long wavelength components of the gravity field.


          The changing gravity field can be detected by repeated land measurements with Absolute Gravimeters and recently by the GRACE satellite mission . The changing long wavelength components of Earth's gravity field also perturbs the orbital motion of satellites and has been detected by LAGEOS satellite motion (Yoder et al. 1983).


          


          Vertical Datum


          The Vertical Datum is a theoretical reference surface for altitude measurement and plays vital roles in many human activities - including land surveying, construction of buildings, bridges etc.. Since postglacial rebound continuously deforms the crustal surface and the gravitational field, the vertical datum needs to be redefined repeatedly through time.


          


          Earth's Rotational Motion


          Examination of ancient Chinese and Babylonian eclipse records reveal that the Earths rotation rate is not constant. For example, if the rotation rate is constant, then the shadow path of an ancient Babylonian eclipse would lie somewhere across western Europe and the ancient eclipse could not be observed at the recorded time in Babylon. It is well known that tidal interaction between Earth and the Moon ( Tidal Friction or Tidal Dissipation) causes the Earths rotation to slow down. But taking into account the tidal interaction alone over-corrects the eclipse path which would lie east of Babylon. In order to have the shadow path pass through Babylon at the recorded time, we need to take into account the effect of Glacial Isostatic Adjustment on Earths rotational motion.


          To understand how Glacial Isostatic Adjustment affects Earths rotation rate, we note that the movement of mass on and beneath the Earth's surface affects the Moment of Inertia of the Earth, and by the Conservation of Angular Momentum, the rotational motion must also change. This is illustrated in the case of a rotating ice skater: as she pulls in her arms, her moment of inertia decreases and as a consequence, she spins faster. On the other hand, as she extends her arms, her moment of inertia increases and her spin slows down.


          During glaciation, water is taken from the oceans, whose average position is nearer the equator, and deposited as ice over the higher latitudes. This causes the Moment of Inertia of the Earth-ice-water system to decrease and just like the rotating figure skater pulling in her arms, the earth should spin faster. During deglaciation, the melted ice water returns to the oceans and thus causing the Earths spin to slow down. In reality, one also has to take into account the flow of mantle rocks whose direction is opposite to that of the water, but whose rate is much slower. Anyhow, after the end of deglaciation, the dominant mass movement is from the return flow of the mantle rocks back to the glaciated areas at high latititude, making the shape of the Earth less oblate, thus the rotation rate of the Earth increases today.


          The increase in Earth's rotation rate causes the length of day (LOD) to decrease. Lambeck (1977) estimated that the Length of the Day decreases by about 0.7 milli-seconds per century. Because the Moment of Inertia that determines rotation rate is closely related to the Earth's oblateness, whose rate of change is related to the observed anomalous motion of artificial Earth satellites such as LAGEOS, the increase in the Earth's rotation rate is confirmed by the observed motion of LAGEOS (Yoder et al. 1983) and is generally attributed to Glacial Isostatic Adjustment (Wu & Peltier 1984).


          In addition to the changes in the Earth's rotation rate, the changes in the Moment of Inertia due to Glacial Isostatic Adjustment also cause the rotational axis to move from the current position near the North Pole towards the centre of the ice masses at glacial maximum (True Polar Wander), thus it is moving towards eastern Canada at a rate of about 1 degree per million year (Vicente & Yumi 1969, Wu & Peltier 1984).


          This drift of the Earth's rotational axis in turn affects the centrifugal potential on the surface of the earth and thus also affects sea levels (Mitrovica, Milne & Davis 2001).


          


          State of Stress and Intraplate Earthquakes


          According to the theory of Plate Tectonics, plate-plate interaction results in earthquakes near plate boundaries. However, large earthquakes are found in intraplate environment like eastern Canada (up to M7) and northern Europe (up to M5) which are far away from present-day plate boundaries. An important intraplate earthquake is the magnitude 8 New Madrid earthquakes that occurred in mid-continental USA in the year 1811.


          Glacial loads provide more than 30 MPa of vertical stress in northern Canada and more than 20 MPa in northern Europe during glacial maximum. This vertical stress is supported by the mantle and the flexure of the lithosphere. Since the mantle and the lithosphere continuously respond to the changing ice and water loads, the state of stress at any location continuously changes in time. The changes in the orientation of the state of stress is recorded in the postglacial faults in southeastern Canada (Wu 1996). When the postglacial faults formed at the end of deglaciation 9000 year ago, the horizontal principal stress orientation was almost perpendicular to the former ice margin, but today the orientation is in the northeast-southwest, along the direction of spreading at the Mid-Atlantic Ridge. This shows that the stress due to postglacial rebound had played an important role at deglacial time, but has gradually relaxed so that tectonic stress has become more dominant today.


          According to the Mohr-Coulomb Theory of rock failure, large glacial loads generally suppress earthquakes, but rapid deglaciation promotes earthquakes. According to Wu & Hasagawa (1996), the rebound stress that is available to trigger earthquakes today is of the order of 1 MPa. This stress level is not large enough to rupture intact rocks but is large enough to reactive pre-existing faults that are close to failure. Thus, both postglacial rebound and past tectonics play important roles in today's intraplate earthquakes in eastern Canada and souteast USA. Generally postglacial rebound stress could have triggered the intraplate earthquakes in eastern Canada and may have played some role in triggering earthquakes in eastern USA including the New Madrid earthquakes of 1811 (Wu & Johnston 2000). The situation in northern Europe today is complicated by the active tectonic activities nearby and by coastal loading and weakening.


          


          Recent Global Warming


          Recent Global warming has caused mountain glaciers and the ice sheets in Greenland and Antarctica to melt and global sea level to rise. Therefore monitoring sea level rise and the mass balance of ice sheets and glaciers allow us to understand more about global warming.


          Recent rise in sea levels has been monitored by tide gauges and Satellite Altimetry (e.g. TOPEX/Poseidon). In addition to the addition of melted ice water from glaciers and ice sheets, recent sea level changes are also affected by the thermal expansion of sea water due to global warming, sea level change due to deglaciation of the last Ice Age (postglacial sea level change), deformation of the land and ocean floor and other factors. Thus, to understand global warming from sea level change, one must be able to remove these other factors, especially postglacial rebound, since it is one of the leading factors.


          Mass changes of ice sheets can be monitored by measuring changes in the ice surface height, the deformation of the ground below and the changes in the gravity field over the ice sheet. Thus ICESat, GPS and GRACE satellite mission are useful for such purpose (Wahr, Wingham & Bentley 2000). However, glacial isostatic adjustment of the ice sheets affect ground deformation and the gravity field today. Thus understanding glacial isostatic adjustment is important in monitoring recent global warming.


          


          Applications


          How fast and how much (i.e. the amplitude) postglacial rebound proceeds is determined by two factors: (i) the viscosity or rheology (flow law) in the mantle, and (ii) the ice loading and unloading histories on the surface of Earth.


          Viscosity or rheology of the mantle is important in understanding mantle convection, plate tectonics, dynamical processes in Earth, the thermal state and thermal evolution of Earth. However viscosity is difficult to observe because creep experiments of mantle rocks take thousands of years to observe and the ambient temperature and pressure conditions are not easy to attain for a long enough time. Thus, the observations of postglacial rebound provide a natural experiment to measure mantle rheology. Modelling of glacial isostatic adjustment addresses the question of how viscosity changes in the radial (Vermeersen et al. 1998, Peltier 1998, Kaufmann & Lambeck 2002) and lateral directions (Wang & Wu 2006) and whether the flow law is linear or nonlinear (Karato & Wu 1993).


          Ice thickness histories are useful in the study of paleoclimatology, glaciology and paleo-oceanography. Ice thickness histories are traditionally deduced from the three types of information: First, the sea level data at stable sites far away from the centers of deglaciation give an eastimate of how much water entered the oceans or equivalently how much ice was locked up at glacial maximum. Secondly, the location and dates of terminal moraines tell us the areal extent and retreat of past ice sheets. Physics of glaciers gives us the theoretical profile of ice sheets at equilibrium, it also says that the thickness and horizontal extent of equilibrium ice sheets are closely related to the basal condition of the ice sheets. Thus the volume of ice locked up is proportional to their instantaneous area. Finally, the heights of ancient beaches in the sea level data and observed land uplift rates (e.g. from GPS or VLBI) can be used to constrain local ice thickness. A popular ice model deduced this way is the ICE5G model Peltier (2004). Because the response of the Earth to changes in ice height is slow, it cannot record rapid fluctuation or surges of ice sheets, thus the ice sheet profiles deduced this way only gives the "average height" over a thousand years or so (Hughes 1998).


          Glacial isostatic adjustment also play an important role in understanding recent global warming and climate change.


          


          Exploration history


          Before the 18th century the belief in Sweden was that the sea levels were sinking. On the initiative of Anders Celsius a number of marks were made in rock on different locations along the Swedish coast. In 1765 it was possible to conclude that it was not a lowering of sea levels but an uneven rise of land. In 1865 Thomas Jamieson came up with a theory that the rise of land is connected with the ice age that first had been discovered in 1837. The theory was accepted after investigations by Gerard De Geer of old shorelines in Scandinavia published in 1890.


          


          Legal status


          In areas where the rising of land is seen, it is necessary to define the exact limits of property. In Finland, the "new land" is legally the property of the owner of the water area, not any land owners on the shore. Therefore, paradoxically, if the owner of the land wishes to build a pier over the "new land", he needs the permission of the owner of the water area.
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              	Postman Pat
            


            
              	Format

              	Children's
            


            
              	Created by

              	John Cunliffe,

              Ivor Wood
            


            
              	Written by

              	John Cunliffe
            


            
              	Starring

              	Ken Barrie

              Milly Sinden

              Carole Boyd

              Archie Panjabi
            


            
              	Countryoforigin

              	[image: Flag of the United Kingdom]United Kingdom
            


            
              	Production
            


            
              	Producer(s)

              	Ivor Wood
            


            
              	Runningtime

              	Approximately 15 minutes per normal episode.
            


            
              	Broadcast
            


            
              	Original channel

              	BBC One
            


            
              	Original run

              	16 September 1981  Present
            

          


          Postman Pat is a British stop-motion animated children's television series produced by Woodland Animations.


          It is aimed at pre-school children, and concerns the adventures of Pat Clifton, a postman in the fictional village of Greendale (inspired by the real valley of Longsleddale in Cumbria).


          The animated series was originally screened in 1981. John Cunliffe wrote the original treatment and scripts, and it was directed by animator Ivor Wood, who also worked on The Magic Roundabout, Paddington Bear, and The Herbs. A second version of the series was made and shown from 2004, which expanded on many aspects of the original series.


          


          Plot


          Each episode followed the adventures of Pat Clifton, a friendly country postman, and his "black and white cat" Jess, as he delivers the mail through the valley of Greendale. Although he initially concentrates on delivering his letters, he nearly always becomes distracted by an issue of one of the villagers and is usually relied upon to resolve their problems. Notable villagers include the postmistress: Mrs. Goggins, Alf: a farmer, Miss Hubbard, who is nearly always seen out on her bicycle and the local handyman: Ted Glen.


          Jess the cat (voiced in the second series by Donald Sinden's niece, Milly Sinden) is very vocal in every episode, commenting on the actions and follies of the human characters with a varied range of meows.


          


          Episode list


          


          Characters


          
            	Pat Clifton  Village Postman (Postman Pat) (1981-)


            	Jess the cat  Pat's pet (1981-)


            	Mrs Goggins  Postal Mistress, first name unknown (1981-)


            	Bonnie the dog  A fluffy white dog adopted by Mrs Goggins (2005-)


            	Sarah Gilbertson  schoolchild, daughter of Dr Gilbertson (1991-)


            	Katy Pottage  schoolchild, Toms twin sister, daughter of Julia Pottage (1981-)


            	Tom Pottage  schoolchild, Katys twin brother, son of Julia Pottage (1981-)


            	Charlie Pringle  schoolchild, son of Mr. Pringle (1981-)


            	Lucy Selby  schoolchild, daughter of PC Selby (1991-)


            	Mr Pottage  father of Tom and Katy Pottage, husband of Julia Pottage first name unknown (1981)


            	Julia Pottage  mother of Tom and Katy Pottage, wife of Mr Pottage (1981-)


            	The Reverend Peter Timms  The vicar (1981-)


            	Alf Thompson  farmer, husband of Dorothy Thompson (1981-)


            	Dorothy Thompson  wife of Alf Thompson (1981-)


            	Bill Thompson  schoolchild son of Alf and Dorothy (1981-)


            	Ted Glen  handyman


            	Rebecca Hubbard  Nearly always seen out on her bike (1981-2002)


            	Amy Wrigglesworth  The vet (2005-)


            	Pumpkin the pony  Amy's pet (2005-)


            	Sam Waldron  mobile shop owner (1981-2002)


            	Granny Dryden  first name unknown (1981-2002)


            	George Lancaster  farmer (1981-2002)


            	Peter Fogg  farmer (1981-2002)


            	Dr Sylvia Gilbertson  mother of Sarah Gilbertson (1991-)


            	Police Constable Arthur Selby  policeman, father of Lucy Selby, can be called PC Selby for short or Arthur (1991-)


            	Major Forbes  owner of Garner Hall, first name unknown, mentioned in 1981 (1991-2002)


            	Sara Clifton  wife of Pat, station caf waitress from 2004, surname not mentioned until 2004 referred to in 1981, but first name and surname not mentioned (1981-)


            	Julian Clifton  schoolchild and son of Pat and Sara (1991-)


            	Jeff Pringle  teacher (1981-)


            	Ajay Bains  railway owner, husband of Nisha Bains (2003-)


            	Nisha Bains  station caf waitress, wife of Ajay Bains (2003-)


            	Meera Bains  schoolchild and daughter of Nisha Bains (2003-)


            	Nikhil Bains  baby (2003-)

          


          


          Vehicles


          
            	Pat's van  Driven by Postman Pat. (1981-)


            	Ted's Truck  Driven by Ted Glen and based on a mid 30s Bedford Truck. (1981-)


            	Dr Gilbertson's car  Driven by Dr Gilbertson and based on a Morgan Plus 8 (2005-)


            	PC Selby's Car  Driven by PC Selby and is based on a Rover P6. (1991-)


            	The Greendale Rocket  Driven by Ajay Bains. (2003-)


            	Amy's 4x4  Driven by Amy Wrigglesworth based on a 2002 Range Rover. (2005-)


            	Sam's Van  Driven by Sam Waldren and is based on a Bedford Minivan. (1981-2002)

          


          


          Music


          Music for the original 1981 series was by Bryan Daly, who wrote a number of songs including the well-known theme tune. For the 2003 series, pop writer Simon Woodgate (of echobass) scored the show and wrote new songs, including a new opening and closing theme "What's in his bag?". The theme tune "Postman Pat & His black and white cat" was originally sung by Ken Barrie for the old series. It was re recorded by Simon Woodgate, with Ken singing, for the new series.


          Songs by Bryan Daly (1981 - 2002 series)


          
            	Postman Pat and His black and White Cat (Theme tune and Opening titles)


            	Postman Pat (The Magpie Hen)


            	Farmers (The Sheep In The Clover Field)


            	Handyman (Thirsty Day)


            	Mobile Shop (Difficult Day)


            	Jess The Cat (Takes A Message)


            	Tuba (The Tuba)


            	We'll Win Through (The Barometer)

          


          Songs by Simon Woodgate (2003 on)


          
            	What's in his bag? (Opening titles theme, USA, Japan, and other territories)


            	What's in his bag? (Closing titles 2003 on - all territories)


            	Back on track (The Greendale Rocket)


            	We don't need an open road (Postman Pat and The Greendale Rocket)


            	It's a magical Christmas (Postman Pat's Magical Christmas)


            	Football Crazy (Postman Pat goes Football Crazy)


            	Now it's time to put on a show (Postman Pat Clowns Around)


            	Sailing on a pirate ship (Postman Pat and the Pirate Treasure)


            	You can do it (Popstars)


            	Fruity Feeling (Pink Slippers)


            	We are the Greendale Knights (Greendale Knights)


            	Let's get help from Ted Glenn (Incredible Inventions)


            	What's her name? Mrs Goggins! (several episodes series 3,4, and 5)


            	The Greendale Anthem (Spotty Situation)


            	Follow the music (Pied Piper)


            	Cooking (Cuisine) (Fantastic Feast)


            	Arthur Selby (Stolen Strawberries)


            	In a Rainbow (Pot of gold)


            	It's Jess the cat! (theme in most episodes)

          


          


          In other countries


          
            	In Scotland, Postman Pat is shown not only in English but also sometimes broadcast as Pdraig Post, in the Gaelic language, on BBC Scotland.


            	In Wales, no Welsh language version of Postman Pat is currently screened. However there are VHS tapes available of the original series translated into Welsh that were produced by Sain Video.


            	In the Netherlands the series was also shown dubbed in Dutch. There the series is called Pieter Post. It was first broadcast on Kindernet, later on Nickelodeon.


            	In New Zealand, the series has aired on TV2 (New Zealand) in English.


            	In Catalonia (Spain), Postman Pat is broadcast as Pat el carter, in Catalan language, on Televisi de Catalunya.


            	In Australia Postman Pat is on Cartoon Network and ABC kids.


            	In 2005, Postman Pat was sold to the Japanese division of Disney Channel, finally putting to rest a long-standing misconception in the UK that Japanese television would not take the series because having only three fingers and a thumb on each hand (as Pat does) was a Yakuza symbol. The series is dubbed into Japanese.


            	In Italy Il postino Pat has aired at various times on the RaiSat Ragazzi channel, Raitre and RaiSat YOYO.


            	In Poland the adventures of Listonosz Pat is shown on MiniMini and TVP1.


            	Postman Pat is known as Postmand Per in Denmark.


            	In Norway he is known as Postmann Pat and he has repeatedly been broadcast by the NRK. The 1981 series was narrated by actor Sverre Anker Ousdal, whereas the new series are now dubbed in Norwegian. Some parts of the dubbed series are available as DVDs.


            	Psturinn Pll is how Pat is known to the viewers of Sjnvarpi, the public Icelandic television network.


            	YLE2 of Finland airs the adventures of Postimies Pate. The original 1981 series were also released on VHS in the mid-80's; in those releases, Postman Pat was translated as Posti-Pat.


            	In the United States, newer episodes of Postman Pat initially aired weekdays at 8:00 AM Eastern time on the HBO Family cable network. The 2004 series currently broadcasts weekends on the Qubo programme block on NBC, ION Television and dubbed in Spanish on Telemundo. The episodes are unaltered, leaving intact the accents and other distinctly British elements of the series.


            	In India, Postman Pat was shown under the heading of "Half Ticket Express" which included various other shows aimed at children.


            	In Iran, Postman Pat was broadcast in the late 1980s and early 1990s. The show was dubbed into Persian under the name Pat-e Postchi.


            	In Austria, Postman Pat is broadcast on ORF since 2006 with the name "Postbote Pat".


            	In the Basque Country (Spain), Postman Pat is known as "Patrick Postaria" and used to be broadcast on ETB 1, in the Basque language.


            	In Sweden, Postman Pat is known as "Postis Per" and is shown on Nickelodeon and TV4, dubbed into Swedish. Some parts of the dubbed series are available on DVD.


            	In Portugal, Postman Pat is known as "Paulo o Carteiro" and is shown on RTP2 and MOV, dubbed into Portuguese.

          


          


          Postman Pat's van


          Pat's van is a small 'box' type van, with the registration, "Pat 1". For the first eight episodes of series one, Postman Pat's "bright red van" featured a generic crown-style symbol, which was designed to be similar to the official Royal Mail symbol. When the Royal Mail gave the programme makers permission to use their official symbol, the crown was replaced with the proper Royal Mail symbol.


          In later episodes, Pat uses a slightly longer minibus version of the van called the Postbus, which could carry passengers, heavy parcels and freight, called "Pat 2", and from series 4 onwards his post bus was painted yellow to become the school mini bus.


          


          Trivia


          
            	In episodes of the show from the mid-90s (ref: Postman Pat and the Suit of Armour; Postman Pat has the Best Village), the area is referred to as Garner Bridge. Garner Bridge is in Greendale. For example, in the episode Postman Pat and the Suit of Armour, Mrs. Goggins' Post Office is referred to as "Garner Bridge Post Office".

          


          
            	In Postman Pat and the Big Surprise it is mentioned that Pat's wife Sara herself once worked in a Post Office.

          


          


          Postman Pat Village at Longleat


          Longleat House has an outdoor reproduction of Greendale village, including the Post Office, the Clifton's house and the Greendale station. It also has a miniature scale model of Greendale.


          
            Retrieved from " http://en.wikipedia.org/wiki/Postman_Pat"
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              	General
            


            
              	Name, symbol, number

              	potassium, K, 19
            


            
              	Chemical series

              	alkali metals
            


            
              	Group, period, block

              	1, 4, s
            


            
              	Appearance

              	silvery white

              [image: ]
            


            
              	Standard atomic weight

              	39.0983 (1)gmol1
            


            
              	Electron configuration

              	[Ar] 4s1
            


            
              	Electrons per shell

              	2, 8, 8, 1
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	0.89 gcm3
            


            
              	Liquid density at m.p.

              	0.828 gcm3
            


            
              	Melting point

              	336.53 K

              (63.38 C, 146.08 F)
            


            
              	Boiling point

              	1032 K

              (759  C, 1398  F)
            


            
              	Triple point

              	336.35K(63 C),kPa
            


            
              	Atomic properties
            


            
              	Crystal structure

              	cubic body centered
            


            
              	Oxidation states

              	1

              (strongly basic oxide)
            


            
              	Electronegativity

              	0.82 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 418.8 kJmol1
            


            
              	2nd: 3052 kJmol1
            


            
              	3rd: 4420 kJmol1
            


            
              	Atomic radius

              	220 pm
            


            
              	Atomic radius (calc.)

              	243 pm
            


            
              	Covalent radius

              	196 pm
            


            
              	Van der Waals radius

              	275 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	paramagnetic
            


            
              	Thermal conductivity

              	(300 K) 102.5Wm1K1
            


            
              	Thermal expansion

              	(25 C) 83.3 mm1K1
            


            
              	Speed of sound (thin rod)

              	(20 C) 2000 m/s
            


            
              	Young's modulus

              	3.53 GPa
            


            
              	Shear modulus

              	1.3 GPa
            


            
              	Bulk modulus

              	3.1 GPa
            


            
              	Mohs hardness

              	0.4
            


            
              	Brinell hardness

              	0.363 MPa
            


            
              	CAS registry number

              	7440-09-7
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of potassium
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                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
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                    	93.26%

                    	39K is stable with 20 neutrons
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                    	6.73%

                    	41K is stable with 22 neutrons
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          Potassium (pronounced /pəˈtsiəm/) is a chemical element. It has the symbol K (Arabic: al qalja  Latin: kalium) and atomic number 19. The name "potassium" comes from the word "potash", as potassium was first isolated from potash. Potassium is a soft silvery-white metallic alkali metal that occurs naturally bound to other elements in seawater and many minerals. It oxidizes rapidly in air and is very reactive, especially towards water. In many respects, potassium and sodium are chemically similar, although organisms in general, and animal cells in particular, treat them very differently.


          


          Occurrence


          
            [image: Potassium in feldspar]

            
              Potassium in feldspar
            

          


          Potassium metal is never found free, as it reacts violently with the abundant water in nature. As various compounds, potassium makes up about 1.5% of the weight of the Earth's crust and is the seventh most abundant element. As it is very electropositive, potassium metal is difficult to obtain from its minerals.


          Potassium salts such as carnallite, langbeinite, polyhalite, and sylvite form extensive deposits in ancient lake and seabeds, making extraction of potassium salts in these environments commercially viable. The principal source of potassium, potash, is mined in Saskatchewan, California, Germany, New Mexico, Utah, and in other places around the world. Three thousand feet below the surface of Saskatchewan are large deposits of potash which are important sources of this element and its salts, with several large mines in operation since the 1960s. Saskatchewan pioneered the use of freezing of wet sands (the Blairmore formation) in order to drive mine shafts through them. The main mining company is the Potash Corporation of Saskatchewan. The oceans are another source of potassium, but the quantity present in a given volume of seawater is relatively low compared with sodium.


          


          Production


          Pure potassium metal can be isolated by electrolysis of its hydroxide in a process that has changed little since Davy. Thermal methods also are employed in potassium production, using potassium chloride.


          


          Isotopes


          There are 24 known isotopes of potassium. Three isotopes occur naturally: 39K (93.3%), 40K (0.0117%) and 41K (6.7%). Naturally occurring 40K decays to stable 40Ar (11.2%) by electron capture and by positron emission, and decays to stable 40Ca (88.8%) by beta decay; 40K has a half-life of 1.250109 years. The decay of 40K to 40Ar enables a commonly used method for dating rocks. The conventional K-Ar dating method depends on the assumption that the rocks contained no argon at the time of formation and that all the subsequent radiogenic argon (i.e., 40Ar) was quantitatively retained. Minerals are dated by measurement of the concentration of potassium and the amount of radiogenic 40Ar that has accumulated. The minerals that are best suited for dating include biotite, muscovite, plutonic/high grade metamorphic hornblende, and volcanic feldspar; whole rock samples from volcanic flows and shallow instrusives can also be dated if they are unaltered.


          Outside of dating, potassium isotopes have been used extensively as tracers in studies of weathering. They have also been used for nutrient cycling studies because potassium is a macronutrient required for life.


          40K occurs in natural potassium (and thus in some commercial salt substitutes) in sufficient quantity that large bags of those substitutes can be used as a radioactive source for classroom demonstrations. In healthy animals and people, 40K represents the largest source of radioactivity, greater even than 14C. In a human body of 70 kg mass, about 4,400 nuclei of 40K decay per second.


          The activity of natural potassium is 31 Bq/g.


          


          Properties


          


          Physical properties


          
            [image: The flame test]

            
              The flame test
            

          


          Potassium is the second least dense metal; only lithium is less dense. It is a soft, low-melting solid that can easily be cut with a knife. Freshly cut potassium is silvery in appearance, but in air it begins to tarnish toward grey immediately.


          In the flame test, potassium and its compounds emit a pale violet colour, which may be masked by the strong yellow emission of sodium if it is also present. Cobalt glass can be used to filter out the yellow sodium colour. Potassium concentration in solution is commonly determined by flame photometry, atomic absorption spectrophotometry, inductively coupled plasma, or ion selective electrodes.


          


          Chemical properties


          Potassium must be protected from air for storage to prevent disintegration of the metal from oxide and hydroxide corrosion. Often samples are maintained under a reducing medium such as kerosene.


          Like the other alkali metals, potassium reacts violently with water, producing hydrogen. The reaction is notably more violent than that of lithium or sodium with water, and is sufficiently exothermic that the evolved hydrogen gas ignites.


          
            	2K(s) + 2H2O(l)  H2(g) + 2KOH(aq)

          


          Because potassium reacts quickly with even traces of water, and its reaction products are nonvolatile, it is sometimes used alone, or as NaK (an alloy with sodium which is liquid at room temperature) to dry solvents prior to distillation. In this role, it serves as a potent desiccant.


          Potassium hydroxide reacts strongly with carbon dioxide to produce potassium carbonate, and is used to remove traces of CO2 from air.


          Potassium compounds generally have excellent water solubility, due to the high hydration energy of the K+ ion. The potassium ion is colorless in water.


          Methods of separating potassium by precipitation, sometimes used for gravimetric analysis, include the use of sodium tetraphenyl boron, hexachloroplatinic acid, and sodium cobaltinitrite.


          


          Potassium in the body


          


          Biochemical function


          Potassium is important in neuron (brain and nerve) function, and in influencing osmotic balance between cells and the interstitiual fluid.. Potassium is the major cation inside cells, in animals.


          Potassium may be detected by taste because it triggers three of the five types of tastebuds, according to concentration. Dilute solutions of potassium ion taste sweet (allowing moderate concentrations in milk and juices), while higher concentrations become increasingly bitter/alkaline, and finally also salty to the taste. The combined bitterness and saltiness of high potassium content solutions makes high-dose potassium supplementation by liquid drinks a palatability challenge.


          


          Membrane polarization


          Potassium is also important in allowing muscle contraction and the sending of all nerve impulses in animals through action potentials. By nature of their electrostatic and chemical properties, K+ ions are larger than Na+ ions, and ion channels and pumps in cell membranes can distinguish between the two types of ions, actively pumping or passively allowing one of the two ions to pass, while blocking the other.


          A shortage of potassium in body fluids may cause a potentially fatal condition known as hypokalemia, typically resulting from diarrhea, increased diuresis and vomiting. Deficiency symptoms include muscle weakness, paralytic ileus, ECG abnormalities, decreased reflex response and in severe cases respiratory paralysis, alkalosis and cardiac arrhythmia.


          


          Filtration and excretion


          Potassium is an essential mineral macronutrient in human nutrition; it is the major cation (positive ion) inside animal cells, and it is thus important in maintaining fluid and electrolyte balance in the body. Sodium makes up most of the cations of blood plasma at about 145 milliequivalents per liter (3345 milligrams) and potassium makes up most of the cell fluid cations at about 150 milliequivalents per liter (4800 milligrams). Plasma is filtered through the glomerulus of the kidneys in enormous amounts, about 180 liters per day. Thus 602,000 milligrams of sodium and 33,000 milligrams of potassium are filtered each day. All but the 1000-10,000 milligrams of sodium and the 1000-4000 milligrams of potassium likely to be in the diet must be reabsorbed. Sodium must be reabsorbed in such a way as to keep the blood volume exactly right and the osmotic pressure correct; potassium must be reabsorbed in such a way as to keep serum concentration as close as possible to 4.8 milliequivalents (about 190 milligrams) per liter. Sodium pumps must always operate to conserve sodium. Potassium must sometimes be conserved also, but since the amount of potassium in the blood plasma is very small and the pool of potassium in the cells is about thirty times as large, the situation is not so critical for potassium. Since potassium is moved passively in counter flow to sodium in response to an apparent (but not actual) Donnan equilibrium, the urine can never sink below the concentration of potassium in serum except sometimes by actively excreting water at the end of the processing. Potassium is secreted twice and reabsorbed three times before the urine reaches the collecting tubules. At that point, it usually has about the same potassium concentration as plasma. If potassium were removed from the diet, there would remain a minimum obligatory kidney excretion of about 200 mg per day when the serum declines to 3.0-3.5 milliequivalents per liter in about one week, and can never be cut off completely. Because it cannot be cut off completely, death will result when the whole body potassium declines to the vicinity of one-half full capacity. At the end of the processing, potassium is secreted one more time if the serum levels are too high.


          The potassium moves passively through pores in the cell wall. When ions move through pumps there is a gate in the pumps on either side of the cell wall and only one gate can be open at once. As a result 100 ions are forced through per second. Pores have only one gate and there one kind of ion only can stream through at 10 million to 100 million ions per second. The pores require calcium in order to open although it is thought that the calcium works in reverse by blocking at least one of the pores. Carbonyl groups inside the pore on the amino acids mimics the water hydration that takes place in water solution by the nature of the electrostatic charges on four carbonyl groups inside the pore.


          


          Potassium in the diet


          Adequate intake can generally be guaranteed by eating a variety of foods containing potassium and deficiency is rare in healthy individuals eating a balanced diet. Foods with high sources of potassium include orange juice, potatoes, bananas, avocados, tomatoes, broccoli, soybeans and apricots, although it is also common in most fruits, vegetables and meats. Diets high in potassium can reduce the risk of hypertension and a potassium deficiency combined with an adequate thiamine intake has produced heart disease in rats. The 2004 guidelines of the Institute of Medicine specify an DRI of 4,000mg of potassium, though most Americans consume only half that amount per day. Similarly, in the European Union, particularly in Germany and Italy, insufficient potassium intake is somewhat common.


          Supplements of potassium in medicine are most widely used in conjunction with loop diuretics and thiazides, classes of diuretics which rid the body of sodium and water, but have the side effect of also causing potassium loss in urine. A variety of medical supplements are available. If potassium supplements are used, such as sodium free baking powder and sodium free table salt, inadequate thiamine can cause beriberi.


          Individuals suffering from kidney diseases may suffer adverse health effects from consuming large quantities of dietary potassium. End stage renal failure patients undergoing therapy by renal dialysis must observe strict dietary limits on potassium intake, since the kidneys control potassium excretion, and buildup of blood concentrations of potassium may trigger fatal cardiac arrhythmia. Acute hyperkalemia can be reduced through eating baking soda, or glucose, hyperventilation and perspiration.


          


          Applications


          


          Biological applications


          Potassium is an essential component of plant nutrition and is found in most soil types. Its primary use in agriculture, horticulture and hydroponic culture as a fertilizer as the chloride (KCl), sulfate (K2SO4) or nitrate (KNO3).


          In animal cells, potassium ions are vital to keeping cells alive (see Na-K pump).


          


          Food applications


          Potassium chloride is used as a substitute for table salt and is also used to stop the heart, e.g. in cardiac surgery and in executions by lethal injection in a solution. Potassium bisulfite (KHSO3) is used as a food preservative, for example in wine and beer-making (but not in meats). It is also used to bleach textiles and straw, and in the tanning of leathers. Potassium bromate (KBrO3) is a strong oxidiser, used as a flour improver (E924) to improve dough strength and rise height. Potassium sodium tartrate, or Rochelle salt (KNaC4H4O6) is the main constituent of baking powder.


          


          Industrial applications


          Potassium vapor is used in several types of magnetometers. An alloy of sodium and potassium, NaK (usually pronounced "nack"), that is liquid at room temperature, is used as a heat-transfer medium. It can also be used as a desiccant for producing dry and air-free solvents.


          Potassium metal reacts vigorously with all of the halogens to form the corresponding potassium halides, which are white, water-soluble salts with cubic crystal morphology. Potassium bromide (KBr), potassium iodide (KI) and potassium chloride (KCl) are used in photographic emulsion to make the corresponding photosensitive silver halides.


          Potassium hydroxide KOH is a strong base, used in industry to neutralize strong and weak acids and thereby finding uses in pH control and in the manufacture of potassium salts. Potassium hydroxide is also used to saponify fats and oils and in hydrolysis reactions, for example of esters and in industrial cleaners.


          Potassium nitrate KNO3 or saltpeter is obtained from natural sources such as guano and evaporites or manufactured by the Haber process and is the oxidant in gunpowder (black powder) and an important agricultural fertilizer. Potassium cyanide KCN is used industrially to dissolve copper and precious metals particularly silver and gold by forming complexes; applications include gold mining, electroplating and electroforming of these metals. It is also used in organic synthesis to make nitriles. Potassium carbonate K2CO3, also known as potash, is used in the manufacture of glass and soap and as a mild desiccant.


          Potassium chromate (K2CrO4) is used in dyes and stains (bright yellowish-red colour), in explosives and fireworks, in safety matches, in the tanning of leather and in fly paper. Potassium fluorosilicate (K2SiF6) is used in specialized glasses, ceramics, and enamels. Potassium sodium tartrate, or Rochelle salt (KNaC4H4O6) is used in the silvering of mirrors.


          The superoxide KO2 is used as a portable source of oxygen and as a carbon dioxide absorber. It is useful in portable respiration systems. Potassium chlorate KClO3 is a strong oxidant, used in percussion caps and safety matches and in agriculture as a weedkiller. Glass may be treated with molten potassium nitrate KNO3 to make toughened glass, which is much stronger than regular glass.


          


          History


          Potassium was discovered in 1807 by Sir Humphry Davy, who derived it from caustic potash (KOH). Before the 18th century, no distinction was made between potassium and sodium. Potassium was the first metal that was isolated by electrolysis.


          Potassium was not known in Roman times, and its names are not Classical Latin but rather neo-Latin.


          
            	The name kalium was taken from the word " alkali", which came from Arabic al qalīy = "the calcined ashes".


            	The name potassium was made from the word "potash", which is English, and originally meant an alkali extracted in a pot from the ash of burnt wood or tree leaves.

          


          


          Precautions


          
            [image: Peroxides (Yellow) and Ozonides (Red) on surface of potassium metal.]

            
              Peroxides (Yellow) and Ozonides (Red) on surface of potassium metal.
            

          


          Solid potassium reacts violently with water (usually catching fire at room temperature), and is usually kept under a mineral oil such as kerosene, and must be handled with care. Unlike lithium and sodium, however, potassium cannot be stored under oil indefinitely. If stored longer than 6 months to a year, dangerous shock-sensitive peroxides can form on the metal and under the lid of the container, which can detonate upon opening. It is recommended that potassium, rubidium or caesium not be stored for longer than three months unless stored in an inert (oxygen free) atmosphere, or under vacuum.


          The extremely alkaline potassium hydroxide (KOH) residue on the surface of potassium which has been exposed to moisture, is a caustic hazard. As with sodium metal, the "soapy" feel of potassium metal on skin is due to caustic breakdown of the fats in skin into crude soft potassium soap, and represents the beginning of an alkali burn. Potassium should be handled with care, with full skin and eye protection.


          Potassium fires are exacerbated by water, and only a few dry chemicals are effective for them (see the precaution section in sodium.


          
            Retrieved from " http://en.wikipedia.org/wiki/Potassium"
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              	Potassium iodide
            


            
              	[image: ]
            


            
              	[image: ]
            


            
              	IUPAC name

              	Potassium iodide
            


            
              	Other names

              	Kalium iodide,

              knollide, potide
            


            
              	Identifiers
            


            
              	CAS number

              	[7681-11-0]
            


            
              	RTECS number

              	TT2975000
            


            
              	Properties
            


            
              	Molecular formula

              	KI
            


            
              	Molar mass

              	166.00 g/mol
            


            
              	Appearance

              	white crystalline solid
            


            
              	Density

              	3.13 g/cm3, solid
            


            
              	Melting point

              	
                681 C (954 K)

              
            


            
              	Boiling point

              	
                1330 C (1603 K)

              
            


            
              	Solubility in water

              	128 g/100 ml (6 C)
            


            
              	Hazards
            


            
              	MSDS

              	External MSDS
            


            
              	Main hazards

              	Slightly hazardous
            


            
              	NFPA 704

              	
                
                  [image: ]
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              	R-phrases

              	R36, R38, R42- R43, R61
            


            
              	S-phrases

              	S26, S36- S37, S39, S45
            


            
              	Related compounds
            


            
              	Other anions

              	potassium bromide

              potassium chloride
            


            
              	Other cations

              	lithium iodide

              sodium iodide

              rubidium iodide

              caesium iodide
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Potassium iodide is a white crystalline salt with chemical formula KI, used in photography and radiation treatment. It finds widespread application as an iodide source because it is less hygroscopic than sodium iodide, making it easier to work with. KI can turn yellow upon heating in air or upon standing in moist air for long periods, because of oxidation of the iodide to iodine.


          


          Chemical properties


          Potassium iodide behaves as a simple ionic salt, K+I. Since the iodide ion is a mild reducing agent, I is easily oxidised to I2 by powerful oxidising agents such as chlorine:


          
            	2 KI( aq) + Cl2(aq)  2 KCl + I2(aq)

          


          Even air will oxidize iodide as evidenced by the observation of a purple extract when KI is rinsed with dichloromethane. Under acidic conditions, KI is oxidised even more easily, due to the formation of hydroiodic acid (HI), which is a powerful reducing agent.


          KI forms I3 when combined with elemental iodine.


          
            	KI(aq) + I2( s)  KI3(aq)

          


          Unlike I2, I3 salts can be highly water-soluble. I2 and I3 have virtually identical redox potentials (0.535 and 0.536 V vs NHE, respectively), i.e. they are both mild oxidants relative to H2. Therefore, this reaction allows the iodine to be used in aqueous solutions for redox titrations.


          Potassium iodide also serves in some organic reactions as a source of iodide ion (see "uses" below).


          


          Physical Properties


          It occurs as odourless, colourless, transparent or somewhat opaque crystals or white granular powder. It is slightly hygroscopic, the taste is saline and slightly bitter. On long exposure to air, it becomes yellow due to the liberation of iodine and small quantities of iodate may be formed.


          


          Uses


          Potassium iodide is used in photography, in the preparation of silver(I) iodide for high speed photographic film:


          
            	KI( aq) + AgNO3( aq)  AgI( s) + KNO3( aq)

          


          Potassium iodide is also added to table salt in small quantities to make it "iodized". In a saturated solution, it is also used as an expectorant to treat lung congestion.


          KI is often used as a source of iodide ion in organic synthesis. A useful application is in the preparation of aryl iodides from arenediazonium salts. For example:


          [image: ]


          Saturated solution of potassium iodide is also used as treatment for sporotrichosis, a fungal infection.


          In medical use, it can also serve as an antiseptic for people suffering from sore throat. The dose is 0.5 g-1.0 g in 100 mL, with the accompany of iodine (0.5 g-1.0 g in 100 mL).


          KI is also used as a fluorescence quenching agent in biomedical research because of collisional quenching by its iodide ion.


          In aqueous solution with elemental iodine, it acts as a gold etchant and will attack and dissolve gold surfaces.


          


          Radiation protection


          Potassium iodide may also be used to protect the thyroid from radioactive iodine in the event of an accident or attack at a nuclear power plant, or other nuclear attack, especially where a nuclear reactor is breached and the volatile radionuclides, which contain significant amount of 131I, are released into the environment. Radioiodine is a particularly dangerous radionuclide because the body concentrates it in the thyroid gland. Potassium iodide cannot protect against other causes of radiation poisoning, however, nor can it provide any degree of protection against a dirty bomb unless the bomb happens to contain a significant amount of radioactive iodine. In case of a nuclear emergency, iodine used for the cleaning of wounds should not be ingested. It is a poison.


          
            [image: An unopened box of Potassium iodate tablets, produced and distributed to the population of the Republic of Ireland in case of a terror attack on the Sellafield nuclear power station in the United Kingdom.]

            
              An unopened box of Potassium iodate tablets, produced and distributed to the population of the Republic of Ireland in case of a terror attack on the Sellafield nuclear power station in the United Kingdom.
            

          


          
            
              Recommended Dosage for Radiological Emergencies involving radioactive iodine
            

            
              	Age

              	KI in mg

              	KIO3 in mg
            


            
              	Over 12 years old

              	130

              	170
            


            
              	3 - 12 years old

              	65

              	85
            


            
              	1 - 36 months old

              	32

              	42
            


            
              	< 1 month old

              	16

              	21
            

          


          In January 2008, John Marburger, the director of the Office of Science and Technology Policy in the United States, stated that potassium iodide pills "offer negligible additional protection" against radiation exposure, and that in the event of a nuclear radiation emergency, efforts would be better spent on evacuation and distribution of safe food.


          See fission products and the external links for more details.


          


          Precautions


          Mild irritant, wear gloves. Chronic overexposure can have adverse effects on the thyroid.


          
            Retrieved from " http://en.wikipedia.org/wiki/Potassium_iodide"
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              	Potassium nitrate
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              	Other names

              	Nitrate of potash, Vesta Powder, or

              Saltpetre
            


            
              	Identifiers
            


            
              	CAS number

              	[7757-79-1]
            


            
              	Properties
            


            
              	Molecular formula

              	KNO3
            


            
              	Molar mass

              	101.1032
            


            
              	Appearance

              	white solid
            


            
              	Density

              	2.109 gcm3 (16 C) (solid
            


            
              	Melting point

              	
                334 C

              
            


            
              	Boiling point

              	
                400 C decomp.

              
            


            
              	Hazards
            


            
              	MSDS

              	External MSDS
            


            
              	EU classification

              	O
            


            
              	NFPA 704
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              	R-phrases

              	8
            


            
              	S-phrases

              	17, 24/25
            


            
              	Related compounds
            


            
              	Other anions

              	Potassium nitrite
            


            
              	Other cations

              	Lithium nitrate

              Sodium nitrate

              Rubidium nitrate

              Caesium nitrate
            


            
              	Supplementary data page
            


            
              	Structure and

              properties

              	n, r, etc.
            


            
              	Thermodynamic

              data

              	Phase behaviour

              Solid, liquid, gas
            


            
              	Spectral data

              	UV, IR, NMR, MS
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          
            [image: The crystal structure of KNO3]

            
              The crystal structure of KNO3
            

          


          Potassium nitrate is a chemical compound with the chemical formula KNO3. A naturally occurring mineral source of nitrogen, KNO3 constitutes a critical oxidizing component of black powder gunpowder. In the past it was also used for several kinds of burning fuses, including slow matches. Since potassium nitrate readily precipitates, urine was a significant source, through various malodorous means, from the Late Middle Ages and Early Modern era through the 19th century.


          Its common names include saltpetre, from Medieval Latin sal petrae: "stone salt" or possibly "Salt of Petra" (saltpeter in US English), Nitrate of potash, and nitre. The name Chile saltpeter is applied to sodium nitrate, a different nitrogen compound that is also used in explosives and fertilizers.


          


          Description


          Potassium nitrate is the oxidizing component of black powder. Before the large-scale industrial fixation of nitrogen through the Haber process, major sources of potassium nitrate were the deposits crystallizing from cave walls and the draining of decomposing organic material. Dung-heaps were a particularly common source: ammonia from the decomposition of urea and other nitrogenous materials would undergo bacterial oxidation to produce nitrate. It was and is also used as a component in some fertilizers. When used by itself as a fertilizer, it has an NPK rating of 13-0-38 (indicating 13.9%, 0%, and 38.7% of nitrogen, phosphorus, and potassium, by mass, respectively). Potassium nitrate was once thought to induce impotence, and is still rumored to be in institutional food (such as military fare) as an anaphrodisiac; these uses would be ineffective, since potassium nitrate has no such properties. However, potassium nitrate and other nitrates do successfully combat high blood pressure and are used medically to relieve angina.


          


          Manufacture


          Historically, nitre-beds were prepared by mixing manure with either mortar or wood ashes, common earth and organic materials such as straw to give porosity to a compost pile typically 1.5meters high by 2meters wide by 5metres long. The heap was usually under a cover from the rain, kept moist with urine, turned often to accelerate the decomposition and leached with water after approximately one year. The liquid containing various nitrates was then converted with wood ashes to potassium nitrates, crystallized and refined for use in gunpowder.


          In more rural times, urine was collected and used in the manufacture of gunpowder. Stale urine was filtered through a barrel full of straw and allowed to continue to sour for a year or more. After this period of time, water was used to wash the resulting chemical salts from the straw. This slurry was filtered through wood ashes and allowed to dry in the sun. Saltpeter crystals were then collected and added to brimstone and charcoal to create black powder.


          Potassium nitrate could also be harvested from accumulations of bat guano in caves. This was the traditional method used in Laos for the manufacture of gunpowder for Bang Fai rockets.


          During the 19th century and until around World War I, potassium nitrate was produced on an industrial scale, first by the Birkeland-Eyde process in 1905, and then later from ammonium produced by the much more efficient Haber process. The latter process came online during World War I, and supplied Germany with nitrates critical for the warfare that it otherwise had no access because the deposits of natural nitrate in Chile were in British hands. It is assumed that this prolonged World War I. Today practically all nitrates are produced by ammonia from the Haber process.


          


          Applications


          Saltpeter was used as an anaphrodisiac throughout history.


          Potassium nitrate is also used as a fertilizer, in amateur rocket propellant, and in several fireworks such as smoke bombs, in which a mixture with sugar produces a smoke cloud of 600 times their own volume. The ratio for smoke bombs using sucrose (powdered sugar) and potassium nitrate is 40(C12H22O11):60(KNO3). It can be used as is,or consolidated into a lump by mixing with water to make a paste and allowing to dry overnight.


          In the process of food preservation, potassium nitrate has been a common ingredient of salted meat, but its use has been deprecated. In the European Union, it is referred to as E252.


          It is commonly used in pre-rolled cigarettes to maintain an even burn of the tobacco


          Potassium nitrate is also the main component (usually about 98%) of tree stump remover; it accelerates the natural decomposition of the stump.


          It has also been used in the manufacture of ice cream and can be found in some toothpastes for sensitive teeth. Recently, the use of potassium nitrate in toothpastes for treating sensitive teeth has increased dramatically, despite the fact that it has not been conclusively shown to help dental hypersensitivity.


          Potassium nitrate is also one of the three parts of black powder, along with powdered charcoal (substantially carbon) and sulfur, where it acts as an oxidizer.
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              	IUPAC name

              	Potassium manganate(VII)
            


            
              	Other names

              	Potassium permanganate, Chameleon mineral, Condy's crystals
            


            
              	Identifiers
            


            
              	CAS number

              	[7722-64-7]
            


            
              	PubChem

              	
            


            
              	KEGG

              	
            


            
              	SMILES

              	O- [Mn](=O)(=O)=O. K+
            


            
              	Properties
            


            
              	Molecular formula

              	KMnO4
            


            
              	Molar mass

              	158.04 g/mol
            


            
              	Appearance

              	purplish-bronze-gray needles;

              magentarose in solution
            


            
              	Density

              	2.703 g/cm, solid
            


            
              	Melting point

              	
                270 C decomp.

              
            


            
              	Solubility in water

              	6.38 g/100 ml at 20 C
            


            
              	Structure
            


            
              	Crystal structure

              	Orthorhombic
            


            
              	Thermochemistry
            


            
              	Std enthalpy of

              formation fHo298

              	-813.4 kJ.mol-1
            


            
              	Standard molar

              entropy So298

              	171.7 J.K-1.mol-1
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              	MSDS

              	External MSDS
            


            
              	Main hazards

              	Oxidant (O), Harmful (Xn), Dangerous for the environment (N)
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              	R-phrases

              	R8, R22, R50/53
            


            
              	S-phrases

              	(S2), S60, S61
            


            
              	Related compounds
            


            
              	Other cations

              	Sodium permanganate
            


            
              	Related compounds

              	
                Potassium manganate (K2MnO4); Manganese heptoxide;

                Sodium permanganate

              
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Potassium permanganate is the chemical compound KMnO4. In this salt, manganese is in the +7 oxidation state. The salt is also known as "permanganate of potash." The permanganate ion is a strong oxidizing agent. It dissolves in water to give deep purple solutions, evaporation of which gives prismatic purplish-black glistening crystals. It has a sweet flavour.


          Its crystal structure is orthorhombic with constants: a = 9.105, b = 5.720, c = 7.425 . Distance between Mn and O atoms in the tetrahedral anions is 1.629 .


          


          Preparation


          Potassium permanganate is manufactured on a large scale due to its manifold uses in the laboratory. In the first stage, pyrolusite, which is manganese dioxide in its natural form, is fused with potassium hydroxide and heated in air or with potassium nitrate (a source of oxygen). This leads to the formation of potassium manganate, which on electrolytic oxidation in alkaline solution gives potassium permanganate.


          
            	MnO2 + 2OH- + O2  MnO42- + H2O

          


          
            	MnO42- + Cl2  MnO4- + 2Cl-

          


          Permanganates can also be prepared by treating a solution of Mn2+ ions with very strong oxidising agents like lead dioxide, PbO2, or sodium bismuthate, NaBiO3, and these reactions have been used to test for the presence of manganese due to the formation of the distinctly violet colour of permanganate.


          


          Uses


          Almost all applications of potassium permanganate are derived from it being an oxidizing agent in diverse chemical reactions in the laboratory and in industry.


          


          Disinfectant and water treatment


          As an oxidant, potassium permanganate can act as a disinfectant. For example, dilute solutions are used as a treatment for canker sores (ulcers), disinfectant for the hands and treatment for mild pompholyx, dermatitis, and fungal infections of the hands or feet. Potassium permanganate, obtainable at pool supply stores, is used in rural areas to remove iron and hydrogen sulfide (rotten egg smell) from well and waste water.


          KMnO4 diluted to 0.01% solution can be used for cleansing and deodorizing suppurating eczmatous reactions and wounds. It can also be used for treatment of athlete's foot at the same concentration. KMnO4 is however irritant to mucous membranes.


          A 0.05% solution of potassium permanganate could be used to treat oral and sinus infections. When used to flush out sinuses its irritating effect is milder than that of saline solution, yet the antimicrobial effect is greater. As a gurgle its effectiveness is similar to commercial mouthwash.


          


          Biomedical uses


          Dilute solution introduced into the uterus have been used to self-induce abortions. Insertion of the crystalline form as an abortifacient into the vagina has also been attempted, often resulting in severe injury.


          A dilute solution of acidified potassium permanganate is used in histology to bleach melanin which obscures tissue detail. Potassium permanganate can also be used to differentiate amyloid AA from other types of amyloid pathologically deposited in body tissues. Incubation of fixed tissue with potassium permanganate will prevent amyloid AA from staining with congo red whereas other types of amyloid are unaffected.


          


          Analytical chemistry


          Potassium permanganate can also be used to quantitatively determine the total oxidisable organic material in an aqueous sample. The value determined is known as the permanganate value. In analytical chemistry, a standardized aqueous solution of KMnO4 is sometimes used as an oxidizing titrant for redox titrations due to its deep purple colour. In a related way, it is used as a reagent to determine the Kappa number of wood pulp.


          Reactions


          


          Organic synthesis


          Dilute solutions of KMnO4 convert alkenes into diols (glycols). This behaviour is also used as a qualitative test for the presence of double or triple bonds in a molecule, since the reaction decolorizes the permanganate solution; thus it is sometimes referred to as Baeyer's reagent. However, bromine serves better in measuring unsaturation (double or triple bonds) quantitatively, since KMnO4, being a very strong oxidising agent can react with impurities in a sample.


          Under acidic conditions, the alkene double bond is cleaved to give the appropriate carboxylic acid:


          
            	CH3(CH2)17CH=CH2 + [O]  CH3(CH2)17COOH

          


          Potassium permanganate oxidizes aldehydes to carboxylic acids, such as with n- heptanal:


          
            	C6H13CHO + [O]  C6H13COOH

          


          Concentrated solutions oxidize a methyl group (or any other alkyl group with a benzylic hydrogen) on an aromatic ring, e.g. toluene to benzoic acid.


          KMnO4 oxidizes pseudoephedrine hydrochloride to produce methcathinone, a Schedule I drug in the United States. Consequently the DEA has restricted its use and sale by classifying it as a List II controlled precursor. Potassium permanganate is listed as a Table I precursor under the United Nations Convention Against Illicit Traffic in Narcotic Drugs and Psychotropic Substances.


          KMnO4 is also used in removal of impurities from coca base in the production of cocaine. The purer base results in aesthetically pleasing white crystals.


          


          Acids and KMnO4


          Concentrated sulfuric acid reacts with KMnO4 to give Mn2O7, which can be explosive. Similarly concentrated hydrochloric acid gives chlorine. The Mn-containing products from redox reactions depend on the pH. Acidic solutions of permanganate are reduced to the faintly pink manganese(II) sulfate ([Mn(H2O)6]2+). In neutral solution, permanganate is only reduced by 3e to give MnO2, wherein Mn is in a +4 oxidation state. This is the material that stains one's skin when handling KMnO4. KMnO4 spontaneously reduced in an alkaline solution to green K2MnO4, wherein manganese is in the +6 oxidation state.


          A curious reaction is produced by adding concentrated sulfuric acid to potassium permanganate. Although no reaction may be apparent, the vapor over the mixture will ignite paper impregnated with alcohol. Potassium permanganate and sulfuric acid react to produce some ozone, which has a high oxidising power and rapidly oxidises the alcohol, causing it to combust. As a similar reaction produces explosive Mn2O7, this should only be attempted with great care. An approximate equation for the ozone formation is shown below.


          
            	At room temperature


            	6 KMnO4(aq) + 9 H2SO4(aq)  6 MnSO4(aq) + 3 K2SO4(aq) + 9 H2O(l) + 5 O3(v)

          


          


          History


          In 1659 a German chemist, J.R. Glauber, fused a mixture of the mineral pyrolusite and potassium carbonate to obtain a material that, when dissolved in water, gave a green solution ( potassium manganate) which slowly shifted to violet potassium permanganate and then finally red. This report represents the first description of the production of potassium permanganate.


          Just under two hundred years later London chemist Henry Bollmann Condy had an interest in disinfectants, and marketed several products including ozonised water. He found that fusing pyrolusite with NaOH and dissolved it in water produced a solution with disinfectant properties. He patented this solution, and marketed it as Condy's Fluid. Although effective, the solution was not very stable. This was overcome by using KOH rather than NaOH. This was more stable, and had the advantage of easy conversion to the equally effective potassium permanganate crystals. This crystalline material was known as Condys crystals or Condys powder. Potassium permanganate was comparatively easy to manufacture so Condy was subsequently forced to spend considerable time in litigation in order to stop competitors from marketing products similar to Condy's Fluid or Condy's Crystals.


          Early photographers used it as a component of flash powder. It is now replaced with other oxidizers, due to the instability of permanganate mixtures.


          


          Safety


          Solid KMnO4 is a strong oxidizer and in general it should be kept separated from oxidizable substances. Dilute aqueous solutions of KMnO4 are not dangerous. KMnO4 forms dangerous products upon contact with concentrated acids. For instance, a reaction with concentrated sulfuric acid produces the highly explosive manganese(VII) oxide (Mn2O7).


          As an oxidizer, potassium permanganate stains the hand and clothing as it is reduced to MnO2. Clothing stains may be washed away using acetic acid. Skin stains, which are typically brown, disappear within 48 hours.
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                    	Species:
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              	Binomial name
            


            
              	Solanum tuberosum

              L.
            

          


          Potato is the term which applies either to the starchy tuberous crop from the perennial plant Solanum tuberosum of the Solanaceae, or nightshade, family, or to the plant itself. Potato is the world's most widely grown tuber crop, and the fourth largest food crop in terms of fresh produce  after rice, wheat, and maize (corn).


          The potato originated in the area of contemporary Peru and Bolivia, identified more specifically in research published by David Spooner in 2005 as an area of southern Peru, just north of Lake Titicaca. The potato was introduced to Europe around 1700, and subsequently by European mariners to territories and ports throughout the world. Thousands of varieties persist in the Andes, where over 100 varieties might be found in a single valley, and a dozen or more might be maintained by a single agricultural household.


          Once established in Europe, potato soon became an important food staple and field crop. Lack of genetic diversity, due to the fact that very few varieties were initially introduced, left the crop vulnerable to disease. In 1845, a fungal disease, Phytophthora infestans, also known as late blight, spread rapidly through the poorer communities of western Ireland, resulting in the Great Irish Famine. The potato is also strongly associated with Idaho, Maine, North Dakota, Prince Edward Island, Ireland, Jersey and Russia because of its large role in the agricultural economy and history of these regions. But in recent decades, the greatest expansion of potato has been in Asia, where as of 2007 approximately eighty percent of the world potato crop is grown. Since the dissolution of the Soviet Union, China has become the world's largest potato producer, followed by India.


          


          Etymology


          The English word potato comes from Spanish patata. The Spanish Royal Academy says the Spanish word is a compound of the Taino batata ( sweet potato) and the Quechua papa (potato). This probably indicates that originally, the potato was regarded as a type of sweet potato rather than the other way around, despite the fact that there is actually no close relationship between the two plants at all.


          Bulgarian картоф, as well as Russian картофель and German Kartoffel, derive from the Italian word tartufoli, which was given to potato because of its similarity to truffles (Italian: tartufo).


          Another common name is "ground apple": pomme de terre in French, aardappel in Dutch, תפוח אדמה in Hebrew (often written just as פוד), and Erdapfel in Austrian German. An analogous name is Finnish as peruna, which comes from the old Swedish term jordpron "earth pear". In 16th century French, pomme meant "fruit", thus pomme de terre meant "ground fruit" and was probably literally loan translated to other languages when potatoes were introduced. In Polish potato is called just ziemniaki, and in Slovak zemiak, from the word for "ground". In several northern Indian languages and in Nepali the potato is called alu/aloo and in Indonesian kentang.


          Different names for the potato developed in China's various regions, the most widely used names in standard Chinese today are "horse-bell yam" (马铃薯 - mǎlngshǔ), "earth bean" (土豆 - tǔdu), and "foreign taro" (洋芋 - yngy).


          


          Description
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              Flowers of a potato plant.
            

          


          Potato plants grow high to the ground and bear yellow to silver flowers with yellow stamens.


          Potatoes are cross-pollinated mostly by bumblebees that carry pollen from other potato plants, but a substantial amount of self-fertilizing occurs as well. Any potato variety can also be propagated vegetatively by planting tubers, pieces of tubers, cut to include at least one or two eyes, or also by cuttings, a practice used in greenhouses for the production of healthy seed tubers.


          Some commercial potato varieties do not produce seeds at all (they bear imperfect flowers) and are propagated only from tuber pieces. Confusingly, these tubers or tuber pieces are called "seed potatoes".


          After potato plants flower, some varieties will produce small green fruits that resemble green cherry tomatoes. Each fruit can contain up to 300 true seeds. One can separate seeds from the fruits by putting them in a blender on a slow speed with some water, then leaving them in water for a day so that the seeds will sink and the rest of the fruit will float. All new potato varieties are grown from seeds, also called "true seed" or "botanical seed" to distinguish it from seed tubers. Potato fruit contains large amounts of the toxic alkaloid solanine, and is therefore unsuitable for consumption.


          


          Origin and history
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          There is general agreement among contemporary botanists that the potato originated in the Andes, all the way from Colombia and Venezuela to Chile and northern Argentina, but with a concentration of genetic diversity, both in the form of cultivated and wild species, in the area of modern day Peru. The evidence thus far shows that the potato was first cultivated in Peru some 7,000 years ago.


          The potatoes cultivated in the Andes are not all the same species. However, the major species grown worldwide is Solanum tuberosum (a tetraploid with 48 chromosomes). Modern varieties of this species are the most widely cultivated worldwide. There are also four diploid species (with 24 chromosomes): Solanum stenotomum, Solanum phureja, Solanum goniocalyx and Solanum ajanhuiri. There are two triploid species (with 36 chromosomes): Solanum chaucha and Solanum juzepczukii. There is one pentaploid cultivated species (with 60 chromosomes): Solanum curtilobum.


          There are two major subspecies of Solanum tuberosum: andigena, or Andean; and tuberosum, or Chilean. The Andean potato is adapted to the short-day conditions prevalent in the mountainous equatorial and tropical regions where it originated. The Chilean potato is adapted to the long-day conditions prevalent in the higher latitude region of southern Chile, especially on Chiloe Island where it is thought to have originated. The Andean variety of tuberosum was the variety first introduced to Europe by way of the Canary Islands and Spain as early as 1700, and dominated European production until a few decades before the Irish Potato Famine, according to recently-published DNA analysis. The same research shows that in the early 19th century, the Chilean variety of tuberosum, adapted to long-day growing conditions, was introduced to Europe. It quickly replaced the Andean short-day variety. Today, over 99% of all cultivated potato varieties worldwide are descendants of the Chilean variety.


          Historical and genetic evidence suggests that the potato reached India not very much later than Europe, taken there by either the British or the Portuguese. Genetic studies show that all 32 varieties of potato grown in India derive from the Chilean subspecies. The earliest unequivocal reference to the potato in India is in an 1847 British journal.


          There are about five thousand potato varieties world wide. Three thousand of them are found in the Andes alone, mainly in Peru, Bolivia, Ecuador, Chile and Colombia. They belong to eight or nine species, depending on the taxonomic school. Apart from the five thousand cultivated varieties, there are about 200 wild species and subspecies, many of which can be cross-bred with cultivated varieties, which has been done repeatedly to transfer resistances to certain pests and diseases from the gene pool of wild species to the gene pool of cultivated potato species.


          Potatoes are occasionally referred to as "Irish" potatoes in the English speaking world because in the earliest years, this signified a distinction from sweet potatoes. Potatoes were widely grown in Ireland after they were introduced, but in 1845, potato blight devastated the crop, precipitating the six-year-long Great Irish Famine.


          Most modern potatoes grown in North America arrived through European settlement and not independently from the South American sources. However, at least one wild potato species, Solanum fendleri, is found as far north as Texas and used in breeding for resistance to a nematode species attacking cultivated potatoes. A secondary centre of genetic variability of the potato is Mexico, where important wild species are found that have been used extensively in modern breeding, such as the hexaploid Solanum demissum, as a source of resistance to the devastating late blight disease. Another plant native to this region, Solanum bulbocastanum, a close relative of the potato, has been used to genetically engineer the potato to effectively resist potato blight.


          The potato became an important staple crop in northern Europe as the climate changed due to the Little Ice Age, when traditional crops in this region did not produce as reliably as before. At times when and where most other crops would fail, potatoes could still typically be relied upon to contribute adequately to food supplies during the colder years. The potato was not popular in France during this time, and it is believed that some of the infamous famines could have been lessened if French farmers had adopted it. Today, the potato forms an important part of the traditional cuisine of the British Isles, northern Europe, central Europe and eastern Europe. As of 2007, Germany has a higher consumption of potato per capita than any other country.


          


          Nutrition
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              	Potato, raw, with peel

              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 80 kcal  320 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	19 g
                  


                  
                    	- Starch 15 g
                  


                  
                    	- Dietary fibre 2.2 g 
                  


                  
                    	Fat

                    	0.1 g
                  


                  
                    	Protein

                    	2 g
                  


                  
                    	Water

                    	75 g
                  


                  
                    	Thiamin (Vit. B1) 0.08 mg 

                    	6%
                  


                  
                    	Riboflavin (Vit. B2) 0.03 mg 

                    	2%
                  


                  
                    	Niacin (Vit. B3) 1.1 mg 

                    	7%
                  


                  
                    	Vitamin B6 0.25 mg

                    	19%
                  


                  
                    	Vitamin C 20 mg

                    	33%
                  


                  
                    	Calcium 12 mg

                    	1%
                  


                  
                    	Iron 1.8 mg

                    	14%
                  


                  
                    	Magnesium 23 mg

                    	6%
                  


                  
                    	Phosphorus 57 mg

                    	8%
                  


                  
                    	Potassium 421 mg 

                    	9%
                  


                  
                    	Sodium 6 mg

                    	0%
                  

                

              
            


            
              	Percentages are relative to US

              recommendations for adults.

            

          


          Nutritionally, potatoes are best known for their carbohydrate content (approximately 26 grams in a medium potato). Starch is the predominant form of carbohydrate found in potatoes. A small but significant portion of the starch in potatoes is resistant to enzymatic digestion in the stomach and small intestine and, thus, reaches the large intestine essentially intact. This resistant starch is considered to have similar physiological effects and health benefits of fibre (e.g., provide bulk, offer protection against colon cancer, improve glucose tolerance and insulin sensitivity, lower plasma cholesterol and triglyceride concentrations, increase satiety, and possibly even reduce fat storage) (Cummings et al. 1996; Hylla et al 1998; Raban et al. 1994). The amount of resistant starch found in potatoes is highly dependent upon preparation methods. Cooking and then cooling potatoes significantly increases resistant starch. For example, cooked potato starch contains about 7% resistant starch, which increases to about 13% upon cooling (Englyst et al. 1992).


          Potatoes contain a number of important vitamins and minerals. A medium potato (150g/5.3 oz) with the skin provides 27 mg vitamin C (45% of the Daily Value (DV)), 620 mg of potassium (18% of DV), 0.2 mg vitamin B6 (10% of DV) and trace amounts of thiamin, riboflavin, folate, niacin, magnesium, phosphorus, iron, and zinc. Moreover, the fiber content of a potato with skin (2 grams) equals that of many whole grain breads, pastas, and cereals. In addition to vitamins, minerals and fibre, potatoes also contain an assortment of phytochemicals, such as carotenoids and polyphenols. The notion that all of the potatos nutrients are found in the skin is an urban legend. While the skin does contain approximately half of the total dietary fibre, the majority (more than 50%) of the nutrients are found within the potato itself. The cooking method used can significantly impact the nutrient availability of the potato.


          Potatoes are often broadly classified as high on the glycemic index (GI) and thus are frequently excluded from the diets of individuals trying to follow a low GI eating regimen. In fact, the GI of potatoes can vary considerably depending on the type (i.e., red vs. russet vs. white vs. Prince Edward), origin (i.e., where it was grown), preparation methods (i.e., cooking method, whether it is eaten hot or cold, whether it is mashed or cubed or consumed whole, etc), and what it is consumed with (i.e., the addition of various high fat or high protein toppings) (Fernandes et al. 2006).
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          Potatoes are prepared in many ways: skin-on or peeled, whole or cut up, with seasonings or without. The only requirement involves cooking to break down the starch. Most potato dishes are served hot, but some are first cooked then served cold, notably potato salad and potato chips/crisps.


          Common dishes are: mashed potatoes, which are first boiled (usually peeled), and then mashed with milk or yogurt and butter; whole baked potatoes; boiled or steamed potatoes; French-fried potatoes or chips; cut into cubes and roasted; scalloped, diced, or sliced and fried (home fries); grated into small thin strips and fried (hash browns); grated and formed into dumplings, Rsti or potato pancakes. Unlike many foods, potatoes can also be easily cooked in a microwave oven and still retain nearly all of their nutritional value, provided that they are covered in ventilated plastic wrap to prevent moisture from escapingthis method produces a meal very similar to a steamed potato while retaining the appearance of a conventionally baked potato. Potato chunks also commonly appear as a stew ingredient.


          Potatoes are boiled between 10 and 25 minutes, depending on size and type, to become soft.


          


          Regional dishes


          


          Latin America


          Peruvian Cuisine naturally contains the potato as a primary ingredient in many dishes, as around 3,000 varieties of this tuber are grown there. Some of the more famous dishes include Papa a la huancaina, Papa rellena, Ocopa, Carapulcra, Causa and Cau Cau among many others.


          


          Europe


          In Britain potatoes form part of the traditional staple fish and chips. Mashed, potatoes also form a major component of several other traditional British dishes such as shepherd's pie, bubble and squeak, champ and the 'mashit tatties' ( Scots language) which accompany haggis. The Tattie scone is another popular Scottish dish containing potatoes. They are also often sauted to accompany a meal.


          Colcannon is a traditional Irish dish involving mashed potato combined with shredded cabbage and onion. Boxty pancakes are eaten all over Ireland, although associated especially with the north, and in Irish diaspora communities: they are traditionally made with grated potatoes, soaked to loosen the starch and mixed with flour, buttermilk and baking powder. A variant eaten and sold in Lancashire, especially Liverpool, is made with cooked and mashed potatoes.


          In Northern Europe, especially Denmark,Norway, Sweden and Finland, newly harvested, early ripening varieties are considered a special delicacy. Boiled whole and served with dill, these "new potatoes" are traditionally consumed together with Baltic herring. In the UK, new potatoes are typically cooked with mint and served with a little melted butter - Jersey Royal potatoes are the most prized new potatoes, and have their own Protected Designation of Origin.
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          In Western Europe, especially in Belgium, sliced potatoes are fried to get frieten, the original French fried potatoes.


          Potatoes are very popular in continental Europe as well. In Italy, they serve to make a type of pasta called gnocchi. Similarly, cooked and mashed potatoes or potato flour can be used in the kndel or dumpling eaten with or added to meat dishes all over central and Eastern Europe, but especially in Bavaria and Luxembourg. Potatoes form one of the main ingredients in many soups such as the pseudo-French vichyssoise and Albanian potato and cabbage soup. In western Norway, komle is popular.


          A traditional Canary Islands dish is Canarian wrinkly potatoes or Papas arrugadas. Tortilla de patatas (potato omelete) and Patatas bravas (a dish of fried potatoes in a spicy tomato sauce) are near-universal constituent of Spanish tapas.


          


          North America


          In the United States, potatoes have become one of the most widely consumed crops, and thus have a variety of preparation methods and condiments. French fries and often hash browns are commonly found in typical American fast-food burger joints and cafeterias. One popular favorite involves a baked potato with cheddar cheese (or sour cream and chives) on top, and in New England "smashed potatoes" (a chunkier variation on mashed potatoes, retaining the peel) have great popularity. Potato flakes are popular as an instant variety of mashed potatoes, which reconstitute into mashed potatoes by adding water, plus butter & salt for taste. A regional dish of Central New York, salt potatoes are bite-sized new potatoes boiled in water saturated with salt then served with melted butter.


          
            [image: Potatoes in water]

            
              Potatoes in water
            

          


          A traditional Acadian dish from New Brunswick is known as poutine rpe. The Acadian poutine is a ball of grated and mashed potato, salted, sometimes filled with pork in the centre, and boiled. The result is a moist ball about the size of a baseball. It is commonly eaten with salt and pepper or brown sugar. It is believed to have originated from the German Kle, prepared by early German settlers who lived among the Acadians.


          Poutine, by contrast, is a hearty serving of french fries, fresh cheese curds and hot gravy. Tracing its origins to Quebec in the 1950s, it has become popular across Canada and can usually be found where Canadians gather abroad.


          


          Toxic compounds in potatoes
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          Potatoes contain glycoalkaloids, toxic compounds, of which the most prevalent are solanine and chaconine. Cooking at high temperatures (over 170 C or 340 F) partly destroys these. The concentration of glycoalkaloid in wild potatoes suffices to produce toxic effects in humans. Glycoalkaloids occur in the greatest concentrations just underneath the skin of the tuber, and they increase with age and exposure to light. Glycoalkaloids may cause headaches, diarrhea, cramps and in severe cases coma and death; however, poisoning from potatoes occurs very rarely. Light exposure also causes greening, thus giving a visual clue as to areas of the tuber that may have become more toxic; however, this does not provide a definitive guide, as greening and glycoalkaloid accumulation can occur independently of each other. Some varieties of potato contain greater glycoalkaloid concentrations than others; breeders developing new varieties test for this, and sometimes have to discard an otherwise promising cultivar.


          Breeders try to keep solanine levels below 200 mg/kg (200 ppmw). However, when these commercial varieties turn green, even they can approach concentrations of solanine of 1000 mg/kg (1000 ppmw). In normal potatoes, however, analysis has shown solanine levels may be as little as 3.5% of the breeders' maximum, with 7187 mg/kg being found. The National Toxicology Program suggests that the average American consumes at most 12.5 mg/day of solanine from potatoes (note that the toxic dose is actually several times this, depending on body weight). Dr. Douglas L. Holt, the State Extension Specialist for Food Safety at the University of Missouri - Columbia, notes that no reported cases of potato-source solanine poisoning have occurred in the U.S. in the last 50 years and most cases involved eating green potatoes or drinking potato-leaf tea.


          Solanine is also found in other plants, mainly in the mostly-deadly nightshade family, which includes a minority of edible plants including the potato and the tomato, and other typically more dangerous plants like tobacco. This poison affects the nervous system causing weakness and confusion.


          
            	Solanine


            	List of poisonous plants


            	Sites with information about the safety of green potatoes:

              
                	http://www.straightdope.com/classics/a2_055b.html


                	http://www.foodscience.afisc.csiro.au/spuds.htm


                	http://www.promolux.com/english/retail_produce_greening.html

              

            

          


          


          Cultivation
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          Potatoes are generally grown from the eyes of another potato and not from seed. Home gardeners often plant a piece of potato with two or three eyes in a hill of mounded soil. Commercial growers plant potatoes as a row crop using seed tubers, young plants or microtubers and may mound the entire row.


          At harvest time, gardeners generally dig up potatoes with a long-handled, three-prong "grape" (or graip), i.e. a spading fork, or a potato hook which is similar to the graip, except the tines are at a 90 degree angle to the handle as is the blade of a hoe. In larger plots, the plow can serve as the most expeditious implement for unearthing potatoes. Commercial harvesting is typically done with large potato harvesters which scoop up the plant and the surrounding earth. This is transported up an apron chain consisting of steel links several feet wide, which separates some of the dirt. The chain deposits into an area where further separation occurs. Different designs employ different systems at this point. The most complex designs use vine choppers and shakers, along with a blower system or "Flying Willard" to separate the potatoes from the plant. The result is then usually run past workers who continue to sort out plant material, stones, and rotten potatoes before the potatoes are continuously delivered to a wagon or truck. Further inspection and separation occurs when the potatoes are unloaded from the field vehicles and put into storage.


          Correct potato husbandry is an arduous task in the best of circumstances. Good ground preparation, harrowing, plowing, and rolling are always needed, along with a little grace from the weather and a good source of water. Three successive plowings, with associated harrowing and rolling, are desirable before planting. Eliminating all root-weeds is desirable in potato cultivation. Potatoes are the most fruitful of the root crops, but much care and consideration is needed to keep them satisfied and fruitful.


          It is important to harvest potatoes before heavy frosts begin, since field frost damages potatoes in the ground, and even cold weather makes potatoes more susceptible to bruising and possibly later rotting which can quickly ruin a large stored crop.


          Seed potato crops are 'rogued' in some countries to eliminate diseased plants or those of a different variety from the seed crop.


          Storage facilities need to be carefully designed to keep the potatoes alive and slow the natural process of decomposition, which involves the breakdown of starch. It is crucial that the storage area is dark, well ventilated and for long-term storage maintained at temperatures near 40F (4C). For short-term storage prior to cooking, temperatures of about 45-50F (7-10C) are preferred. Temperatures below 40F (4C) convert potatoes' starch into sugar, which alters their taste and cooking qualities and leads to higher acrylamide levels in the cooked product, especially in deep-fried dishes.


          Under optimum conditions possible in commercial warehouses, potatoes can be stored for up to six months, but several weeks is the normal shelf life in homes. If potatoes develop green areas or start to sprout, these areas should be trimmed before using.


          FAO reports that the world production of potatoes in 2005 was 319 million tonnes. The largest producer, China, accounted for one-fourth of the global output followed by Russia and India.


          


          Varieties


          Potatoes have been bred into many standard or well-known varieties, each of which have particular agricultural or culinary attributes. Varieties are generally categorized into a few main groups, such as Russets, Reds, Whites, Yellows (aka Yukons), and Purples based on common characteristics. Popular varieties found in markets may include:


          
            	Dsire


            	Fianna


            	King Edward


            	Kipfler


            	New


            	Nicola


            	Pink Eye


            	Pink Fir Apple


            	Red Pontiac


            	Russet Burbank


            	Spunta

          


          Genetic research on the potato has resulted in at least one genetically-modified variety, the New Leaf, owned by Monsanto corporation.


          Potatoes of all varieties are generally cured after harvest to thicken the skin. Prior to curing, the skin is very thin and delicate. These potatoes are sometimes sold as "New Potatoes" and are particularly flavorful. New potatoes are often harvested by the home gardener or farmer by "grabbling", i.e. pulling out the young tubers by hand while leaving the plant in place. In additions, markets may sometimes present various thin-skinned potato varieties as "new potatoes".


          Some horticulturists sell chimeras, made by grafting a tomato plant onto a potato plant, producing both edible tomatoes and potatoes. This practice is not very widespread.


          


          Philippines


          On September 22, 2007, Benguet State University (BSU) announce that 4 potato varieties -- Igorota, Solibao, Ganza and a 4th one yet to be given an official tag -- possess more than 18% dry matter content required by fast-food chains to make crispy and sturdy French fries.


          


          Pests


          A major pest of potato plants is the Colorado potato beetle.


          The potato root nematode is a microscopic worm that thrives on the roots, thus causing the potato plants to wilt. Since its eggs can survive in the soil for several years, crop rotation is recommended.


          Other pests include Aphids, both the Green Peach Aphid and the Potato Aphid. Beetleafhoppers, Thrips, and Mites are also very common potato insect pests.


          A major disease of potato plants is potato blight caused by Phytophthora infestans.


          Other major diseases include Rhizoctonia, Sclerotinia, Black Leg, Powdery Mildew, Powdery Scab, Leafroll Virus, Purple Top, and others.


          


          Potatoes and Art
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          The potato has been an essential crop in the Andes since the pre-Columbian Era. The Moche culture from Northern Peru made ceramics from earth, water, and fire. This pottery was a sacred substance, formed in significant shapes and used to represent important themes. Potatoes are represented anthropomorphically as well as naturally.


          Maine companies are exploring the possibilities of using waste potatoes to obtain polylactic acid for use in plastic products.


          


          International Year of the Potato


          The United Nations have officially declared the year 2008 the International Year of the Potato in order to increase awareness of the importance of the potato as a food in developing nations. There was already the International Rice Year in 2004.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Potato"
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          Pottery is the ceramic ware made by potters. It also refers to a group of materials that includes earthenware, stoneware, and porcelain. The places where such wares are made are called potteries.


          


          Background


          Pottery is made by forming a clay body into objects of a required shape and heating them to high temperatures in a kiln to induce reactions that lead to permanent changes, including increasing their strength and hardening and setting their shape. There are wide regional variations in the properties of clays used by potters and this often helps to produce wares that are unique in character to a locality. It is common for clays and other minerals to be mixed to produce clay bodies suited to specific purposes; for example, a clay body that remains slightly porous after firing is often used for making earthenware or terra cotta flower-pots.


          Prior to most shaping processes, air trapped within the clay body needs to be removed. This is called de-airing and can be accomplished by a machine called a vacuum pug, or manually by wedging. Wedging can also help to ensure an even moisture content throughout the body. Once clay body has been de-aired or wedged, it is shaped by a variety of techniques. After shaping it is dried before firing. There are a number of stages in the drying process. Leather-hard refers to the stage when the clay object is approximately 75-85% dry. Trimming and handle attachment often occurs at the leather-hard state. A clay object is said to be "bone-dry" when it reaches a moisture content at or near 0%. Unfired objects are often termed greenware.


          


          Methods of shaping
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          The potter's most basic tools are the hand, but many additional tools have been developed over the long history of pottery manufacture, including the potter's wheel and turntable, shaping tools (paddles, anvils, ribs), rolling tools (roulettes, slab rollers, rolling pins), cutting/piercing tools (knives, fluting tools, wires) and finishing tools (burnishing stones, rasps, chamois).


          Pottery can be shaped by a range of methods that include:
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          Handwork or handbuilding. This is the earliest and the most individualized and direct forming method. Wares can be constructed by hand from coils of clay, from flat slabs of clay, from solid balls of clay  or some combination of these. Parts of hand-built vessels are often joined together with the aid of slurry or slip, a runny mixture of clay and water. Handbuilding is slower and more gradual than wheel-throwing, but it offers the potter a high degree of control over the size and shape of wares. While it isn't difficult for an experienced potter to make identical pieces of hand-built pottery, the speed and repetitiveness of wheel-throwing is more suitable for making precisely matched sets of wares such as table wares. Some potters find handbuilding more conducive to fully using the imagination to create one-of-a-kind works of art, while other potters find the spontaneity and immediacy of wheel-thrown pottery as their source of inspiration.


          
            [image: Shaping on a potter's kick wheel; Gülşehir, Turkey]

            
              Shaping on a potter's kick wheel; Glşehir, Turkey
            

          


          
            [image: Classic potter's kick wheel in Erfurt, Germany]

            
              Classic potter's kick wheel in Erfurt, Germany
            

          


          
            [image: A potter in Memphis, Tennessee shapes a piece of pottery on a variable-speed, electric-powered potter's wheel]

            
              A potter in Memphis, Tennessee shapes a piece of pottery on a variable-speed, electric-powered potter's wheel
            

          


          The potter's wheel. A ball of clay is placed in the centre of a turntable, called the wheel-head, which the potter rotates with a stick, or with foot power (a kick wheel or treadle wheel) or with a variable speed electric motor. (Often, a disk of plastic, wood or plaster  called a bat  is first set on the wheel-head, and the ball of clay is thrown on the bat rather than the wheel-head so that the finished piece can be removed intact with its bat, without distortion.)


          During the process of throwing the wheel rotates rapidly while the solid ball of soft clay is pressed, squeezed, and pulled gently upwards and outwards into a hollow shape. The first step, of pressing the rough ball of clay downward and inward into perfect rotational symmetry, is called centering the clay, a most important (and often most difficult) skill to master before the next steps: opening (making a centered hollow into the solid ball of clay), flooring (making the flat or rounded bottom inside the pot), throwing or pulling (drawing up and shaping the walls to an even thickness), and trimming or turning (removing excess clay to refine the shape or to create a foot).


          The potter's wheel can be used for mass production, although it is often employed to make individual pieces. Wheel-work makes great demands on the skill of the potter, but an accomplished operator can make many near to identically similar plates, vases, or bowls in the course of a day's work. Because of its inherent limitations, wheel-work can only be used to create wares with radial symmetry on a vertical axis. These can then be altered by impressing, bulging, carving, fluting, faceting, incising, and by other methods making the wares more visually interesting. Often, thrown pieces are further modified by having handles, lids, feet, spouts, and other functional aspects added using the techniques of handworking.


          Jiggering and jolleying: These operations are carried out on the potter's wheel and allow the time taken to bring wares to a standardised form to be reduced. Jiggering is the operation of bringing a shaped tool into contact with the plastic clay of a piece under construction, the piece itself being set on a rotating plaster mould on the wheel. The jigger tool shapes one face whilst the mould shapes the other. Jiggering is used only in the production of flat wares, such as plates, but a similar operation, jolleying, is used in the production of hollow-wares, such as cups. Jiggering and jolleying have been used in the production of pottery since at least the 18th century. In large-scale factory production jiggering and jolleying are usually automated, which allows the operations to be carried out by semi-skilled labour.


          Roller-head machine: This machine is for shaping wares on a rotating mould, as in jiggering and jolleying, but with a rotary shaping tool replacing the fixed profile. The rotary shaping tool is a shallow cone having the same diameter as the ware being formed and shaped to the desired form of the back of the article being made. Wares may in this way be shaped, using relatively unskilled labour, in one operation at a rate of about twelve pieces per minute, though this varies with the size of the articles being produced. The roller-head machine is now used in factories world-wide.


          RAM pressing: A factory process for shaping table wares and decorative ware by pressing a bat of prepared clay body into a required shape between two porous moulding plates. After pressing, compressed air is blown through the porous mould plates to release the shaped wares.


          Granulate pressing: As the name suggests, this is the operation of shaping pottery by pressing clay in a semi-dry and granulated condition in a mould. The clay is pressed into the mould by a porous die through which water is pumped at high pressure. The granulated clay is prepared by spray-drying to produce a fine and free flowing material having a moisture content of between about five and six per cent. Granulate pressing, also known as dust pressing, is widely used in the manufacture of ceramic tiles and, increasingly, of plates.


          Slipcasting: is often used in the mass-production of ceramics and is ideally suited to the making of wares that cannot be formed by other methods of shaping. A slip, made by mixing clay body with water, is poured into a highly absorbent plaster mould. Water from the slip is absorbed into the mould leaving a layer of clay body covering its internal surfaces and taking its internal shape. Excess slip is poured out of the mould, which is then split open and the moulded object removed. Slipcasting is widely used in the production of sanitary wares and is also used for making smaller articles, such as intricately-detailed figurines.


          


          Glazing and decorating
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          Pottery may be decorated in a number of ways, including:


          
            	In the clay body; by, for example, incising patterns on its surface.


            	Underglaze decoration, in the manner of many blue and white wares.


            	In-glaze decoration


            	On-glaze decoration


            	Enamel

          


          Additives can be worked into the clay body prior to forming, to produce desired effects in the fired wares. Coarse additives, such as sand and grog (fired clay which has been finely ground) are sometimes used to give the final product a required texture. Contrasting colored clays and grogs are sometimes used to produce patterns in the finished wares. Colorants, usually metal oxides and carbonates, are added singly or in combination to achieve a desired colour. Combustible particles can be mixed with the body or pressed into the surface to produce texture.


          Agateware: So-named after its resemblance to the quartz mineral agate which has bands or layers of colour that are blended together. Agatewares are made by blending clays of differing colours together, but not mixing them to the extent that they lose their individual identities. The wares have a distinctive veined or mottled appearance. The term 'agateware' is used to describe such wares in the United Kingdom; in Japan the term neriage is used and in China, where such things have been made since at least the Tang Dynasty, they are called marbled wares. Great care is required in the selection of clays to be used for making agatewares as the clays used must have matching thermal movement characteristics.


          Banding: This is the application, by hand or by machine, of a band of colour to the edge of a plate or cup. Also known as lining, this operation is often carried out on a potter's wheel.


          Burnishing: The surface of pottery wares may be burnished prior to firing by rubbing with a suitable instrument of wood, steel or stone, to produce a polished finish that survives firing. It is possible to produce very highly polished wares when fine clays are used, or when the polishing is carried out on wares that have been partially dried and contain little water, though wares in this condition are extremely fragile and the risk of breakage is high.
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          Engobe: This is a clay slip, often white or cream in colour, that is used to coat the surface of pottery, usually before firing. Its purpose is often decorative, though it can also be used to mask undesirable features in the clay to which it is applied. Engobe slip may be applied by painting or by dipping, to provide a uniform, smooth, coating. Engobe has been used by potters from pre-historic times until the present day, and is sometimes combined with sgraffito decoration, where a layer of engobe is scratched through to reveal the colour of the underlying clay. With care it is possible to apply a second coat of engobe of a different colour to the first and to incise decoration through the second coat to expose the colour of the underlying coat. Engobes used in this way often contain substantial amounts of silica, sometimes approaching the composition of a glaze.


          Litho: This is a commonly used abbreviation for lithography, although the alternative names of transfer print or decal are also common. These are used to apply designs to articles. The litho comprises three layers: the colour, or image, layer which comprises the decorative design; the covercoat, a clear protective layer, which may incorporate a low-melting glass; and the backing paper on which the design is printed by screen printing or lithography. There are various methods of transferring the design while removing the backing-paper, some of which are suited to machine application


          Gold: Decoration with gold is used on some high quality ware. Different methods exist for its application, including:


          
            	Best gold - a suspension of gold powder in essential oils mixed with a flux and a mercury salt extended. This can be applied by a painting technique. From the kiln the decoration is dull and requires burnishing to reveal the full colour


            	Acid Gold  a form of gold decoration developed in the early 1860s at the English factory of Mintons Ltd, Stoke-on-Trent. The glazed surface is etched with diluted hydrofluoric acid prior to application of the gold. The process demands great skill and is used for the decoration only of ware of the highest class.


            	Bright Gold  consists of a solution of gold sulphoresinate together with other metal resinates and a flux. The name derives from the appearance of the decoration immediately after removal from the kiln as it requires no burnishing


            	Mussel Gold  an old method of gold decoration. It was made by rubbing together gold leaf, sugar and salt, followed by washing to remove solubles

          


          


          Glazing


          Glaze is a glassy coating applied to pottery, the primary purposes of which include decoration and protection. Glazes are highly variable in composition but usually comprise a mixture of ingredients that generally, but not always, mature at kiln temperatures lower than that of the pottery that it coats. One important use of glaze is in rendering pottery vessels impermeable to water and other liquids. Glaze may be applied by dusting it over the clay, spraying, dipping, trailing or brushing on a thin slurry composed of glaze minerals and water. Brushing tends not to give an even covering but can be effective as a decorative technique. The colour of a glaze before it has been fired may be significantly different than afterwards. To prevent glazed wares sticking to kiln furniture during firing, either a small part of the object being fired (for example, the foot) is left unglazed or, alternatively, special refractory spurs are used as supports. These are removed and discarded after the firing. Special methods of glazing are sometimes carried out in the kiln. One example is salt-glazing, where common salt is introduced to the kiln to produce a glaze of mottled, orange peel texture. Materials other than salt are also used to glaze wares in the kiln, including sulphur. In wood-fired kilns fly-ash from the fuel can produce ash-glazing on the surface of wares.


          


          Firing


          Firing produces irreversible changes in the body. It is only after firing that the article can be called pottery. In lower-fired pottery the changes include sintering, the fusing together of coarser particles in the body at their points of contact with each other. In the case of porcelain, where different materials and higher firing-temperatures are used the physical, chemical and mineralogical properties of the constituents in the body are greatly altered. In all cases the object of firing is to permanently harden the wares and the firing regime must be appropriate to the materials used to make them. As rough guide, earthenwares are normally fired at temperatures in the range of about 1000 to 1200 degrees Celsius; stonewares at between about 1100 to 1300 degrees Celsius; and porcelains at between about 1200 to 1400 degrees Celsius. However, the way that ceramics mature in the kiln is influenced not only by the peak temperature achieved, but also by the duration of the period of firing. Thus, the maximum temperature within a kiln is often held constant for a period of time to soak the wares, to produce the maturity required in the body of the wares.


          The atmosphere within a kiln during firing can affect the appearance of the finished wares. An oxidising atmosphere, produced by allowing air to enter the kiln, can cause the oxidation of clays and glazes. A reducing atmosphere, produced by limiting the flow of air into the kiln, can strip oxygen from the surface of clays and glazes. This can affect the appearance of the wares being fired and, for example, some glazes containing iron fire brown in an oxidising atmosphere, but green in a reducing atmosphere. The atmosphere within a kiln can be adjusted to produce complex effects in glaze.


          Kilns may be heated by burning wood, coal and gas, or by electricity. When used as fuels, coal and wood can introduce smoke, soot and ash into the kiln which can affect the appearance of unprotected wares. For this reason wares fired in wood- or coal-fired kilns are often placed in the kiln in saggars; lidded ceramic boxes, to protect them. Modern kilns powered by gas or electricity are cleaner and more easily controlled than older wood- or coal-fired kilns and often allow shorter firing times to be used. In a Western adaptation of traditional Japanese Raku ware firing, wares are removed from the kiln while hot and smothered in ashes, paper or woodchips, which produces a distinctive, carbonised, appearance. This technique is also used in Malaysia in creating traditional labu sayung.


          


          History
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          It is believed that the earliest pottery wares were hand-built and fired in bonfires. Firing times were short but the peak-temperatures achieved in the fire could be high, perhaps in the region of 900 degrees Celsius, and were reached very quickly. Clays tempered with sand, grit, crushed shell or crushed pottery were often used to make bonfire-fired ceramics, because they provided an open body texture that allows water and other volatile components of the clay to escape freely. The coarser particles in the clay also acted to restrain shrinkage within the bodies of the wares during cooling, which was carried out slowly to reduce the risk of thermal stress and cracking. In the main, early bonfire-fired wares were made with rounded bottoms, to avoid sharp angles that might be susceptible to cracking. The earliest intentionally constructed kilns were pit-kilns or trench-kilns; holes dug in the ground and covered with fuel. Holes in the ground provided insulation and resulted in better control over firing.


          The earliest known ceramic objects are Gravettian figurines such as those discovered at Dolni Vestonice in the modern-day Czech Republic. The Venus of Doln Věstonice (Věstonick Venue in Czech) is a Venus figurine, a statuette of a nude female figure dated to 29,00025,000 BCE (Gravettian industry). The earliest known pottery vessels may be those made by the Incipient Jōmon people of Japan around 10,500 BCE . The term " Jōmon" means "cord-marked" in Japanese. This refers to the markings made on clay vessels and figures using sticks with cords wrapped around them. Pottery which dates back to 10,000 BCE have also been excavated in China. It appears that pottery was independently developed in North Africa during the tenth millennium b.p. and in South America during the seventh millennium b.p.


          The invention of the potter's wheel in Mesopotamia sometime between 6,000 and 4,000 BCE ( Ubaid period) revolutionized pottery production. Specialized potters were then able to meet the expanding needs of the world's first cities. Pottery was in use in ancient India during the Mehrgarh Period II ( 5500 - 4800 BCE) and Merhgarh Period III ( 4800 - 3500 BCE), known as the ceramic Neolithic and chalcolithic. Pottery, including items known as the ed-Dur vessels, originated in regions of the Indus valley and has been found in a number of sites in the Indus valley civilization.


          In the Mediterranean, during the Greek Dark Ages ( 1100 800 BCE), artists used geometric designs such as squares, circles and lines to decorate amphoras and other pottery. The period between 1500-300 BCE in ancient Korea is known as the Mumun Pottery Period.


          The quality of pottery has varied historically, in part dependent upon the repute in which the potter's craft was held by the community. For example, in the Chalcolithic period in Mesopotamia, Halafian pottery achieved a level of technical competence and sophistication, not seen until the later developments of Greek pottery with Corinthian and Attic ware. The distinctive Red Samian ware of the Early Roman Empire was copied by regional potters throughout the Empire. The Dark Age period saw a collapse in the quality of European pottery which did not recover in status and quality until the European Renaissance.


          


          In Popular Culture


          John Keats wrote a poem about a Grecian urn called "Ode on a Grecian Urn."


          


          Pottery and archaeology


          For archaeologists, anthropologists, and historians the study of pottery can help to provide an insight into past cultures. Pottery is durable and fragments, at least, often survive long after artifacts made from less-durable materials have decayed past recognition. Combined with other evidence, the study of pottery artifacts is helpful in the development of theories on the organisation, economic condition and the cultural development of the societies that produced or acquired pottery. The study of pottery may also allow inferences to be drawn about a culture's daily life, religion, social relationships, attitudes towards neighbours, attitudes to their own world and even the way the culture understood the universe.


          Chronologies based on pottery are often essential for dating non-literate cultures and are often of help in the dating of historic cultures as well. Trace element analysis, mostly by neutron activation, allows the sources of clay to be accurately identified and the thermoluminescence test can be used to provide an estimate of the date of last firing. Examining fired pottery shards from prehistory, scientists learned that during high-temperature firing, iron materials in clay record the exact state of Earth's magnetic field at that exact moment.


          


          Miscellany


          Due to the large number of pottery factories, or colloquially, 'Pot Banks', the city of Stoke-on-Trent in England became known as The Potteries, one of the first industrial cities of the modern era where, as early as 1785, two hundred pottery manufacturers employed 20,000 workers.


          The Potters is the nickname of the local football club, Stoke City F.C..
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          Poultry is the category of domesticated birds kept for meat, eggs, and feathers. These most typically are members of the superorder Galloanserae (fowl), especially the order Galliformes (which includes chickens and turkeys) and the family Anatidae (in order Anseriformes), commonly known as " waterfowl" (e.g. domestic ducks and domestic geese). Poultry also include other meat birds such as pigeons or doves or game birds like pheasants. The term also refers to the flesh of such birds.


          


          Examples of types of poultry


          
            
              	Bird

              	Wild ancestor

              	Domestication

              	Uses
            


            
              	Chicken

              	Red Junglefowl

              	India, c. 3000 BC

              	meat, eggs
            


            
              	Duck

              	Mallard

              	various

              	meat, feathers, eggs
            


            
              	Goose

              	Greylag Goose/ Swan Goose

              	various

              	meat, feathers, eggs
            


            
              	Peacock

              	various

              	various

              	meat, feathers, ornamental, landscaping
            


            
              	Swan

              	Wild Swan

              	various

              	feathers, eggs, landscaping
            


            
              	Turkey

              	Wild Turkey

              	Mexico

              	meat
            

          


          


          Cuts of poultry


          
            [image: Cuts from a skinned chicken.]

            
              Cuts from a skinned chicken.
            

          


          The meatiest parts of a bird are the flight muscles on its chest, called breast meat, and the walking muscles on the first and second segments of its legs, called the thigh and drumstick respectively.


          White meat has less oxygen-carrying myoglobin than the walking muscles, or dark meat, and is thus lighter in colour.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Poultry"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Pound sterling


        
          

          
            
              	Pound sterling
            


            
              	
                
                  
                    	[image: All frequently used coins]
                  


                  
                    	All frequently used coins
                  

                

              
            


            
              	ISO 4217 Code

              	GBP
            


            
              	User(s)

              	[image: Flag of the United Kingdom]United Kingdom

              Crown dependencies

              Certain British Overseas Territories
            


            
              	Inflation

              	2.1% ( UK CPI, September 2007), 4.3% (UK RPI), 3.4% (Guernsey 2006) 3.7% (Jersey 2006) 3.1% (Isle of Man 2006)
            


            
              	Source

              	Bank of England, 14 November 2007, National Statistics and The World Factbook
            


            
              	ERM

              	
            


            
              	Since

              	8 October 1990
            


            
              	Withdrawn

              	16 September 1992 ( Black Wednesday)
            


            
              	Pegged by

              	FKP, GIP, SHP
            


            
              	Subunit

              	
            


            
              	1/100

              	penny
            


            
              	Symbol

              	
            


            
              	penny

              	p
            


            
              	Nickname

              	quid
            


            
              	Plural

              	
            


            
              	penny

              	pence
            


            
              	Coins

              	
            


            
              	Freq. used

              	1p, 2p, 5p, 10p, 20p, 50p, 1, 2
            


            
              	Rarely used

              	5 (commemorative)
            


            
              	Banknotes

              	
            


            
              	Freq. used

              	1 (Scotland only), 5, 10, 20
            


            
              	Rarely used

              	50, 100 (Scotland & Northern Ireland only)
            


            
              	Central bank

              	Bank of England
            


            
              	Website

              	www.bankofengland.co.uk
            


            
              	Printer

              	
                
                  
                    printers
                  


                  
                    English (inc.Wales) notes:

                    
                      	Bank of England

                    


                    Scottish notes:


                    
                      	Bank of Scotland

                      Royal Bank of Scotland

                      Clydesdale Bank

                    


                    Northern Irish notes:



                    
                      	Northern Bank

                      First Trust Bank

                      Ulster Bank

                      Bank of Ireland


                    


                    Crown dependencies:


                    
                      	States of Guernsey

                      States of Jersey

                      Isle of Man Government

                    

                  

                

              
            


            
              	Website

              	
                
                  
                    websites
                  


                  
                    Bank of England

                    Bank of Scotland

                    Royal Bank of Scotland

                    Clydesdale Bank

                    Northern Bank

                    First Trust Bank

                    Ulster Bank

                    Bank of Ireland

                    Isle of Man Government

                    States of Jersey
                  

                

              
            


            
              	Mint

              	Royal Mint
            


            
              	Website

              	www.royalmint.com
            

          


          The pound sterling (symbol: ; ISO code: GBP), subdivided into 100 pence (singular: penny), is the currency of the United Kingdom, its Crown dependencies (the Isle of Man and the Channel Islands) and the British Overseas Territories of South Georgia and the South Sandwich Islands, British Antarctic Territory and British Indian Ocean Territory.


          This article covers the history of sterling and the issues of sterling in England, Great Britain and the United Kingdom. For other associated issues see Manx pound, Jersey pound and Guernsey pound. The Gibraltar pound, Falkland Islands pound and Saint Helenian pound are separate currencies, pegged to pound sterling.


          Sterling currently makes up the third largest portion of global currency reserves after the US dollar and the euro. The pound sterling is the fourth most-traded currency in the foreign exchange market after the US dollar, the euro, and the Japanese yen.


          


          Name


          The full, official name pound sterling ( plural: pounds sterling) is used mainly in formal contexts and also when it is necessary to distinguish the currency used within the United Kingdom from others that have the same name. Otherwise the term pound is normally used. The currency name  but not the names of its units  is sometimes abbreviated to just "sterling", particularly in the wholesale financial markets; so "payment accepted in sterling" but never "that costs five sterling". The abbreviations "ster." or "stg." are sometimes used. The term British pound is commonly used in less formal contexts, although it is not an official name of the currency. A common slang term is quid (plural quid).


          The currency sign is the pound sign, originally ₤ with two cross-bars, then later more commonly  with a single cross-bar. The pound sign derives from the black-letter "L", from the abbreviation LSD  librae, solidi, denarii  used for the pounds, shillings and pence of the original duodecimal currency system. Libra was the basic Roman unit of weight, which in turn derived from the Latin word for scales or balance. The ISO 4217 currency code is GBP (Great Britain pound). Occasionally the abbreviation UKP is seen but this is incorrect. The Crown dependencies use their own (non-ISO) codes. Stocks are often traded in pence, so traders may refer to Pence sterling, GBX (sometimes GBp), when listing stock prices.


          


          Subdivisions and other units


          Prior to decimalization, the pound was divided into twenty shillings, with each shilling equal to twelve pence, making a total of 240 pence to the pound. The symbol for the shilling was "s"  not from the first letter of the word, but rather from the Latin word solidus. The symbol for the penny was "d", from the French word denier, which in turn was from the Latin word denarius (the solidus and denarius were Roman coins). A mixed sum of shillings and pence such as 3 shillings and 6 pence would be written as "3/6" or "3s 6d" and spoken as "three and six". 5 shillings would be written as "5s" or, more commonly, "5/-". There were also coins called crowns, worth 5 shillings, and half crowns, worth 2 shillings 6 pence, florins worth 2 shillings and farthings worth  penny. The guinea was a gold coin which, between 1717 and 1817 circulated at a value of 21 shillings. Consequently, even after its replacement with the 20 shilling sovereign, an amount of 21 shillings was referred to as "one guinea". Nicknames for other amounts included tanner for 6 pence, bob for 1 shilling and dollar for 5 shillings.


          At decimalisation in 1971, the pound was subdivided into 100 new pence, with the word "new" being used on coins until 1981. The symbol for the penny is "p"; hence an amount such as 50p (0.50) is usually pronounced "fifty p (pee)" rather than "fifty pence". This also helped to distinguish between new and old pence amounts during the changeover to the decimal system.


          


          History


          Following the adoption of the euro by several countries, sterling became the world's oldest currency still in use.


          


          Anglo-Saxon


          The origins of sterling lie in the reign of King Offa of Mercia, who introduced the silver penny. It copied the denarius of the new currency system of Charlemagne's Frankish Empire. As in the Carolingian system, 240 pennies weighed 1 pound (corresponding to Charlemagne's libra), with the shilling corresponding to Charlemagne's solidus and equal to 12 pence. At the time of the penny's introduction, it weighed 22.5 troy grains of fine silver (30 tower grains)(c. 1.5 g), indicating that the Mercian pound weighed 5400 troy grains (the Mercian pound became the basis of the Tower Pound, which weighed 5,400 Troy grains, equivalent to 7200 tower grains). At this time, the name sterling had yet to be acquired. The penny swiftly spread throughout the other Anglo-Saxon kingdoms and became the standard coin of what was to become England.


          


          Medieval


          The early pennies were struck from fine silver (as pure as was available). However, in 1158, a new coinage was introduced by King Henry II (known as the Tealby penny) which was struck from .925 silver. This became the standard until the 20th century and is today known as sterling silver, named for its association with the currency. Sterling silver is harder than the fine silver that was traditionally used and so sterling silver coins did not wear down as rapidly as fine silver coins. The English currency was almost exclusively silver until 1344, when the gold noble was successfully introduced into circulation. However, silver remained the legal basis for sterling until 1816. In the reign of Henry IV (1412-1421), the penny was reduced in weight to 15 grains of silver, with a further reduction to 12 grains in 1464.


          


          Tudor


          During the reigns of Henry VIII and Edward VI, the silver coinage was drastically debased, although the pound was redefined to the troy pound of 5760 grains in 1526. In 1544, a silver coinage was issued containing just one third silver and two thirds copper. In 1552, a new silver coinage was introduced, struck in sterling silver. However, the penny's weight was reduced to 8 grains, meaning that 1 troy pound of sterling silver produced 60 shillings of coins. This silver standard was known as the "60 shilling standard" and lasted until 1601 when a "62 shilling standard" was introduced, reducing the penny's weight to 7 2331 grains. Throughout this period, the size and value of the gold coinage fluctuated considerably.


          


          Expanding to Scotland


          In 1603, the crowns of England and Scotland were joined but the governments and currencies remained separate. However, the pound scots, which had begun equal to sterling but had suffered far higher devaluation, was pegged to sterling at a value of 12 pounds scots = 1 pound sterling. In 1707, with the union of the two kingdoms to form Great Britain, the pound scots was replaced by sterling at the same value.


          


          Unofficial gold standard


          In 1663, a new gold coinage was introduced based on the 22 carat fine guinea. Fixed in weight at 44 to the troy pound from 1670, this coin's value varied considerably until 1717, when it was fixed at 21 shillings. However, despite the efforts of Sir Isaac Newton, Master of the Mint, to reduce the guinea's value, this valuation overvalued gold relative to silver when compared to the valuations in other European countries. British merchants sent silver abroad in payments whilst goods for export were paid for with gold. As a consequence, silver flowed out of the country and gold flowed in, leading to a situation where Great Britain was effectively on a gold standard. In addition, a chronic shortage of silver coins developed.


          


          Establishment of a modern currency


          The Bank of England was formed in 1694, followed by the Bank of Scotland a year later. Both began to issue paper money, with the issues of the Bank of England gaining greater importance after 1707. During the Revolutionary and Napoleonic wars, Bank of England notes were legal tender and their value floated relative to gold. The Bank also issued silver tokens to alleviate the shortage of silver coins.


          


          The gold standard


          In 1816, the gold standard was adopted officially, with the silver standard reduced to 66 shillings, rendering silver coins a "token" issue (i.e., not containing their value in precious metal). In 1817, the sovereign was introduced. Struck in 22 carat gold, it contained 113 grains of gold and replaced the guinea as the standard British gold coin without changing the gold standard. In 1825, the Irish pound, which had been pegged to sterling since 1701 at a rate of 13 pounds Irish = 12 pounds sterling, was replaced, at the same rate, with sterling.


          During the 19th and early 20th centuries, many other countries adopted the gold standard. As a consequence, conversion rates between different currencies could be determined simply from the respective gold standards. The pound sterling was equal to 4.886 U.S. dollars, 25.22 French francs (or equivalent currencies in the Latin Monetary Union), 20.43 German Marks or 24.02 Austro-Hungarian Krones. Discussions took place following the 1865 International Monetary Conference in Paris concerning the possibility of the UK joining the Latin Monetary Union and a Royal Commission on International Coinage examined the issues, resulting in a decision against joining monetary union.


          The gold standard was suspended at the outbreak of the war, with Bank of England and Treasury notes becoming legal tender. Prior to World War I, the United Kingdom had one of the world's strongest economies, holding 40% of the world's overseas investments. However, by the end of the war the country owed 850 million, mostly to the United States, with interest costing the country some 40% of all government spending. In an attempt to resume stability, a variation on the gold standard was reintroduced in 1925, under which the currency was fixed to gold at its pre-war peg, although people were only able to exchange their currency for gold bullion, rather than for coins. This was abandoned on 21 September 1931, during the Great Depression, and sterling suffered an initial devaluation of some 25%.


          


          Use in the Empire


          Sterling circulated in much of the British Empire. In some parts, it was used alongside local currencies. For example, the gold sovereign was legal tender in Canada despite the use of the Canadian dollar. Several colonies and dominions adopted the pound as their own currency. These include the Australian, British West African, Cypriot, Fijian, Jamaican, New Zealand, South African and Southern Rhodesian pounds. Some of these pounds retained parity with sterling throughout their existence (e.g. the South African pound), whilst others deviated from parity after the end of the gold standard (e.g. the Australian pound). These currencies and others tied to sterling constituted the Sterling Area.


          


          Bretton Woods


          In 1940, an agreement with the U.S.A. pegged the pound to the U.S. dollar at a rate of 1 pound = 4.03 dollars. This rate was maintained through the Second World War and became part of the Bretton Woods system which governed post-war exchange rates. Under continuing economic pressure, and despite months of denials that it would do so, on 19 September 1949, the government devalued the pound by 30.5%, to 2.8 dollars. The move prompted several other currencies to be devalued against the dollar.


          In the mid-1960s, the pound came under renewed pressure since the exchange rate against the dollar was considered too high. In the summer of 1966, with the value of the pound falling in the currency markets, exchange controls were tightened by the Wilson government. Among the measures, tourists were banned from taking more than 50 out of the country, until the restriction was lifted in 1979. The pound was eventually devalued by 14.3% to 2.4 dollars on 18 November 1967.


          


          Decimalisation


          On 15 February 1971, the U.K. decimalized, replacing the shilling and penny with a single subdivision, the new penny. The word new was used on coins until 1981.


          


          The free-floating pound


          With the break down of the Bretton Woods system  not least because mainly British currency dealers had created a substantial Eurodollar market which made the U.S. dollar's gold standard harder for its government to maintain  the pound was floated in the early 1970s and so became subject to a market appreciation. The Sterling Area effectively ended at this time when the majority of its members also chose to float freely against the pound and the dollar.


          A further crisis followed in 1976, when it was apparently leaked that the International Monetary Fund (IMF) thought that the pound should be set at US$1.50, and as a result the pound fell to $1.57, and the government decided it had to borrow 2.3 billion from the IMF. In the early 1980's the pound moved above the $2 level as interest rates rose in response to the monetarist policy of targeting money supply and a high exchange rate was widely blamed for the deep recession of 1981. At its lowest, the pound stood at just US$1.05 in February 1985, before returning to the US$2 level in the early 1990's.


          


          Following the Deutsche Mark


          In 1988, Margaret Thatcher's Chancellor of the Exchequer Nigel Lawson decided that the pound should "shadow" the West German Deutsche Mark, with the unintended result of a rapid rise in inflation as the economy boomed due to inappropriately low interest rates. (For ideological reasons, the Conservative Government declined to use alternative mechanisms to control the explosion of credit. Former Prime Minister Ted Heath referred to Lawson as a "one club golfer".)


          


          Following the European currency unit


          On 8 October 1990 the Conservative government decided to join the European Exchange Rate Mechanism (ERM), with the pound set at DM 2.95. However, the country was forced to withdraw from the system on  Black Wednesday ( 16 September 1992) as Britains economic performance made the exchange rate unsustainable. Speculator George Soros famously made approximately US$1 billion from shorting the pound.


          Black Wednesday saw interest rates jump from 10%, to 12%, and then finally to 15% in an unsuccessful attempt to stop the pound from falling below the ERM limits. The exchange rate fell to DM2.20. Proponents of a lower GBP/DM exchange rate were vindicated as the cheaper pound encouraged exports and contributed to the economic prosperity of the 1990s. Since early 2005, the / rate has returned to an average of about 1.00:1.46, which is equivalent to DM2.85.


          


          Following inflation targets


          In 1997, the newly-elected Labour government handed over day-to-day control of interest rates to the Bank of England (a policy that had originally been advocated by the Liberal Democrats). The Bank is now responsible for setting its base rate of interest so as to keep inflation in the consumer price index very close to 2%. Should CPI inflation be more than one percentage point above or below the target, the governor of the Bank of England is required to write an open letter to the Chancellor of the Exchequer explaining the reasons for this and the measures which will be taken to bring this measure of inflation back in line with the 2% target. On 17 April 2007, CPI inflation was reported at 3.1% (inflation of the retail price index was 4.8%). Accordingly, and for the first time, the Governor had to write publicly to the government explaining why inflation was more than one percentage point higher than its target.


          


          The euro


          As a member of the European Union, the United Kingdom has the option of adopting the euro as its currency. However, the subject remains politically controversial, not least since the United Kingdom was forced to withdraw from its precursor, the European Exchange Rate Mechanism (see above), having entered the system at the wrong fixed exchange rate. The Prime Minister, Gordon Brown, when Chancellor of the Exchequer ruled out membership for the foreseeable future, saying that the decision not to join had been right for Britain and for Europe .


          The government of former Prime Minister, Tony Blair, had pledged to hold a public referendum for deciding membership should " five economic tests" be met to ensure that adoption of the euro would be in the national interest. In addition to this own internal (national) criteria, the UK has to meet the EU's economic convergence criteria (Maastricht criteria), before being allowed to adopt the euro. Currently, the UK's annual government deficit to the GDP is above the defined threshold. As of February 2005, more than half (55%) of the UK were against adopting the currency (with 30% in favour). The idea of replacing the pound with the euro has been controversial with the British public because of its identity as a symbol of British sovereignty and because it would, according to some critics, lead to suboptimal interest rates, harming the British economy.


          The pound did not join the Second European Exchange Rate Mechanism (ERM II) after the euro was created. Denmark and the UK have unique opt-outs from entry to the euro. Technically, every other EU nation must eventually sign up; however, this can be delayed indefinitely (as in the case of Sweden) by refusing to join ERM II.


          The Scottish Conservative Party claims that there is an issue in Scotland that the adoption of the euro would mean the end of regionally distinctive banknotes, as the European Central Bank do not permit national or sub-national designs of the banknotes. The Scottish National Party does not see this as a significant issue, since an independent Scotland would have nationally distinctive coins, and its party policy includes entry into the single currency.


          On 1 January 2007, the British sovereign bases on Cyprus (Akrotiri and Dhekelia) began using the euro (along with the rest of Cypriot controlled Cyprus).


          


          Current strength


          Although the pound and euro are not fixed to one another, there are often long periods where the pound and the euro move in sync, although since the middle of 2006 this correlation has weakened. Inflation concerns in the UK led the Bank of England to hike interest rates in late 2006 and during 2007, causing sterling to rise to its highest rate against the euro since January 2003. This has had a knock on effect versus other major currencies, and the pound hit a 15 year high against the US dollar on April 18, 2007, having gone through the US$2 level for the first time since 1992 the day before. Since then the pound has continued to strengthen against the dollar, as have many other world currencies, and hit a new 26 year high of $2.11610 on November 07, 2007.


          


          Coins


          


          Pre-decimal


          The silver penny was the principal and often sole coin in circulation from the 8th century until 13th century. Although some fractions of the penny were struck (see farthing and halfpenny), it was more common to find pennies cut into halves and quarters to provide smaller change. Very few gold coins were struck, with the gold penny (worth 20 silver pence) a rare example. However, in 1279, the groat, worth 4 pence was introduced, with the half groat following in 1344. 1344 also saw the establishment of a gold coinage with the introduction (after the failed gold florin) of the noble worth 6 shillings 8 pence (⅓ pound, 80 pence), together with the half and quarter noble. Reforms in 1464 saw a reduction in value of the coinage in both silver and gold, with the noble renamed the ryal and worth 10 shillings and the angel introduced at the noble's old value of 6 shillings 8 pence.


          The reign of Henry VII saw the introduction of two important coins, the shilling (known as the testoon) in 1487 and the pound (known as the sovereign) in 1489. In 1526, several new denominations of gold coins were added, including the crown and half crown worth 5 shillings and 2 shillings 6 pence. Henry VIII's reign (1509-1547) saw a high level of debasement which continued into the reign of Edward VI (1547-1553). However, this debasement was halted in 1552 and a new silver coinage was introduced, including coins for 1, 2, 3, 4 and 6 pence, 1, 2 and 5 shillings. The reign of Elizabeth I (1558-1603) saw the addition of silver  and 1 pence coins, although these denominations did not last. Gold coins included the half crown, crown, angel, half sovereign and sovereign. Elizabeth's reign also saw the introduction of the horse-drawn screw press to produce the first "milled" coins.


          Following the succession of the Scottish King James VI to the English throne, a new gold coinage was introduced, including the spur ryal (15 shillings), the unite (20 shillings) and the rose ryal (30 shillings). The laurel, worth 20 shillings, followed in 1619. The first base metal coins were also introduced, tin and copper farthings. Copper halfpennies coins followed in the reign of Charles I During the English Civil War, a number of siege coinages were produced, often in unusual denominations.


          Following the restoration of the monarchy in 1660, the coinage was reformed, with the ending of production of hammered coins in 1662. The guinea was introduced in 1663, soon followed by the , 2 and 5 guinea coins. The silver coinage consisted of denominations of 1, 2, 3, 4 and 6 pence, 1, 2 and 5 shillings. Due to the widespread export of silver in the 18th century, the production of silver coins gradually came to a halt, with the half crown and crown not issued after the 1750's, the 6 pence and shilling stopping production in the 1780's. One response was the introduction of the copper 1 and 2 pence coins and the gold ⅓ guinea (7 shillings) in 1797. The copper penny was the only one of these coins to survive long.


          To alleviate the shortage of silver coins, between 1797 and 1804, the Bank of England counterstamped Spanish dollars (8 reales) and other Spanish and Spanish colonial coins for circulation. A small counterstamp of the King's head was used. Until 1800, these circulated at a rate of 4 shillings 9 pence for the 8 reales. After 1800, a rate of 5 shillings for the 8 reales was used. The Bank then issued silver tokens for 5 shillings (struck over Spanish dollars) in 1804, followed by tokens for 1 and 3 shillings between 1811 and 1816.


          In 1816, a new silver coinage was introduced in denominations of 6 pence, 1, 2 and 5 shillings. The crown was only issued intermittently until 1900. It was followed by a new gold coinage in 1817 consisting of 10 shillings and 1 pound coins, known as the half sovereign and sovereign. The silver 4 pence coin was reintroduced in 1836, followed by the 3 pence in 1838, with the 4 pence only issued for colonial use after 1855. In 1848, the 2 shilling florin was introduced, followed by the short-lived double florin in 1887. In 1860, copper was replaced by bronze in the farthing, halfpenny and penny.


          During the First World War, production of the half sovereign and sovereign was suspended and, although the gold standard was restored, the coins saw little circulation again. In 1920, the silver standard, maintained at .925 since 1552, was reduced to .500. In 1937, a nickel-brass 3 pence was introduced, with the last silver 3 pence coins issued seven years later. In 1947, the remaining silver coins were replaced with cupro-nickel. Inflation caused the farthing to cease production in 1956 and be demonetized in 1960. In the run up to decimalization, the halfpenny and half crown were demonetized in 1969.


          


          Decimal


          
            
              	1 coin (Welsh design, 2000)
            


            
              	[image: ] Image:1pound2000back.jpg
            


            
              	Queen Elizabeth II

              	Welsh dragon
            

          


          The first decimal coins were introduced in 1968. These were cupro-nickel 5 and 10 new pence coins which were equivalent to and circulated alongside the 1 and 2 shillings coins. The curved equilateral heptagonal, cupro-nickel 50 new pence coin replaced the 10 shillings note in 1969. The decimal coinage was completed in 1971 with the introduction of the bronze , 1 and 2 new pence coins and the withdrawal of the 1 and 3 "old" pence coins. 6 pence coins circulated at a value of 2 new pence until 1980. In 1982, the word "new" was dropped from the coinage and a 20 pence coin was introduced, followed by a 1 pound coin in 1983. The  penny coin was last produced in 1983 and demonetized in 1984. The 1990's saw the replacement of bronze with copper-plated steel and the reduction in size of the 5, 10 and 50 pence coins. The bi-metallic two pounds coin was introduced in 1998.


          


          Legal tender and regional issues


          Legal tender in the UK means (according to the Royal Mint) "that a debtor cannot successfully be sued for non-payment if he pays into court in legal tender. It does not mean that any ordinary transaction has to take place in legal tender or only within the amount denominated by the legislation. Both parties are free to agree to accept any form of payment whether legal tender or otherwise according to their wishes. In order to comply with the very strict rules governing an actual legal tender it is necessary, for example, actually to offer the exact amount due because no change can be demanded."


          Throughout the U.K., 1 and 2 pounds coins are legal tender for any amount, with the other coins being legal tender only for limited amounts. In England and Wales, Bank of England notes are also legal tender for any amount. In Scotland and Northern Ireland, no banknotes are currently legal tender, although Bank of England 10 shilling and 1 pound notes were legal tender, as were Scottish banknotes during World War II (Currency (Defence) Act 1939; this status was withdrawn on January 1, 1946). However, the banks have made deposits with the Bank of England to cover the bulk of their note issues. In the Channel Islands and Isle of Man, the local variations on the banknotes are legal tender in their respective jurisdiction.


          Scottish, Northern Irish, Channel Islands and Manx notes are sometimes rejected by shops when used in England. British shopkeepers can choose to reject any payment, even if it would be legal tender in that jurisdiction, because no debt exists when the offer of payment is made at the same time as the offer of goods or services. When settling a restaurant bill after consuming the meal, or other debt the laws of legal tender do apply, but usually any reasonable method of settling the debt (such as credit card or cheque) will be accepted.


          Commemorative five pound and twenty-five pence ("crown") coins, rarely seen in circulation, are legal tender, as are the bullion coins issued by the Mint.


          
            
              	Coin

              	Maximum usable as legal tender
            


            
              	5 (post-1990 Crown)

              	unlimited
            


            
              	2

              	unlimited
            


            
              	1

              	unlimited
            


            
              	50p

              	10
            


            
              	25p (pre-1990 Crown)

              	10
            


            
              	20p

              	10
            


            
              	10p

              	5
            


            
              	5p

              	5
            


            
              	2p

              	20p
            


            
              	1p

              	20p
            

          


          


          On the value of British money


          In 2006 the House of Commons Library published a document which included an index of the value of the pound for each year between 1750 and 2005, where the value in 1974 was indexed at 100. (This was an update of earlier documents published in 1998 and 2003.)


          Regarding the period 17501914 the document states: "Although there was considerable year on year fluctuation in price levels prior to 1914 (reflecting the quality of the harvest, wars, etc.) there was not the long-term steady increase in prices associated with the period since 1945". It goes on to say that "Since 1945 prices have risen in every year with an aggregate rise of over 27 times."


          The value of the index in 1750 was 5.1, increasing to a peak of 16.3 in 1813 before declining very soon after the end of the Napoleonic Wars to around 10.0 and remaining in the range 8.510.0 at the end of the nineteenth century. The index was 9.8 in 1914 and peaked at 25.3 in 1920, before declining again to 15.8 in 1933 and 1934prices were only about three times as high as they had been 180 years earlier.


          Inflation had a dramatic effect during and after World War IIthe index was 20.2 in 1940, 33.0 in 1950, 49.1 in 1960, 73.1 in 1970, 263.7 in 1980, 497.5 in 1990, 671.8 in 2000 and 757.3 in 2005.


          


          Value against other currencies


          The pound is freely bought and sold on the foreign exchange markets around the world, and its value relative to other currencies therefore fluctuates (rising when traders buy pounds, falling when traders sell pounds). It has traditionally been among the highest-valued of all base currency units in the world. On 10 January 2008, one pound was worth US$1.96 or 1.33.


          
            	Historical exchange rates (since 1990) are given in Exchange rates section of the Economy of the United Kingdom entry.


            	Current wholesale exchange rates between sterling and other currencies can be viewed here.

          


          


          The pound as a major international reserve currency


          Sterling is used as a reserve currency around the world and is presently ranked third in amount held as reserves. The percentage which pounds make up of total reserves has increased over recent years, due in part to the stability of the British economy and government, gradual increase in value against many currencies and relatively high interest rates compared to other major currencies such as the dollar, euro and yen.
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              	Sources:1995-1999, 2006-2007 IMF: Currency Composition of Official Foreign Exchange Reserves PDF(80KB)
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            Current GBP exchange rates
          


          
            
              	Use Yahoo! Finance:
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              	Use XE.com:
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              	Use OANDA.com:
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          For exchange rate trends since 1990, see Economy of the United Kingdom#Exchange rates.
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          Poverty is the condition of lacking full economic access to fundamental human needs such as food, shelter and safe drinking water. While some define poverty primarily in economic terms, others consider social and political arrangements to be intrinsic. Causes, effects, and measurement of poverty directly influences the design and implementation of poverty reduction programs, and is thus important to the fields of international development and public administration. Although poverty is generally considered to be undesirable, because of the pain and suffering that may accompany it, in certain spiritual contexts, it may be seen as a virtue because voluntary poverty involves the renunciation of material goods.


          Poverty is a condition which may affect individuals or collective groups, and is not confined to the developing nations. In some developed countries, examples include homelessness and ghettos.


          The book "The World Bank" by David Moore argues that some analyses of poverty reflect pejorative and sometimes racialized stereotypes of impoverished people as powerless victims, and passive recipients of aid programs.


          


          Measuring poverty
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          When measured, poverty may be absolute or relative poverty. Absolute poverty refers to a set standard which is consistent over time and between countries. An example of an absolute measurement would be the percentage of the population eating less food than is required to sustain the human body (approximately 2000-2500 calories per day for an adult male).


          Economic aspects of poverty may focus on material needs, typically including the necessities of daily living, such as food, clothing, shelter, or safe drinking water. Poverty in this sense may be understood as a condition in which a person or community is deprived of the basic needs for a minimum standard of well-being and life, particularly as a result of a persistent lack of wealth and income, or wealth and income disparities.


          Analysis of social aspects of poverty links conditions of scarcity to aspects of the distribution of resources and power in a society and recognizes that poverty may be a function of the diminished "capability" of people to live the kinds of lives they value. The social aspects of poverty may include lack of access to information, education, health care, or political power. Poverty may also be understood as an aspect of unequal social status and inequitable social relationships, experienced as social exclusion, dependency, and diminished capacity to participate, or to develop meaningful connections with other people in society.


          The World Bank's "Voices of the Poor," based on research with over 20,000 poor people in 23 countries, identifies a range of factors which poor people identify as part of poverty. These include:


          
            	precarious livelihoods


            	excluded locations


            	physical limitations


            	gender relationships


            	problems in social relationships


            	lack of security


            	abuse by those in power


            	disempowering institutions


            	limited capabilities, and


            	weak community organizations.

          


          The World Bank defines extreme poverty as living on less than US$ ( PPP) 1 per day, and moderate poverty as less than $2 a day, estimating that "in 2001, 1.1 billion people had consumption levels below $1 a day and 2.7 billion lived on less than $2 a day." The proportion of the developing world's population living in extreme economic poverty fell from 28 percent in 1990 to 21 percent in 2001. Looking at the period 1981-2001, the percentage of the world's population living on less than $1 per day has halved.


          However, most of this improvement has occurred in East and South Asia. In East Asia the World Bank reports that "The poverty headcount rate at the $2-a-day level is estimated to have fallen to about 27 percent, down from 29.5 percent in 2006 and 69 percent in 1990."


          In Sub-Saharan Africa GDP/capita shrank by 14 percent and extreme poverty increased from 41 percent in 1981 to 46 percent in 2001, increasing the number of people living in poverty from 231 million to 318 million.


          Other regions have seen little change. In the early 1990s the transition economies of Eastern Europe and Central Asia experienced a sharp drop in income. Poverty rates rose to 6 percent at the end of the decade before beginning to recede.


          World Bank data shows that the percentage of the population living in households with consumption or income per person below the poverty line has decreased in each region of the world since 1999:


          
            
              	Region

              	1990

              	2002

              	2004
            


            
              	East Asia and Pacific

              	15.40%

              	12.33%

              	9.07%
            


            
              	Europe and Central Asia

              	3.60%

              	1.28%

              	0.95%
            


            
              	Latin America and the Caribbean

              	9.62%

              	9.08%

              	8.64%
            


            
              	Middle East and North Africa

              	2.08%

              	1.69%

              	1.47%
            


            
              	South Asia

              	35.04%

              	33.44%

              	30.84%
            


            
              	Sub-Saharan Africa

              	46.07%

              	42.63%

              	41.09%
            

          


          There are various criticisms of these measurements. Shaohua Chen and Martin Ravallion note that although "a clear trend decline in the percentage of people who are absolutely poor is evident, although with uneven progress across regions...the developing world outside China and India has seen little or no sustained progress in reducing the number of poor". However, since the world's population has increased, if instead looking at the percentage living on less than $1/day, and if excluding China and India, then this percentage has decreased from 31.35% to 20.70% between 1981 and 2004.


          Other human development indicators are also improving. Life expectancy has greatly increased in the developing world since WWII and is starting to close the gap to the developed world where the improvement has been smaller. Even in Sub-Saharan Africa, the least developed region, life expectancy increased from 30 years before World War II to a peak of about 50 years before the HIV pandemic and other diseases started to force it down to the current level of 47 years. Child mortality has decreased in every developing region of the world. The proportion of the world's population living in countries where per-capita food supplies are less than 2,200 calories (9,200 kilojoules) per day decreased from 56% in the mid-1960s to below 10% by the 1990s. Between 1950 and 1999, global literacy increased from 52% to 81% of the world. Women made up much of the gap: Female literacy as a percentage of male literacy has increased from 59% in 1970 to 80% in 2000. The percentage of children not in the labor force has also risen to over 90% in 2000 from 76% in 1960. There are similar trends for electric power, cars, radios, and telephones per capita, as well as the proportion of the population with access to clean water.


          Relative poverty views poverty as socially defined and dependent on social context. Income inequality is a relative measure of poverty. A relative measurement would be to compare the total wealth of the poorest one-third of the population with the total wealth of richest 1% of the population. There are several different income inequality metrics. One example is the Gini coefficient.


          Income inequality for the world as a whole is diminishing. A 2002 study by Xavier Sala-i-Martin finds that this is driven mainly, but not fully, by the extraordinary growth rate of the incomes of the 1.2 billion Chinese citizens. However, unless Africa achieves economic growth, then China, India, the OECD and the rest of middle-income and rich countries will increase their relative advantage, and global inequality will rise.


          The 2007 World Bank report "Global Economic Prospects" predicts that in 2030 the number living on less than the equivalent of $1 a day will fall by half, to about 550 million. An average resident of what we used to call the Third World will live about as well as do residents of the Czech or Slovak republics today. However, much of Africa will have difficulty keeping pace with the rest of the developing world and even if conditions there improve in absolute terms, the report warns, Africa in 2030 will be home to a larger proportion of the world's poorest people than it is today. However, economic growth has increased rapidly in Africa after the year 2000.


          In many developed countries the official definition of poverty used for statistical purposes is based on relative income. As such many critics argue that poverty statistics measure inequality rather than material deprivation or hardship. For instance, according to the U.S. Census Bureau, 46% of those in "poverty" in the U.S. own their own home (with the average poor person's home having three bedrooms, with one and a half baths, and a garage). Furthermore, the measurements are usually based on a person's yearly income and frequently take no account of total wealth. The main poverty line used in the OECD and the European Union is based on "economic distance", a level of income set at 50% of the median household income. The US poverty line is more arbitrary. It was created in 1963-64 and was based on the dollar costs of the U.S. Department of Agriculture's "economy food plan" multiplied by a factor of three. The multiplier was based on research showing that food costs then accounted for about one third of the total money income. This one-time calculation has since been annually updated for inflation.


          


          Causes of poverty
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          Many different factors have been cited to explain why poverty occurs. However, no single explanation has gained universal acceptance. At the international level some emphasise global systemic causes, (such as trade, aid and debt, the focus of the Make Poverty History campaign), while others point to national level deficiencies of public administration and financial management, the focus of the Good Governance agenda of the international financial institutions. At the national level, some point to personal factors, such as drug use, work ethic and education level as the main cause of poverty, while others indicate inadequate social services and policies biased in favour of the wealthy and social elite, as a cause of enduring poverty.


          Other factors include:


          Environmental Factors


          
            	Intensive farming often leads to a vicious cycle of exhaustion of soil fertility and decline of agricultural yields and thence increased poverty.


            	Deforestation as exemplified by the widespread rural poverty in China that began in the early 20th century and is attributed to non-sustainable tree harvesting.


            	Natural factors such as the climate or environment


            	Geographic factors, for example access to fertile land, fresh water, minerals, energy, and other natural resources. Presence or absence of natural features helping or limiting communication, such as mountains, deserts, sailable rivers, or coastline. Historically, geography has prevented or slowed the spread of new technology to areas such as the Americas and Sub-Saharan Africa. The climate also limits what crops and farm animals may be used on similarly fertile lands.


            	On the other hand, research on the resource curse has found that countries with an abundance of natural resources creating quick wealth from exports tend to have less long-term prosperity than countries with less of these natural resources.

          


          Economics


          
            	In a wage-based economic system, lack of access to jobs at appropriately skilled levels can deprive individuals of essential income and undermine human dignity and sense of worth..


            	Capital flight by which the wealthy in a society shift their assets to off-shore tax havens deprives nations of revenue needed to break the vicious cycle of poverty.


            	Weakly entrenched formal systems of title to private property are seen by writers such as Hernando de Soto as a limit to economic growth and therefore a cause of poverty.


            	Communists see the institution of property rights itself as a cause of poverty.


            	Unfair terms of trade, in particular, the very high subsidies to and protective tariffs for agriculture in the developed world, is seen as a major cause of enduring poverty in developing countries heavily reliant on commodity exports.


            	Low wages can undermine the ability of households to save and thus make them less resilient to shocks in the economy and more vulnerable to poverty.

          


          Health Care


          
            	Poor access to affordable health care makes individuals less resilient to economic hardship and more vulnerable to poverty.


            	Inadequate nutrition in childhood, itself an effect of poverty, undermines the ability of individuals to develop their full human capabilities and thus makes them more vulnerable to poverty. Lack of essential minerals such as iodine and iron can impair brain development. It is estimated that 2 billion people (one-third of the total global population) are affected by iodine deficiency, including 285 million 6- to 12-year-old children. In developing countries, it is estimated that 40% of children aged 4 and under suffer from anaemia because of insufficient iron in their diets. See also Health and intelligence.


            	Disease, specifically diseases of poverty: AIDS, malaria, and tuberculosis and others overwhelmingly afflict developing nations, which perpetuate poverty by diverting individual, community, and national health and economic resources from investment and productivity. Further, many tropical nations are affected by parasites like malaria, schistosomiasis, and trypanosomiasis that are not present in temperate climates. The Tsetse fly makes it very difficult to use many animals in agriculture in afflicted regions.


            	Clinical depression undermines the resilience of individuals and when not properly treated makes them vulnerable to poverty.


            	Similarly substance abuse, including for example alcoholism and drug abuse when not properly treated undermines resilience and can consign people to vicious poverty cycles.

          


          Governance


          
            	the governance effectiveness of governments has a major impact on the delivery of socioeconomic outcomes for poor populations


            	Weak rule of law can discourage investment and thus perpetuate poverty.


            	Poor management of resource revenues can mean that rather than lifting countries out of poverty, revenues from such activities as oil production or gold mining actually leads to a resource curse.


            	Failure by governments to provide essential infrastructure worsens poverty..


            	Poor access to affordable education traps individuals and countries in cycles of poverty.


            	High levels of corruption undermine efforts to make a sustainable impact on poverty. In Nigeria, for example, more than $400 billion was stolen from the treasury by Nigeria's leaders between 1960 and 1999.

          


          Demographics and Social Factors


          
            	Overpopulation and lack of access to birth control methods. Note that population growth slows or even become negative as poverty is reduced due to the demographic transition.


            	Crime, both white-collar crime and blue-collar crime.


            	Historical factors, for example imperialism and colonialism


            	Brain drain


            	Matthew effect: the phenomenon, widely observed across advanced welfare states, that the middle classes tend to be the main beneficiaries of social benefits and services, even if these are primarily targeted at the poor.


            	Cultural causes, which attribute poverty to common patterns of life, learned or shared within a community. For example, Max Weber argued that the Protestant work ethic contributed to economic growth during the industrial revolution.


            	War, including civil war, genocide, and democide.


            	Discrimination of various kinds, such as age discrimination, stereotyping, gender discrimination, racial discrimination, caste discrimination.


            	Individual beliefs, actions and choices.

          


          


          Effects of poverty
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          Some effects of poverty may also be causes, as listed above, thus creating a " poverty cycle" operating across multiple levels, individual, local, national and global.


          Those living in poverty and lacking access to essential health services, suffering hunger or even starvation, experience mental and physical health problems which make it harder for them to improve their situation. One third of deaths - some 18 million people a year or 50,000 per day - are due to poverty-related causes: in total 270 million people, most of them women and children, have died as a result of poverty since 1990. Those living in poverty suffer lower life expectancy. Every year nearly 11 million children living in poverty die before their fifth birthday. Those living in poverty often suffer from hunger. 800 million people go to bed hungry every night. Poverty increases the risk of homelessness. Increased risk of drug abuse may also be associated with poverty.


          Those living in poverty may suffer social isolation and rates of suicide may increase in conditions of poverty. Death of a breadwinner may decrease a household's resilience to poverty conditions and cause a dramatic worsening in their situation. Low income levels and poor employent opportunities for adults in turn create the conditions where households can depend on the income of child members. An estimated 218 million children aged 5 to 17 are in child labor worldwide, excluding child domestic labor. Lacking viable employment opportunities those living in poverty may also engage in the informal economy, or in criminal activity, both of which may on a larger scale discourage investment in the economy, further perpetuating conditions of poverty.


          Low income and wealth levels undermine the ability of governments to levy taxes for public service provision, adding to the 'vicious circle' connecting the causes and effects of poverty. Lack of essential infrastructure, poor education and health services, and poor sanitation contribute to the perpetuation of poverty. Poor access to affordable public education can lead to low levels of literacy, further entrenching poverty. Weak public service provision and high levels of poverty can increase states' vulnerability to natural disasters and make states more vulnerable to shocks in the international economy, such as those associated with rising fuel prices, or declining commodity prices.


          The capacity of the state is further undermined by the problem that people living in poverty may be more vulnerable to extremist political persuasion, and may feel less loyalty to a state unable to deliver basic services. For these reasons conditions of poverty may increase the risk of political violence, terrorism, war and genocide, and may make those living in poverty vulnerable to human trafficking, internal displacement and exile as refugees. Countries suffering widespread poverty may experience loss of population, particularly in high-skilled professions, through emigration, which may further undermine their ability to improve their situation.


          


          Poverty reduction


          In politics, the fight against poverty is usually regarded as a social goal and many governments have institutions or departments dedicated to tackling poverty. One of the main debates in the field of poverty reduction is around the question of how actively the state should manage the economy and provide public services to tackle the problem of poverty. In the nineties, international development policies focused on a package of measures known as the Washington Consensus which involved reducing the scope of state activities, and reducing state intervention in the economy, reducing trade barriers and opening economies to foreign investment. In the current decade, the importance of strong and functioning states to poverty reduction is more widely recognised. Vigorous debate over these issues continues however, and most poverty reduction programs attempt to increase both the competitiveness of the economy and the viability of the state.


          


          International economic policy
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          Free Trade


          What could broadly be called free market reforms represent one strategy for reducing poverty. For example, noted reductions in poverty in the 20th century have been in India and China, where hundreds of millions of people in the two countries grew out of poverty, mostly as a result of the abandonment of collective farming in China and the cutting of government red tape in India. This was critical in fostering their dramatic economic growth. However, UN economists argue that for the market reforms to work, good infrastructure is needed, and for that the role of a strong state is important. For example, today, China is investing in railways, roads, ports and rural telephony in various African countries as part of its formula for economic development.


          
            	The anti-poverty strategy of the World Bank depends heavily on reducing poverty through the promotion of economic growth. The World Bank argues that an overview of many studies shows that:

              
                	Growth is fundamental for poverty reduction, and in principle growth as such does not affect inequality.


                	Growth accompanied by progressive distributional change is better than growth alone.


                	High initial income inequality is a brake on poverty reduction.


                	Poverty itself is also likely to be a barrier for poverty reduction; and wealth inequality seems to predict lower future growth rates.

              

            


            	The Global Competitiveness Report, the Ease of Doing Business Index, and the Index of Economic Freedom are annual reports, often used in academic research, ranking the worlds nations on factors argued to increase economic growth and reduce poverty.


            	Business groups see the reduction of barriers to the creation of new businesses , or reducing barriers for existing business, as having the effect of bringing more people into the formal economy.

          


          


          Fair Trade


          Developing countries face a range of obstacles to trading competitively on international markets which are the focus of the 'fair trade' campaign associated with the global Make Poverty History campaign. Almost half of the budget of the European Union for example is directed to agricultural subsidies, which primarily benefit large multinational agribusinesses who form a powerful lobby. Japan gave 47 billion dollars in 2005 in subsidies to its agricultural sector, nearly four times the amount it gave in total foreign aid. The US gives 3.9 billion dollars each year in subsidies to its cotton sector, including 25,000 growers, three times more in subsidies than the entire USAID budget for Africas 500 million people. Critics argue that agricultural subsidies in the developed world drain taxation revenue, increase the end-prices paid by consumers, and discourage efficiency improvements, while retaliatory trade barriers unfairly undermine the competitiveness of agricultural and other exports in those industries in which developing countries would otherwise have a significant comparative advantages.


          Lack of trade barriers on incoming (often highly subsidized) goods from wealthier countries is also considered by some economists a driver of poverty. Most countries have some history of import substitution and direct government protection of and investment in local industries. Reducing tariff receipts can lower a major source of government revenue & spending, while raising tariffs may improve the terms of trade for the poor.


          


          Direct aid


          
            	The government can directly help those in need through cash transfers. This has been applied with mixed results in most Western societies during the 20th century in what became known as the welfare state. Especially for those most at risk, such as the elderly and people with disabilities.


            	Cash transfers to the poor are increasingly being used as a tool by governments and international NGOs in the fight against poverty.


            	Private charity. Systems to encourage direct transfers to the poor by citizens organised into voluntary or not-for-profit groupings are often encouraged by the state through charitable trusts and tax deduction arrangements.

          


          


          Improving the environment and access of the poor


          Numerous methods have been adduced to upgrade the situation of those in poverty. Some of these mechanisms are:


          
            	Subsidized housing development.


            	Education, especially that directed at assisting the poor to produce food in underdeveloped countries.


            	Family planning to limit the numbers born into poverty and allow family incomes to better cover the existing family.


            	Subsidized health care.


            	Assistance in finding employment.


            	Subsidized employment (see also Workfare).


            	Encouragement of political participation and community organizing.

          


          



          


          Millennium Development Goals
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          Eradication of extreme poverty and hunger by 2015 is the first Millennium Development Goal. In addition to broader approaches, the Sachs Report (for the UN Millennium Project) proposes a series of "quick wins", approaches identified by development experts which would cost relatively little but could have a major constructive effect on world poverty. The quick wins are:


          
            	Directly assisting local entrepreneurs to grow their businesses and create jobs.


            	Access to information on sexual and reproductive health.


            	Action against domestic violence.


            	Appointing government scientific advisors in every country.


            	Deworming school children in affected areas.


            	Drugs for AIDS, tuberculosis, and malaria.


            	Eliminating school fees.


            	Ending user fees for basic health care in developing countries.


            	Free school meals for schoolchildren.


            	Legislation for womens rights, including rights to property.


            	Planting trees.


            	Providing soil nutrients to farmers in sub-Saharan Africa.


            	Providing mosquito nets.


            	Access to electricity, water and sanitation.


            	Supporting breast-feeding.


            	Training programs for community health in rural areas.


            	Upgrading slums, and providing land for public housing.

          


          



          


          Other approaches


          The Copenhagen Consensus was an attempt to rank global welfare improvement programs in terms of their urgency and cost-effectiveness: Direct Aid to combat HIV infection was the expert's top priority.


          Another method in helping to fight poverty is to have commodity exchanges that will supply necessary information about national and perhaps international markets to the poor who would then know what products and where it is sold will bring better profits. For example, in Ethiopia, remote farmers, who do not have this information, produce crops that may not bring the best profits. When they sell their products to a local trader, who then sells to another trader, and another, the cost of the food rises before it finally reaches the consumer in large cities. Economist, Gabre-Madhin proposes warehouses where farmers could have constant updates of the latest market prices, making the farmer think nationally, not locally. Each warehouse would have an independent neutral party that would test and grade the farmer's harvest, allowing traders in Addis Ababa, and potentially outside Ethiopia, to place bids on food, even if it is unseen. Thus, if the farmer gets five cents in one place he would get three times the price by selling it in another part of the country where there may be a drought.


          Some argue for a radical change of the economic system. There are several proposals for a fundamental restructuring of existing economic relations, and many of their supporters argue that their ideas would reduce or even eliminate poverty entirely if they were implemented. Such proposals have been put forward by both left-wing and right-wing groups: socialism, communism, anarchism, libertarianism, binary economics and participatory economics, among others.


          Proponents of such taxes argue that absolute or relative poverty can be reduced by progressive taxation, a wealth tax, and an inheritance tax.


          The IMF and member countries have produced Poverty Reduction Strategy papers or PRSPs.


          In his book The End of Poverty ( ISBN 1594200459), a prominent economist named Jeffrey Sachs laid out a plan to eradicate global poverty by the year 2025. Following his recommendations, international organizations are working to help eradicate poverty worldwide with intervention in the areas of housing, food, education, basic health, agricultural inputs, safe drinking water, transportation and communications.


          


          Voluntary poverty


          
            [image: St. Francis of Assisi renounces his worldly goods in a painting attributed to Giotto di Bondone.]

            
              St. Francis of Assisi renounces his worldly goods in a painting attributed to Giotto di Bondone.
            

          


          Among some individuals, such as ascetics, poverty is considered a necessary or desirable condition, which must be embraced in order to reach certain spiritual, moral, or intellectual states. Poverty is often understood to be an essential element of renunciation in religions such as Buddhism and Jainism, whilst in Roman Catholicism it is one of the evangelical counsels. Certain religious orders also take a vow of poverty. For example, the Franciscan orders have traditionally forgone all individual and corporate forms of ownership. However, while individual ownership of goods and wealth is forbidden for Benedictines, following the Rule of St. Benedict, the monastery itself may possess both goods and money, and throughout history some monasteries have become very rich indeed.


          In this context of religious vows, poverty may be understood as a means of self-denial in order to place oneself at the service of others; Pope Honorius III wrote in 1217 that the Dominicans "lived a life of voluntary poverty, exposing themselves to innumerable dangers and sufferings, for the salvation of others". However, following Jesus' warning that riches can be like thorns that choke up the good seed of the word ( Matthew 13:22), voluntary poverty is often understood by Christians as of benefit to the individual - a form of self-discipline by which one distances oneself from distractions from God.


          


          Etymology


          The words "poverty" and "poor" came from Latin pauper = "poor", which originally came from pau- and the root of pario, i.e. "giving birth to not much" and referred to unproductive farmland or livestock.
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            [image: Percentage of population by country living below the poverty line.]

            
              Percentage of population by country living below the poverty line.
            

          


          The poverty threshold, or poverty line, is the minimum level of income deemed necessary to achieve an adequate standard of living in a given country. In practice, like the definition of poverty, the official or common understanding of the poverty line is significantly higher in developed countries than in developing countries.


          Almost all societies have citizens living in poverty. The poverty threshold is useful as an economic tool with which to measure such people and consider socioeconomic reforms such as welfare and unemployment insurance to reduce poverty.


          Determining the poverty line is usually done by finding the total cost of all the essential resources that an average human adult consumes in one year. This approach is needs-based in that an assessment is made of the minimum expenditure needed to maintain a tolerable life. This was the original basis of the poverty line in the United States, whose poverty threshold has since been raised due to inflation. In developing countries, the most expensive of these resources is typically the rent required to live in an apartment. Economists thus pay particular attention to the real estate market and housing prices because of their strong influence on the poverty threshold.


          Individual factors are often used to account for various circumstances, such as whether one is a parent, elderly, a child, married, etc. The poverty threshold is adjusted each year. In 2007, in the United States of America, the poverty threshold for a single person under 65 was US$10,787; the threshold for a family group of four, including two children, was US$21,027.


          


          Defining poverty thresholds


          Poverty thresholds can be defined in different ways:


          
            	Social Security benefit based. If a government guarantees to make income up to some particular level then it may be presumed that that level is the poverty threshold. This is a problematic definition, because an uncharitable government may reduce the guaranteed income, thus reducing the incidence of poverty so defined while increasing the incidence of actual poverty.

          


          
            	A relative income line, related to some fraction of typical incomes. This excludes the wealthiest individuals from the calculation. For example, the OECD and the European Union uses 60% of national median equivalised household income.


            	A relative figure fixed in time and only adjusted for inflation - thus avoiding the possibility that if income inequality increases, then poverty may otherwise also increase.


            	When the World Bank calculates its "$1 a day" statistics, it uses a poverty threshold.


            	A basket of goods deemed neccessary to live at the socially accepted minimum, such as the U.S. government uses.

          


          


          Absolute poverty


          
            [image: Women washing clothes in a ditch alongside a main road in Mumbai, India.]

            
              Women washing clothes in a ditch alongside a main road in Mumbai, India.
            

          


          A measure of absolute poverty quantifies the number of people below a poverty threshold, and this poverty threshold is independent of time and place. For the measure to be absolute, the line must be the same in different countries, cultures, and technological levels. Such an absolute measure should look only at the individual's power to consume and it should be independent of any changes in income distribution. Such a measure is only possible when all consumed goods and services are counted and when PPP-exchange rates are used (see purchasing power parity). The intuition behind an absolute measure is that mere survival takes essentially the same amount of resources across the world and that everybody should be subject to the same standards if meaningful comparisons of policies and progress are to be made. Notice that if everyone's real income in an economy increases, and the income distribution does not change, absolute poverty will decline.


          Measuring poverty by an absolute threshold has the advantage of applying the same standard across different locations and time periods, making comparisons easier. On the other hand, it suffers from the disadvantage that any absolute poverty threshold is to some extent arbitrary; the amount of wealth required for survival is not the same in all places and time periods. For example, a person living in far northern Scandinavia requires a source of heat during colder months, while a person living on a tropical island does not.


          This type of measure is often contrasted with measures of relative poverty (see below), which classify individuals or families as "poor" not by comparing them to a fixed cutoff point, but by comparing them to others in the population under study.


          The term absolute poverty is also sometimes used as a synonym for extreme poverty.


          According to a UN declaration that resulted from the World Summit on Social Development in Copenhagen in 1995, absolute poverty is "a condition characterised by severe deprivation of basic human needs, including food, safe drinking water, sanitation facilities, health, shelter, education and information. It depends not only on income but also on access to services."


          David Gordon's paper, "Indicators of Poverty & Hunger", for the United Nations, further explains that absolute poverty is the absence of any two of the following eight basic needs:


          
            	Food: Body Mass Index must be above 16.


            	Safe drinking water: Water must not come from solely rivers and ponds, and must be available nearby (less than 15 minutes' walk each way).


            	Sanitation facilities: Toilets or latrines must be accessible in or near the home.


            	Health: Treatment must be received for serious illnesses and pregnancy.


            	Shelter: Homes must have fewer than four people living in each room. Floors must not be made of dirt, mud, or clay.


            	Education: Everyone must attend school or otherwise learn to read.


            	Information: Everyone must have access to newspapers, radios, televisions, computers, or telephones at home.


            	Access to services: This item is undefined by Gordon, but normally is used to indicate the complete panoply of education, health, legal, social, and financial ( credit) services.

          


          For example, a person who lives in a home with a mud floor is considered severely deprived of shelter. A person who never attended school and cannot read is considered severely deprived of education. A person who has no newspaper, radio, television, or telephone is considered severely deprived of information. All people who meet any two of these conditions  for example, they live in homes with mud floors and cannot read  are considered to be living in absolute poverty.


          


          Relative poverty


          A measure of relative poverty defines "poverty" as being below some relative poverty threshold. For example, the statement that "households with an accumulated income less than 50% of the median income are living in poverty" uses a relative measure to define poverty. In this system, if everyone's real income in an economy increases, but the income distribution stays the same, then the rate of relative poverty will also stay the same.


          Relative poverty measurements can produce odd results in small or unusual populations. For example, if the median household in a wealthy neighborhood earns US$1 million each year, then a family that earns US$100,000 would be considered poor on the relative poverty scale, even though such a family could meet all of its basic needs. At the other end of the scale, if the median household in a very poor neighbourhood earned only 50% of what it needs to buy food, then a person who earned the median income would not be considered poor on a relative poverty scale, even though the person is clearly poor on an absolute poverty scale.


          Measures of relative poverty are almost the same as measuring income inequality: If a society gets a more equal income distribution, relative poverty will fall. Following this, some argue that the term relative poverty is itself misleading and that income inequality should be used instead. They point out that if society changed in a way that hurt high earners more than low ones, then relative poverty would decrease, but every citizen of the society would be worse off. Likewise in the reverse direction: it is possible to reduce absolute poverty while increasing relative poverty.


          The term relative poverty can also be used in a different sense to mean "moderate poverty" - for example, a standard of living or level of income that is high enough to satisfy basic needs (like water, food, clothing, shelter, and basic health care), but still significantly lower than that of the majority of the population under consideration.


          


          Basic needs


          Some measurements combine certain aspects of absolute and relative measures. For example, the Fraser Institute publishes a basic needs poverty measure for Canada. According to the Fraser Institute, "the basic-needs approach is partly absolute (the list [of necessities] is limited to items required for long-term physical well-being) and partly relative, reflecting the standards that apply in the individual's own society at the present time." The Fraser Institute's list of necessities for living creditably in Canada includes not only food, shelter, clothing, and health care, but also personal care, furniture, transportation, communication, laundry, and home insurance. It is criticized for not including any entertainment items like cable television, daily newspapers, and tickets to movies or sporting events.


          


          Criticisms


          Using a poverty threshold is problematic because having an income marginally above it is not substantially different from having an income marginally below it: the negative effects of poverty tend to be continuous rather than discrete, and the same low income affects different people in different ways. To overcome this problem, poverty indices are sometimes used instead; see income inequality metrics.


          A poverty threshold relies on a quantitative, or purely numbers-based measure of income. If other human development-indicators like health and education are used, they must be quantified, which is not a simple (if even achievable) task.


          


          Overstating poverty


          Public and private charitable gifts are not counted when calculating a poverty threshold. For example, if a parent pays the rent on an apartment for an adult daughter, that money does not count as income to the daughter. If a church or non-profit organization gives food to an elderly person, that also does not count as income. Rea Hederman, a senior policy analyst in the Centre for Data Analysis at the Heritage Foundation, a conservative think tank in the United States, complained,


          
            	The official poverty measure counts only monetary income. It considers antipoverty programs such as food stamps, housing assistance, the Earned Income Tax Credit, Medicaid and school lunches, among others, "in-kind benefits" -- and hence not income. So, despite everything these programs do to relieve poverty, they aren't counted as income when Washington measures the poverty rate.

          


          Studies measuring the difference between income before and after taxes and government transfers, however, have found that without these programs poverty would be roughly 30% to 40% higher than the official poverty line indicates - despite many of their benefits not being counted as income.


          


          Understating poverty


          The U.S. poverty threshold in particular has been criticized for understating poverty, by using an outdated "basket of goods" to set the standard. While cost of these goods is adjusted for inflation every year, the basket of goods itself remains the same. It excludes the cost of items that were rare among poor Americans in the 1950s, but which are now common, such as a telephone, a car and a microwave oven. Mollie Orshansky, who devised the original goods basket and methodology to measure poverty, used by the U.S. government, in 1963-65, suggested an updated list in 2000. She found that the point where a person is excluded from the nation's prevailing consumption patterns, is roughly 170% of the official poverty threshold.


          Furthermore, in developed countries, such as the U.S., poverty tends to be cyclical. Thus, the poverty line only indicates how many people are poor at any one point in time. It does not report the number of people who will experience poverty during their lifetimes. In the U.S. for example, roughly 12%-13% fall below the poverty line in any given year, but roughly 40% will experience poverty at some point over a ten-year timespan.
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          In mathematics, a power series (in one variable) is an infinite series of the form


          
            	[image: f(x) = \sum_{n=0}^\infty a_n \left( x-c \right)^n = a_0 + a_1 (x-c)^1 + a_2 (x-c)^2 + a_3 (x-c)^3 + \cdots]

          


          where an represents the coefficient of the nth term, c is a constant, and x varies around c (for this reason one sometimes speaks of the series as being centered at c). This series usually arises as the Taylor series of some known function; the Taylor series article contains many examples.


          In many situations c is equal to zero, for instance when considering a Maclaurin series. In such cases, the power series takes the simpler form


          
            	
              
                	[image:  f(x) = \sum_{n=0}^\infty a_n x^n = a_0 + a_1 x + a_2 x^2 + a_3 x^3 + \cdots. ]

              

            

          


          These power series arise primarily in analysis, but also occur in combinatorics (under the name of generating functions) and in electrical engineering (under the name of the Z-transform). The familiar decimal notation for integers can also be viewed as an example of a power series, but with the argument x fixed at 10. In number theory, the concept of p-adic numbers is also closely related to that of a power series.


          
            [image: The exponential function (in blue), and the sum of the first n+1 terms of its Maclaurin power series (in red).]

            
              The exponential function (in blue), and the sum of the first n+1 terms of its Maclaurin power series (in red).
            

          


          


          Examples


          Any polynomial can be easily expressed as a power series around any centre c, albeit one with most coefficients equal to zero. For instance, the polynomial f(x) = x2 + 2x + 3 can be written as a power series around the centre c = 0 as


          
            	
              
                	[image: f(x) = 3 + 2 x + 1 x^2 + 0 x^3 + 0 x^4 + \cdots \,]

              

            

          


          or around the centre c = 1 as


          
            	
              
                	[image: f(x) = 6 + 4 (x-1) + 1(x-1)^2 + 0(x-1)^3 + 0(x-1)^4 + \cdots \,]

              

            

          


          or indeed around any other centre c. One can view power series as being like "polynomials of infinite degree," although power series are not polynomials.


          The geometric series formula


          
            	
              
                	[image:  \frac{1}{1-x} = \sum_{n=0}^\infty x^n = 1 + x + x^2 + x^3 + \cdots,]

              

            

          


          which is valid for | x | < 1, is one of the most important examples of a power series, as are the exponential function formula


          
            	
              
                	[image:  e^x = \sum_{n=0}^\infty \frac{x^n}{n!} = 1 + x + \frac{x^2}{2!} + \frac{x^3}{3!} + \cdots,]

              

            

          


          and the sine formula


          
            	
              
                	[image:  \sin(x) = \sum_{n=0}^\infty \frac{(-1)^n x^{2n+1}}{(2n+1)!} = x - \frac{x^3}{3!} + \frac{x^5}{5!} - \frac{x^7}{7!}+\cdots,]

              

            

          


          valid for all real x. These power series are also examples of Taylor series.


          Negative powers are not permitted in a power series, for instance [image: 1 + x^{-1} + x^{-2} + \cdots] is not considered a power series (although it is a Laurent series). Similarly, fractional powers such as x1 / 2 are not permitted (but see Puiseux series). The coefficients an are not allowed to depend on x, thus for instance:


          
            	[image: \sin(x) x + \sin(2x) x^2 + \sin(3x) x^3 + \cdots \,] is not a power series.

          


          


          Radius of convergence


          A power series will converge for some values of the variable x and may diverge for others. All power series will converge at x = c. There is always a number r with 0  r   such that the series converges whenever |x  c| < r and diverges whenever |x  c| > r. The number r is called the radius of convergence of the power series; in general it is given as


          
            	[image: r=\liminf_{n\to\infty} \left|a_n\right|^{-\frac{1}{n}}]

          


          or, equivalently,


          [image: r^{-1}=\limsup_{n\to\infty} \left|a_n\right|^{\frac{1}{n}}]


          (see limit superior and limit inferior). A fast way to compute it is


          
            	[image: r^{-1}=\lim_{n\to\infty}\left|{a_{n+1}\over a_n}\right|]

          


          if this limit exists.


          The series converges absolutely for |x - c| < r and converges uniformly on every compact subset of {x: |x  c| < r}.


          For |x - c| = r, we cannot make any general statement on whether the series converges or diverges. However, Abel's theorem states that the sum of the series is continuous at x if the series converges at x.


          


          Operations on power series


          


          Addition and subtraction


          When two functions f and g are decomposed into power series around the same centre c, the power series of the sum or difference of the functions can be obtained by termwise addition and subtraction. That is, if:


          
            	[image: f(x) = \sum_{n=0}^\infty a_n (x-c)^n]


            	[image: g(x) = \sum_{n=0}^\infty b_n (x-c)^n]

          


          then


          
            	[image: f(x)\pm g(x) = \sum_{n=0}^\infty (a_n \pm b_n) (x-c)^n]

          


          


          Multiplication and division


          With the same definitions above, for the power series of the product and quotient of the functions can be obtained as follows:


          
            	[image:  f(x)g(x) = \left(\sum_{n=0}^\infty a_n (x-c)^n\right)\left(\sum_{n=0}^\infty b_n (x-c)^n\right)]

          


          
            	[image:  = \sum_{i=0}^\infty \sum_{j=0}^\infty a_i b_j (x-c)^{i+j}]

          


          
            	[image:  = \sum_{n=0}^\infty \left(\sum_{i=0}^n a_i b_{n-i}\right) (x-c)^n.]

          


          The sequence [image: m_n = \sum_{i=0}^n a_i b_{n-i}] is known as the convolution of the sequences an and bn.


          For division, observe:


          
            	[image:  {f(x)\over g(x)} = {\sum_{n=0}^\infty a_n (x-c)^n\over\sum_{n=0}^\infty b_n (x-c)^n} = \sum_{n=0}^\infty d_n (x-c)^n]

          


          
            	[image:  f(x) = \left(\sum_{n=0}^\infty b_n (x-c)^n\right)\left(\sum_{n=0}^\infty d_n (x-c)^n\right)]

          


          and then use the above, comparing coefficients.


          


          Differentiation and integration


          Once a function is given as a power series, it is continuous wherever it converges and is differentiable on the interior of this set. It can be differentiated and integrated quite easily, by treating every term separately:


          
            	
              
                	[image:  f^\prime (x) = \sum_{n=1}^\infty a_n n \left( x-c \right)^{n-1}= \sum_{n=0}^\infty a_{n+1} \left(n+1 \right) \left( x-c \right)^{n} ]

              

            

          


          
            	
              
                	[image:  \int f(x)\,dx = \sum_{n=0}^\infty \frac{a_n \left( x-c \right)^{n+1}} {n+1} + k = \sum_{n=1}^\infty \frac{a_{n-1} \left( x-c \right)^{n}} {n} + k. ]

              

            

          


          Both of these series have the same radius of convergence as the original one.


          


          Analytic functions


          A function f defined on some open subset U of R or C is called analytic if it is locally given by power series. This means that every a  U has an open neighbourhood V  U, such that there exists a power series with centre a which converges to f(x) for every x  V.


          Every power series with a positive radius of convergence is analytic on the interior of its region of convergence. All holomorphic functions are complex-analytic. Sums and products of analytic functions are analytic, as are quotients as long as the denominator is non-zero.


          If a function is analytic, then it is infinitely often differentiable, but in the real case the converse is not generally true. For an analytic function, the coefficients an can be computed as


          
            	
              
                	[image:  a_n = \frac {f^{\left( n \right)}\left( c \right)} {n!} ]

              

            

          


          where f(n)(c) denotes the nth derivative of f at c, and f(0)(c) = f(c). This means that every analytic function is locally represented by its Taylor series.


          The global form of an analytic function is completely determined by its local behaviour in the following sense: if f and g are two analytic functions defined on the same connected open set U, and if there exists an element cU such that f(n)(c) = g(n)(c) for all n  0, then f(x) = g(x) for all x  U.


          If a power series with radius of convergence r is given, one can consider analytic continuations of the series, i.e. analytic functions f which are defined on larger sets than { x: |x - c| < r } and agree with the given power series on this set. The number r is maximal in the following sense: there always exists a complex number x with |x - a| = r such that no analytic continuation of the series can be defined at x.


          The power series expansion of the inverse function of an analytic function can be determined using the Lagrange inversion theorem.


          


          Formal power series


          In abstract algebra, one attempts to capture the essence of power series without being restricted to the fields of real and complex numbers, and without the need to talk about convergence. This leads to the concept of formal power series, a concept of great utility in algebraic combinatorics.


          


          Power series in several variables


          An extension of the theory is necessary for the purposes of multivariable calculus. A power series is here defined to be an infinite series of the form


          
            	
              
                	[image:  f(x_1,\dots,x_n) = \sum_{j_1,\dots,j_n = 0}^{\infty}a_{j_1,\dots,j_n} \prod_{k=1}^n \left(x_k - c_k \right)^{j_k}, ]

              

            

          


          where j = (j1, ..., jn) is a vector of natural numbers, the coefficients a(j1,...,jn) are usually real or complex numbers, and the centre c = (c1, ..., cn) and argument x = (x1, ..., xn) are usually real or complex vectors. In the more convenient multi-index notation this can be written


          
            	
              
                	[image:  f(x) = \sum_{\alpha \in \mathbb{N}^n} a_{\alpha} \left(x - c \right)^{\alpha}. ]

              

            

          


          The theory of such series is trickier than for single-variable series, with more complicated regions of convergence. For instance, the power series [image:  \sum_{n=0}^\infty x_1^n x_2^n] is absolutely convergent in the set {(x1,x2): | x1x2 | < 1} between two hyperbolae. (This is an example of a log-convex set, in the sense that the set of points (log | x1 | ,log | x2 | ), where (x1,x2) lies in the above region, is a convex set. More generally, one can show that when c=0, the interior of the region of absolute convergence is always a log-convex set in this sense.) On the other hand, in the interior of this region of convergence one may differentiate and integrate under the series sign, just as one may with ordinary power series.


          


          Order of a power series


          Let  be a multi-index for a power series f(x1, x2, , xn). The order of the power series f is defined to be the least value || such that a  0, or 0 if f  0. In particular, for a power series f(x) in a single variable x, the order of f is the smallest power of x with a nonzero coefficient. This definition readily extends to Laurent series.
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          Prague (IPA: /ˈprɑːg/, Czech: Praha (IPA: [ˈpraɦa]), see also other names), is the capital and largest city of the Czech Republic. Its official name is Hlavn město Praha, meaning Prague - the Capital City.


          Situated on the River Vltava in central Bohemia, Prague has been the political, cultural, and economic centre of the Czech state for over 1100 years. The city proper is home to more than 1.2 million people, while its metropolitan area is estimated to have a population of over 1.9 million.


          Prague is widely considered to be one of the most beautiful cities in Europe and is among the most visited cities on the continent. Since 1992, the extensive historic centre of Prague has been included in the UNESCO list of World Heritage Sites. According to Guinness World Records, Prague Castle is the largest ancient castle in the world. Nicknames for Prague have included "the mother of cities" (Praga mater urbium, or "Praha matka měst" in Czech)", "city of a hundred spires" and "the golden city".


          


          History


          The history of Prague spans over thousands of years, during which time the city grew from the Vyehrad Castle to the multicultural capital of a modern European state, the Czech Republic.


          


          Ancient Prague


          
            [image: Vltava river]

            
              Vltava river
            

          


          
            [image: Charles Bridge.]

            
              Charles Bridge.
            

          


          The area on which Prague was founded was settled in ancient times since the Paleolithic Age. Around 200 BC the Celts had a settlement in the south, called Zvist, but later they were replaced by Germanic tribes. The Slavs conquered the site from the 4th century AD onward, though for a period were subdued by the Eurasian Avars. According to a legend, Prague was founded by the Princess Libue and her husband, Přemysl, founder of the dynasty with the same name. Whether this legend is true or not, Prague's first nucleus was founded in the latter part of the 9th century as a castle on a hill commanding the right bank of the Vltava: this is known as Vyehrad ("high castle") to differentiate from another castle which was later erected on the opposite bank, the future Prague Castle. Soon the city became the seat of the dukes and kings of Bohemia. It was an important seat for trading where merchants coming from all Europe settled, including many Jews, as recalled in 965 by the Jewish merchant and traveller Ibrahim ibn Ya'qub. The Old New Synagogue of 1270 survives. The city became a bishopric in 973.


          King Vladislav II had a first bridge on the Vltava built in 1170, the Judith Bridge, which crumbled down in 1342. The Charles Bridge was later built on its foundations.


          
            [image: From the Charles Bridge.]

            
              From the Charles Bridge.
            

          


          In 1257, under King Otakar II, Mal Strana ("Lesser Quarter") was founded in Prague in the future Hradčany area: it was the district of the German people. These had the right to administrate the law autonomously, pursuant to Magdeburg Rights. The new district was on the opposite bank of the Star Město ("Old Town"), which had a borough status and was defended by a line of walls and fortifications.


          


          The era of Charles IV


          
            [image: Prague Castle at night.]

            
              Prague Castle at night.
            

          


          
            [image: St. Vitus Cathedral.]

            
              St. Vitus Cathedral.
            

          


          The city flourished during the 14th century reign of Charles IV of the new Luxembourg dynasty. He ordered the building of the New Town (Nov Město) adjacent to the Old Town. The Charles Bridge was erected to connect the new district to Mal Strana. Monuments by Charles include the Saint Vitus Cathedral, the oldest gothic cathedral in central Europe, which is actually inside the Castle, and the Charles University. The latter is the oldest university in central Europe. Prague was then the third-largest city in Europe. Under Charles Prague was, from 1355, the actual capital of the Holy Roman Empire, and its rank was elevated to that of archbishopric (1344). It had a mint, and German and Italian merchants, as well as bankers, were present in the city. The social order, however, became more turbulent due to the rising power of the craftsmen's guild (themselves often torn by internal fights), and the presence of increasing number of poor people.


          Under King Wenceslas IV (1378-1419) Jan Hus, a theologian and lector at the University, held his preachers and sermons in Prague. Since 1402 he summoned his followers in the Bethlehem Chapel, speaking in Czech language in order to enlarge as much as possible the diffusion of his ideas about the renovation of the church. Having become too dangerous for the political and religious establishment, Hus was burned in Konstanz in 1415. Four years later Prague experienced its first defenestration, when the people rebelled under the command of the Prague priest Jan Želivsk and threw the city's counsellors from the New Town Hall. Hus' death had spurred the so-called Hussite Wars. In 1420 peasant rebels, led by the famous general Jan Žižka, along with Hussite troops from Prague, defeated the Bohemian King Sigismund, in the Battle of Vtkov Hill.


          In the following two centuries Prague strengthened its role as a merchant city. Many noteworthy Gothic buildings were erected, including the Vladislav Hall of the Prague Castle.


          


          The Habsburg era


          In 1526 the Kingdom of Bohemia was handed over to the House of Habsburg: the fervent Catholicism of its members was to have grievous consequences in Bohemia, and then in Prague, where Protestant ideas were having instead increasing success. These problems were not preeminent under Holy Roman Emperor Rudolf II, elected King of Bohemia in 1576, who chose Prague as his home. He lived in the Prague Castle where he held his bizarre courts of astrologers, magicians, and other strange figures. Rudolf was an art lover too and Prague became the capital of European culture. This was a prosperous period for the city: famous people living there in that age include the astronomers Tycho Brahe and Johann Kepler, the painter Arcimboldo, the alchemists Edward Kelley and John Dee, the poetess Elizabeth Jane Weston, and others.


          In 1618 the famous Defenestration of Prague provoked the Thirty Years' War. Ferdinand II of Habsburg was deposed, and his place as King of Bohemia taken by Frederick V, Elector Palatine. But the Czech army was crushed in the Battle of White Mountain (1620), not far from the city, and thenceforth Prague and Bohemia lived a harsh period in which religious tolerance was abolished and Catholic Counter-Reformation became dominant in every aspect of life. In 1621 there was an execution of 27 Czech lords (involved in the Battle of White Mountain) in the Old Town Square. The city suffered also under Saxon (1631) and Swedish (1648) occupation. Moreover, after the Peace of Westphalia of the latter year, Ferdinand moved the court to Vienna, and Prague began a steady decline which reduced the population from the 60,000 it had had in the years before the war to 20,000.


          In 1689 a great fire devastated Prague, but this spurred a renovation and a rebuilding of the city. In 17131714, a major outbreak of plague hit Prague one last time. The economic rise continued through the following century, and the city in 1771 had 80,000 inhabitants. Many of these were rich merchants who, together with noblemen of German, Spanish and even Italian origin, enriched the city with a host of palaces, churches and gardens, creating a Baroque style renowned throughout the world. In 1784, under Joseph II, the four municipalities of Mal Strana, Nov Město, Star Město and Hradcany were merged into a single entity. The Jewish district, called Josefov, was included only in 1850. The Industrial Revolution had a strong effect in Prague, as factories could take advantage of the coal mines and ironworks of the nearby region. A first suburb, Karln, was created in 1817, and twenty years later population exceeded 100,000. The first railway connection was built in 1842.


          The revolutions that shocked all Europe around 1848 touched Prague too, but they were fiercely suppressed. In the following years the Czech nationalist movement (opposed to another nationalist party, the German one) began its rise, until it gained the majority in the Town Council in 1861.


          [bookmark: 20th_century]


          20th century


          
            [image: The Jerusalem Synagogue, built in 1905 to 1906 by Wilhelm Stiassny, of Bratislava, is the largest Jewish place of worship in Prague]

            
              The Jerusalem Synagogue, built in 1905 to 1906 by Wilhelm Stiassny, of Bratislava, is the largest Jewish place of worship in Prague
            

          


          At the beginning of the 20th century Czech lands were the most productive part of the Austro-Hungarian Empire and some Czech politics began with attempts to separate it from Habsburg empire.


          [bookmark: 1st_Republic]


          1st Republic


          
            	article about First Republic of Czechoslovakia

          


          World War I ended with the defeat of the Austrian Empire and the creation of Czechoslovakia. Prague was chosen as its capital and Prague Castle as the seat of president ( Tom Masaryk). At this time Prague was a true European capital with a very developed industry. In 1930 the population had risen to a startling 850,000.


          


          Second World War


          
            	article about the Occupation of Czechoslovakia

          


          Hitler ordered Germany's army to enter Prague on 15 March 1939 and from Prague Castle proclaimed Bohemia and Moravia a German protectorate. For most of its history Prague had been a multiethnic city with important Czech, German, and (mostly Czech- and/ or German-speaking) Jewish populations. From 1939, when the country was occupied by Nazi Germany, and during World War II, most Jews either fled the city or were killed in the Holocaust.


          In 1942 Prague was witness to the assassination of one of the most powerful men in Nazi Germany - Reinhard Heydrich (during Operation Anthropoid). Hitler ordered bloody reprisals. At the end of the war Prague suffered several bombing raids by the U.S. Air Force. Over 1000 people were killed and hundreds of buildings, factories and historical landmarks were destroyed. Prague revolted against the Nazi occupants in 5 May 1945. Four days later the Soviet army entered the city. The majority of German population either fled or was expelled in the aftermath of the war.


          


          Prague during the Cold War


          Prague was a city in the territory of military and political control of the Soviet Union (see Iron Curtain). The 4th Czechoslovakian Writers' Congress held in the city in 1967 took a strong position against the regime. This spurred the new secretary of the Communist Party, Alexander Dubček to proclaim a new deal in his city's and country's life, starting the short-lived season of the "socialism with a human face". It was the Prague Spring, which aimed at the renovation of institutions in a democratic way. The Soviet Union and its allies reacted with the invasion of Czechoslovakia and the capital in August 1968 by 7,000 tanks, suppressing any attempt at renovation.
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              Packed with tourists on a busy summer day in Mal Strana (The Lesser Quarter), Prague
            

          


          


          Era after the Velvet Revolution


          In 1989, after riot police beat back a peaceful student demonstration, the Velvet Revolution crowded the streets of Prague and the Czech capital benefited greatly of the new mood. In 1993, after the split of Czechoslovakia, Prague became the capital city of the new Czech Republic. In the late 90's Prague became again an important cultural centre of Europe and was notably influenced by globalization. In 2000 anti-globalization protests in Prague (some 15,000 protesters) turned violent during the IMF and World Bank summits. In 2002 Prague suffered from widespread flooding.


          


          Sights
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              The Astronomical Clock
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              Milunić and Gehry's Dancing House
            

          


          Since the fall of the Iron Curtain, Prague has become one of Europe's (and the world's) most popular tourist destinations. It is the sixth most-visited European city after London, Paris, Rome, Madrid and Berlin. Prague suffered considerably less damage during World War II than some other major cities in the region, allowing most of its historic architecture to stay true to form. It contains one of the world's most pristine and varied collections of architecture, from Art Nouveau to Baroque, Renaissance, Cubist, Gothic, Neo-Classical and ultra-modern. Some of the most known sights are:


          
            	Old Town (Star Město) with its Old Town Square


            	The Astronomical Clock


            	The picturesque Charles Bridge


            	The vaulted gothic Old New Synagogue of 1270.


            	New Town (Nov město) with its busy and historic Wenceslas Square


            	Mal Strana (Lesser Quarter)


            	Prague Castle (the largest castle in the world) with its St. Vitus Cathedral


            	Josefov (the old Jewish quarter) with Old Jewish Cemetery and Old New Synagogue


            	Jan Žižka equestrian statue in Vtkov park, Žižkov - Prague 3.


            	The Lennon Wall


            	Vinohrady


            	The museum of Heydrich assassination in the crypt of the Church of Saints Cyril and Methodius


            	National Museum


            	Vyehrad castle


            	Petřnsk rozhledna, an observation tower on Petřn hill, which resembles the Eiffel Tower


            	Anděl (neighbourhood) which is probably the busiest part of the city with a super modern shopping mall and architecture


            	Žižkov Television Tower with observation deck - Prague 3.


            	The New Jewish Cemetery in Olany, location of Franz Kafka's grave - Prague 3.


            	The Metronome, a giant, functional metronome that looms over the city


            	The Dancing House (Fred and Ginger Building)


            	The Mucha Museum, showcasing the Art Nouveau works of Alfons Mucha


            	Places connected to writers living in the city, such as Franz Kafka (One popular destination is the Franz Kafka museum)

          


          


          Culture
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              Wenceslas Square and National Museum at night.
            

          


          Prague is traditionally one of the cultural centres of Europe, hosting many cultural events.


          Significant cultural institutions:


          
            	National Theatre


            	Estates Theatre, premiere of Mozart's Don Giovanni was held there


            	The Rudolfinum (home to the Czech Philharmonic Orchestra)


            	State Opera


            	National Museum


            	Nprstek Museum


            	National Library


            	National Gallery

          


          There are hundreds of concert halls, galleries, cinemas and music clubs in the city. Prague hosts Music Festivals including the Prague Spring International Music Festival, the Prague Autumn International Music Festival and the Prague International Organ Festival. Film Festivals include the Febiofest, the One World and Echoes of the Karlovy Vary International Film Festival. Prague also hosts the Prague Writers Festival, the Prague Fringe Festival, the World Roma Festival as well as hundreds of Vernissages and Fashion Shows.


          Many films have been made at the Barrandov Studios. Hollywood movies set in Prague include Mission Impossible, Blade II and xXx. Among others, Czech films Empties and The Fifth Horseman is Fear were shot in Prague. Also, the music video to Diamonds from Sierra Leone by Kanye West was shot in Prague, and features shots of the Charles Bridge and the Astronomical Clock, among others.


          Prague restaurant Allegro received the 1st Michelin star in the whole Eastern Europe (post-communist Europe).


          


          Economy


          The GDP per capita of Prague is more than double that of the Czech Republic as a whole, with a per-capita GDP (PPP) of 33,784 (purchasing power standard) in 2004, which is 157.1% of the European Union average, ranking Prague among the 12 richest EU regions , in Purchasing Power. However, the price level is significantly lower than in comparable cities.


          The city is the site of the European headquarters of many international companies.


          Since the late 1990s, Prague has become a popular filming location for international productions and Hollywood motion pictures. A combination of architecture, low costs and the existing motion picture infrastructure have proved attractive to international film production companies.


          


          Colleges and universities


          The city contains several universities and colleges:


          
            	Charles University (UK) founded in 1348 (the oldest university in Central and Eastern Europe)


            	Czech Technical University (ČVUT) founded in 1707


            	Academy of Fine Arts (AVU) founded in 1800


            	Academy of Arts, Architecture and Design (VUP) founded in 1885


            	The New Anglo-American College (AAC) founded in 1990


            	Institute of Chemical Technology (VCHT) founded in 1920


            	Academy of Performing Arts (AMU) founded in 1945


            	Czech University of Agriculture (ČZU) founded in 1906/1952


            	University of Economics (VE) founded in 1953


            	Institute of Information Theory and Automation (UTIA) founded in 1959


            	University of New York in Prague (UNYP) founded in 1998

          


          


          Transport
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              Střžkov metro station on line C
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              The "nostalgic tram" no. 91 runs through the city centre
            

          


          The public transport infrastructure consists of an integrated transport system of Prague Metro (with 54 stations in total), Prague Tram System (including the "nostalgic tram" no. 91), buses, the Petřn funicular to Petřn Hill, and three ferries. All services have a common ticketing system, and are run by Prague Public Transit Co. Inc. (Dopravn podnik hl. m. Prahy, a.s.) and some other companies ( full list).


          


          Rail


          The city forms the hub of the Czech railway system, with services to all parts of the Czech Republic and abroad. There is also a commuter rail system serving Prague metropolitan area.


          Prague has two international railway stations, Hlavn ndraž (sometimes referred to as Wilsonovo ndraž) and Praha-Holeovice. Intercity services also stop at the main stations Praha-Smchov and Masarykovo ndraž. In addition to these, there are a number of smaller suburban stations. In the future rail should play a greater role in Prague Public Transport System.


          


          Air


          Prague is served by Ruzyně International Airport, the biggest airport in the Czech Republic and one of the busiest in Central and Eastern Europe. It is the hub of the flag carrier, Czech Airlines and of the low-cost airlines SkyEurope and Smart Wings operating throughout Europe. Other airfields in Prague include the city's original airport in the suburb of Kbely, and Letňany which is mainly used for private aviation and domestic flights. Tocna is located in the southwest part of the city and serves mostly as an aeroclub.


          


          Taxis


          Taxi services in Prague can be divided into two sectors. There are major taxicab companies, operating call-for-taxi services (radio-taxi) or from regulated taxi stands, and independent drivers, who make pickups on the street. The latter are notorious for overcharging targeted mainly at foreign tourists and are possibly managed by (mob) crime organizations. For airport transportation the safest solution is to book the ride in advance through an on-line transfer company, like


          


          Sport
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              Eden football stadium, home for Slavia Prague club
            

          


          Prague is the site of many sports events, national stadiums and teams


          
            	Prague International Marathon


            	Slavia Prague -> UEFA Champions League


            	Sparta Prague -> UEFA Cup


            	O2 arena -> NHL 2008 Opening Game, 2004 Men's World Ice Hockey Championships and Euroleague Final Four


            	Strahov Stadium  the second-largest stadium in the world


            	Mystic SK8 Cup  World cup of skateboarding


            	Prague Open  prestige Floorball cup


            	Prague Cup  annual synchronized skating competition

          


          Prague as a venue


          Recent major events held in Prague:


          
            	21st Coaltrans World Coal Conference 2001


            	NATO Summit 2002


            	International Monetary Fund and World Bank Summit 2000


            	International Olympic Committee Session 2004


            	International Astronomical Union General Assembly 2006

          


          


          International relations


          Prague is involved in a number of official as well as unofficial partnerships with other major world cities. The city of Prague also maintains its own EU delegation in Brussels called Prague House.


          Partner cities:


          
            
              	
                official:


                
                  	[image: Flag of Poland] Jasło, Poland, 2008

                

              

              	
                unofficial:


                
                  	[image: Flag of Lithuania] Vilnius, Lithuania

                

              
            

          


          


          In Popular culture


          
            	In 1968 as a response to the Soviet Invasion of the city, the Israeli singer Shalom Hanoch wrote a song, also named "Prague", about the invasion which was sung by Arik Einstein. Although it was received badly at first, it later on began to be received more warmly by audiences in Israel and in the Czech Republic.
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          Praia (pronunciation in IPA: /'pɾajɐ/; meaning beach in both Portuguese and Cape Verdean Creole) with a population of about 90,000, is the capital of Cape Verde, an island nation in the Atlantic Ocean west of Senegal. It lies on Santiago island in the Sotavento group. It is the island's ferry port and is home to one of the nations three international airports. The city centre is known as Plateau due to its location on a small plateau. Praia is located at 1455' North, 2331' West (14.91667, -23.51667).


          Praia is Cape Verdes largest city, and a commercial centre and a port that ships coffee, sugar cane, and tropical fruits. Praia also has a fishing industry. There are resort beaches nearby. It is also the seat of the municipality bearing the same name.
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              Aerial view of Praia
            

          


          


          History
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              Achada Grande seen from Plateau
            

          


          The town of Praia de Santa Maria appeared in 1615 when it took place the settlement of a plateau nearby a beach (Santa Maria beach) that offered good conditions for ships. Initially used as a clandestine harbour (in order not to be paid the customs fees at the then capital Ribeira Grande) the settlement gradually acquired the characteristics of a town with the growing fleeing of the population from Ribeira Grande, during the decline of the latter. The official passage of the capital city from Ribeira Grande to Praia took place in 1770.


          In the history of Cape Verde there have been successive proposals for transferring the capital from Praia to somewhere else, the last one being the proposal of moving to Mindelo, in the late 19th century. The successive Portuguese administrations never showed an interest (economical or political?) in moving the capital of Cape Verde. Through an official decree in 1858, when the status was changed from town to city, Praia has definitely remained the capital of Cape Verde, concentrating political, religious and economic roles.


          During the Portuguese administration, only the central plateau was considered to be the main city, worthy of being urbanized and concentrating the services. Only after the independence that the reality was finally accepted that Praia already included the surrounding neighborhoods. After the independence the city suffered a demographic boom, and in 30 years its population quadrupled, receiving migrating movements from all the islands and contributing for the whole island of Santiago reaching half the population of Cape Verde, the Municipality of Praia a fourth, and the city of Praia a fifth.


          


          Geography
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              Santa Maria islet seen from the Miradouro Diogo Gomes.
            

          


          Geographically, Praia may be described as a set of plateaus and their surrounding valleys. These plateaus have generally the name of achada (Achada de Santo Antnio, Achada de So Filipe, Achada Eugnio Lima, Achada Grande, Achadinha, etc.  being achada a Portuguese word to designate a volcanic plateau), but the central one is colloquially called Plateau (in Portuguese itself). The urban settlement is made mostly on top of these plateaus and along the valleys. The islet of Santa Maria is in front of the beach bearing the same name (today more known as Gamboa).


          For a long time, only the Plateau was considered to be the city, being the other neighborhoods relegated to the condition of peripheral suburbs, in spite of always having a close relationship with the Plateau (people movements, goods and services exchanges, etc.). Thats why for a long time only the Plateau had good urbanization with its own infra-structures. The remaining neighborhoods developed in a bit organic, chaotic way.


          Only after the independence that the Plateau altogether with the other neighborhoods were considered making up the entire Praia city. The whole city was then equipped with adequate infra-structures, and some de-centralization was aimed. In spite of being recent, the urbanistic plans are already in course and the city is expanding North, through Achada de So Filipe, and West through Palmarejo. Even though the Plateau is still attracting the daily movements within the city, not because it is the biggest neighborhood (that would be Achada Grande) neither because it is the most populated (that would be Achada de Santo Antnio), but because it is still considered as the economic and working centre of the city. In spite of de-centralization attempts, the population continues to consider the neighborhoods peripherals to the Plateau as dormitory zones or industrial zones.


          


          Economy


          The economy of Praia is dependent above all on the services sector, with some industry as well.


          Some industries exist, located on the coast (the fishing industry) or outlying neighborhoods (transformation industries of agricultural products, industries of material for civil construction, etc.)


          However, the principal economic activities of Praia belong to the tertiary sector. Beyond activities related to administration and governance (local and national), there is extensive commerce, services (health care, education, tourism, restaurants and hotels, public functions, etc.) and other activities of a liberal character.


          With regard to transport, Praia has a network of urban public transport, a seaport and an airport. The port of Praia is the principal port of exit of products for the island, and the principal port of entry. The airport, with domestic and international destinations, was recently enlarged to allow for long-haul flights.


          


          Culture


          In cultural terms, the city of Praia is a notable contrast to the rest of the island of Santiago. While the rest of the island, having been first to be inhabited, maintains conservative and traditionalist characteristics, Praia, being the capital city, possesses a more cosmopolitan outlook. In culture, Praia has easily absorbed influences from the outer islands, due to inter-island migration, as well as influences from abroad due to the concentration of population of foreign origin and the relative easiness of communication with other nations. It is easier to find authentic cultural elements of Santiago the further one goes from Praia.


          Precisely because it is the capital, and for having communications facilities with the world and the greatest concentration of diverse people, Praia is one of the best places in Cape Verde for cultural experiences. Cultural activities that occur occasionally include openings of works, expositions, and shows. To support these there is an infrastructure that includes various show halls, the Palace of Culture, the Ethnographic Museum and the National Historical Archive. Praia also enjoys a diverse array of options for night entertainment.


          


          Education


          The city of Praia is home to the first primary school in the archipelago, originally known as the Escola Central (today known as the Escola Grande). For much time it was the only primary school in Praia. At the beginning of the 1960s, other primary schools began to be built, in neighborhoods around the Plateau and in other localities on the island.


          Praia was also the first site in Cape Verde with an institution of secondary education, with the birth of the Liceu Nacional in 1861. However, the Portuguese authorities were not interested in implementing secondary education in Cape Verde, and the school failed due to these difficulties; secondary education became, afterwards, the role of the Seminrio de Ribeira Brava, and later of the lyceum in Mindelo. Only in 1960 did Praia again have secondary education, first in the building in front of September 12 Plaza, and later in its own building. With the expansion of education in Cape Verde in the 1990s, various buildings dedicated to education were constructed in Cape Verde, and Praia currently has 7 secondary education schools.


          For higher education, there is the Instituto Superior de Educao and the Instituto Piaget.


          


          Sporting teams


          Arenas


          
            	Estdio da Varzea - where Sporting, Boavista and Travadores play

          


          Basketball


          
            	ABC - Serie A


            	Prdio - Serie A


            	Sporting - Serie A

          


          Football/soccer'


          
            	Acadmica - Serie A


            	Boavista - Serie A


            	Praia Rural - Serie B


            	Sporting Clube da Praia - Serie A


            	Tchadense - Serie B


            	CD Travadores - Serie A

          


          


          Communications


          
            	Praia FM - Radio Station


            	Rdio Praia or Rdio Clube de Cabo Verde - Cape Verde's first radio station first operated in 1945 by Fernando Quejas


            	RTC - national/state station of Cape Verde


            	Capeverdean Television station

          


          


          Transportation


          The city is served by Praia International Airport and TACV Cabo Verde Airlines.


          


          Main sights


          Landmarks includes Albuquerque Square, the old city hall, the Presidential Palace, constructed in the end of the 19th century used to be housed for the Portuguese governor and Museu Etnogrfico (Ethnographic Museum) and Monumento de Diogo Gomes, named after the Portuguese navigator who founded the island of Santiago 1460


          


          Other


          Praia has schools or collegiates (colegio), lyceums (middle schools), gymnasia (secondary schools), churches, beaches, ports, universities ( Jean Piaget and Uni-CV) , a post office and squares ( praas).


          


          People


          Nani, a footballer who currently plays for English giants, Manchester United and Portugal.
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              	General
            


            
              	Name, Symbol, Number

              	praseodymium, Pr, 59
            


            
              	Element category

              	lanthanides
            


            
              	Group, Period, Block

              	n/a, 6, f
            


            
              	Appearance

              	grayish white

              [image: ]
            


            
              	Standard atomic weight

              	140.90765 (2) gmol1
            


            
              	Electron configuration

              	[Xe] 4f3 6s2
            


            
              	Electrons per shell

              	2, 8, 18, 21, 8, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	6.77 gcm3
            


            
              	Liquid density at m.p.

              	6.50 gcm3
            


            
              	Melting point

              	1208 K

              (935 C, 1715 F)
            


            
              	Boiling point

              	3793 K

              (3520 C, 6368 F)
            


            
              	Heat of fusion

              	6.89  kJmol1
            


            
              	Heat of vaporization

              	331  kJmol1
            


            
              	Specific heat capacity

              	(25C) 27.20 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	1771

                    	1973

                    	(2227)

                    	(2571)

                    	(3054)

                    	(3779)
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	hexagonal
            


            
              	Oxidation states

              	3

              (mildly basic oxide)
            


            
              	Electronegativity

              	1.13 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 527  kJmol1
            


            
              	2nd: 1020 kJmol1
            


            
              	3rd: 2086 kJmol1
            


            
              	Atomic radius

              	185  pm
            


            
              	Atomic radius (calc.)

              	247 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	no data
            


            
              	Electrical resistivity

              	( r.t.) (, poly)

              0.700 m
            


            
              	Thermal conductivity

              	(300K) 12.5 Wm1K1
            


            
              	Thermal expansion

              	( r.t.) (, poly)

              6.7 m/(mK)
            


            
              	Speed of sound (thin rod)

              	(20 C) 2280 m/s
            


            
              	Young's modulus

              	( form) 37.3 GPa
            


            
              	Shear modulus

              	( form) 14.8 GPa
            


            
              	Bulk modulus

              	( form) 28.8 GPa
            


            
              	Poisson ratio

              	( form) 0.281
            


            
              	Vickers hardness

              	400 MPa
            


            
              	Brinell hardness

              	481 MPa
            


            
              	CAS registry number

              	7440-10-0
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of praseodymium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	141Pr

                    	100%

                    	141Pr is stable with 82 neutrons
                  


                  
                    	142Pr

                    	syn

                    	19.12 h

                    	-

                    	2.162

                    	142Nd
                  


                  
                    	

                    	0.745

                    	142Ce
                  


                  
                    	143Pr

                    	syn

                    	13.57 d

                    	-

                    	0.934

                    	143Nd
                  

                

              
            


            
              	References
            

          


          Praseodymium (pronounced /ˌpreɪzioʊˈdɪmiəm/ or /ˌpreɪsioʊˈdɪmiəm/) is a chemical element that has the symbol Pr and atomic number 59.


          


          Characteristics


          Praseodymium is a soft silvery metal in the lanthanide group. It is somewhat more resistant to corrosion in air than europium, lanthanum, cerium, or neodymium, but it does develop a green oxide coating that spalls off when exposed to air, exposing more metal to oxidation. For this reason, praseodymium should be stored under a light mineral oil or sealed in glass.


          


          Applications


          Uses of praseodymium:


          
            	As an alloying agent with magnesium to create high-strength metals that are used in aircraft engines.


            	Praseodymium forms the core of carbon arc lights which are used in the motion picture industry for studio lighting and projector lights.


            	Praseodymium compounds give glasses and enamels a yellow colour.


            	Praseodymium is used to colour cubic zirconia yellow-green, to simulate peridot.


            	Praseodymium is a component of didymium glass, which is used to make certain types of welder's and glass blower's goggles.


            	Praseodymium mixed with silicate crystal has been used to slow a light pulse down to a few hundred meters per second.


            	Praseodymium alloyed with nickel (PrNi5) has such a strong magnetocaloric effect that it has allowed scientists to approach within one thousandth of a degree of absolute zero.


            	Doping praseodymium in fluoride glass allows it to be used as a single mode fibre amplifier.


            	Praseodymium oxide in solid solution with ceria, or with ceria-zirconia, have been used as oxidation catalysts.

          


          


          History


          The name praseodymium comes from the Greek prasios, meaning green, and didymos, twin. Praseodymium is frequently misspelled as praseodynium.


          In 1841, Mosander extracted the rare earth didymium from lanthana. In 1874, Per Teodor Cleve concluded that didymium was in fact two elements, and in 1879, Lecoq de Boisbaudran isolated a new earth, samarium, from didymium obtained from the mineral samarskite. In 1885, the Austrian chemist baron Carl Auer von Welsbach separated didymium into two elements, praseodymium and neodymium, which gave salts of different colors.


          Leo Moser (not to be confused with Leo Moser, a mathematician) investigated the use of praseodymium in glass coloration in the late 1920s. The result was a yellow-green glass given the name "Prasemit". However, a similar color could be achieved with colorants costing only a minute fraction of what praseodymium cost in the late 1920s, such that the colour was not popular, few pieces were made, and examples are now extremely rare. Moser also blended praseodymium with neodymium to produce "Heliolite" glass ("Heliolit" in German), which was more widely accepted. The first enduring commercial use of praseodymium, which continues today, is in the form of a yellow-orange stain for ceramics, "Praseodymium Yellow", which is a solid-solution of praseodymium in the zirconium silicate (zircon) lattice. This stain has no hint of green in it. By contrast, at sufficiently high loadings, praseodymium glass is distinctly green, rather than pure yellow.


          Praseodymium has historically been a rare earth whose supply has exceeded demand. Unwanted as such, much praseodymium has been marketed as a mixture with lanthanum and cerium, or "LCP" for the first letters of each of the constituents, for use in replacing the traditional lanthanide mixtures that were inexpensively made from monazite or bastnaesite. LCP is what remains of such mixtures, after the desirable neodymium, and all the heavier, rarer and more valuable lanthanides have been removed, by solvent extraction. However, as technology progresses, praseodymium has been found possible to incorporate into neodymium-iron-boron magnets, thereby extending the supply of the much in demand neodymium. So LC is starting to replace LCP as a result.


          


          Occurrence


          Praseodymium is available in small quantities in Earths crust (9.5 ppm). It is found in the rare earth minerals monazite and bastnasite, typically comprising about 5% of the lanthanides contained therein, and can be recovered from bastnasite or monazite by an ion exchange process, or by counter-current solvent extraction.


          Praseodymium also makes up about 5% of misch metal.


          


          Compounds


          Praseodymium compounds include:


          
            	Fluorides: PrF2, PrF3, PrF4


            	Chlorides: PrCl3


            	Bromides: PrBr3, Pr2Br5


            	Iodides: PrI2, PrI3, Pr2I5


            	Oxides: PrO2, Pr2O3, Pr6O11


            	Sulfides: PrS, Pr2S3


            	Selenides: PrSe


            	Tellurides: PrTe, Pr2Te3


            	Nitrides: PrN

          


          


          Isotopes


          Naturally occurring praseodymium is composed of one stable isotope, 141Pr. Thirty-eight radioisotopes have been characterized with the most stable being 143Pr with a half-life of 13.57 days and 142Pr with a half-life of 19.12 hours. All of the remaining radioactive isotopes have half-lives that are less than 5.985 hours and the majority of these have half-lives that are less than 33 seconds. This element also has six meta states with the most stable being 138mPr (t 2.12 hours), 142mPr (t 14.6 minutes) and 134mPr (t 11 minutes).


          The isotopes of praseodymium range in atomic weight from 120.955 u (121Pr) to 158.955 u (159Pr). The primary decay mode before the stable isotope, 141Pr, is electron capture and the primary mode after is beta minus decay. The primary decay products before 141Pr are element 58 (cerium) isotopes and the primary products after are element 60 (neodymium) isotopes.


          


          Precautions


          Like all rare earths, praseodymium is of low to moderate toxicity. Praseodymium has no known biological role.
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          Prawns are shrimplike crustaceans, belonging to the sub-order Dendrobranchiata.


          Prawns are distinguished from the superficially similar shrimp by the gill structure which is branching in prawns (hence the name, dendro=tree; branchia=gill), but is lamellar in shrimp. The sister taxon to Dendrobranchiata is Pleocyemata, which contains all the true shrimp, crabs, lobsters, etc.


          The largest prawn is commonly called the giant tiger prawn, which can weigh up to 650 g (23 ounces).


          


          Commercial and culinary use


          As used in commercial farming and fishery, the terms shrimp and prawn are generally used interchangeably. In European countries, particularly the United Kingdom, the word prawns is more commonly on menus than the term shrimp, which is used more often in North America. The term prawn is also loosely used to describe any large shrimp, especially those that come 15 (or fewer) to the pound (also called jumbo shrimp). Australia and other Commonwealth countries follow this European/British use to an even greater extent, using the word prawn almost exclusively. ( Paul Hogans use of the phrase I'll slip an extra shrimp on the barbie for you in a television advertisement was intended to make what he was saying easier for his American audience to understand, and was thus a deliberate distortion of what an Australian would typically say.) In Spain, gambas al ajillo (translated to garlic prawns) is a popular dish with both the locals and tourists. Traditionally, gambas al ajillo and other tapas are served in earthenware ramekins or cazuelas de barro in Spanish. In South Asia and Southeast Asia, prawn curry is a very popular dish.


          


          Etymology


          In various forms of English, the name prawn is often applied to shrimp as well, generally the larger species, such as Leander serratus. In the United States, according to the 1911 Encyclopdia Britannica, the word prawn usually indicates a freshwater shrimp or prawn. In Middle English, the word prawn is recorded as prayne or prane; no cognate form can be found in any other language. It has often been connected to the Latin perna, a ham-shaped shellfish, but this is due to an old scholarly error that connected perna and parnocchie with prawne-fishes or shrimps. In fact, the Old Italian perna and pernocchia meant a shellfish that yielded nacre, or mother-of-pearl.
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          The Precambrian (Pre-Cambrian) is an informal name for the supereon comprising the eons of the geologic timescale that came before the current Phanerozoic eon. It spans from the formation of Earth around 4500 Ma (million years ago) to the evolution of abundant macroscopic hard-shelled animals, which marked the beginning of the Cambrian, the first period of the first era of the Phanerozoic eon, some 542 Ma. It is named after the Roman name for Cymru/Wales - Cambria - where rocks from this age were first studied.


          It is not an "era" - it is known simply as "Precambrian"


          


          Overview


          Remarkably little is known about the Precambrian, despite it making up roughly seven-eighths of the Earth's history, and what little is known has largely been discovered in the past four or five decades. The Precambrian fossil record is poor, and what fossils are present (such as those of stromatolites) are of limited use for biostratigraphic work. Many Precambrian rocks are heavily metamorphosed, obscuring their origins, while others have either been destroyed by erosion, or remain deeply buried beneath Phanerozoic strata.


          It is thought that the Earth itself coalesced from material in orbit around the sun roughly 4500 Ma and may have been struck by a very large (Mars-sized) planetesimal shortly after it formed, splitting off material that came together to form the Moon (see Giant impact theory). A stable crust was apparently in place by 4400 Ma, since zircon crystals from Western Australia have been dated at 4404 Ma.


          The term Precambrian is somewhat dated, but is still in common use among geologists and paleontologists. It was briefly also called the Cryptozoic eon. It seems likely that it will eventually be replaced by the preferred terms Proterozoic, Archaean, and Hadean, and become a deprecated term. (See geologic time scale.)


          


          Life before the Cambrian


          It is not known when life originated, but carbon in 3800 million year old rocks from islands off western Greenland may be of organic origin. Well-preserved bacteria older than 3460 million years have been found in Western Australia. Probable fossils 100 million years older have been found in the same area. There is a fairly solid record of bacterial life throughout the remainder of the Precambrian.


          Excepting a few contested reports of much older forms from Texas and India, the first complex multicelled life forms seem to have appeared roughly 600 Ma. A quite diverse collection of soft-bodied forms is known from a variety of locations worldwide between 542 and 600 Ma. These are referred to as Ediacaran or Vendian biota. Hard-shelled creatures appeared toward the end of that timespan.


          A very diverse collection of forms appeared around 544 Ma, starting in the latest Precambrian with a poorly understood small shelly fauna and ending in the very early Cambrian with a very diverse, and quite modern Burgess fauna, the rapid radiation of forms called the Cambrian explosion of life.


          


          Planetary environment and the oxygen catastrophe


          Details of plate motions and such are only hazily known in the Precambrian. It is generally believed that small proto-continents existed prior to 3000 Ma, and that most of the Earth's landmasses collected into a single supercontinent around 1000 Ma. The supercontinent, known as Rodinia, broke up around 600 Ma. A number of glacial periods have been identified going as far back as the Huronian epoch, roughly 2200 Ma. The best studied is the Sturtian-Varangian glaciation, around 600 Ma, which may have brought glacial conditions all the way to the equator, resulting in a "Snowball Earth".


          The atmosphere of the early Earth is poorly known, but it is thought to have been smothered in reducing gases, containing very little free oxygen. The young planet had a reddish tint, and its seas were thought to be olive green. Many materials with insoluble oxides appear to have been present in the oceans for hundreds of millions of years after the Earth's formation.


          When evolving life forms developed photosynthesis, oxygen began to be produced in large quantities, causing an ecological crisis sometimes called the Oxygen Catastrophe. The oxygen was immediately tied up in chemical reactions, primarily with iron, until the supply of oxidizable surfaces ran out. After that the modern high-oxygen atmosphere developed. Older rocks contain massive banded iron formations that were apparently laid down as iron and oxygen first combined.


          


          Subdivisions


          A diverse terminology has evolved covering the early years of the Earth's existence, but it is tending to settle out and come into greater use as radiometric dating allows plausible real dates to be assigned to specific formations and features. The terms Archean (older than about 2500 Ma), Proterozoic (2500-600 Ma), and Neoproterozoic (600-542 Ma) appear to have general currency. Some additional terms are included in the geological time line. See Timetable of the Precambrian.


          
            	Proterozoic: Modern use most often refers to the time from the lower Cambrian boundary, 542 Ma, back through 2500 Ma. The boundary has been placed at various times by various authors, but has now been settled at 542 Ma. As originally used, it was a synonym for "Precambrian" and hence included everything prior to the Cambrian boundary.

              
                	Neoproterozoic: the upper (i.e., youngest) geologic era of the Proterozoic eon, roughly from the Cambrian period lower boundary back to as far as 900 Ma, although modern use tends to represent a shorter interval: 542-600 Ma. The Neoproterozoic corresponds to Precambrian Z rocks of older North American geology.

                  
                    	Ediacaran: In March 2004, the International Union of Geological Sciences officially defined the term to describe this geologic period. The period begins at the time of deposition of a particular stratigraphic boundary, about 620 Ma. The period ends at the beginning of the Cambrian period, 542 Ma. In this period the Ediacaran fauna appeared.


                    	Cryogenian a proposed subdivision of the Neoproterozoic.


                    	Tonian a proposed subdivision of the Neoproterozoic.

                  

                


                	Mesoproterozoic: the middle division of the Proterozoic. Roughly from 900-1600 Ma. Corresponds to "Precambrian Y" rocks of older North American geology.


                	Paleoproterozoic: The oldest subdivision of the Proterozoic. Roughly from 1600-2500 Ma. Corresponds to "Precambrian X" rocks of older North American geology.

              

            


            	Archaean: Roughly from 2500-3800 Ma.


            	Hadean: Prior to 3800 Ma. This term was intended originally to cover the time before any preserved rocks were deposited, although a very few old rock beds seem to be slightly older than 3800 Ma. Some zircon crystals from about 4400 Ma demonstrate the existence of crust in the Hadean Eon. Other records from Hadean time come from the moon and meteorites.

          


          It has been proposed that the Precambrian should be divided into eons and eras that reflect stages of planetary evolution, rather than the current scheme based upon numerical ages. Such a system could rely on events in the stratigraphic record and be demarcated by GSSPs. The Precambrian could be divided into five "natural" eons, characterized as follows.


          
            	Accretion and differentiation: a period of planetary formation until giant Moon-forming impact event.


            	Hadean: the Late Heavy Bombardment period.


            	Archean: a period defined by the first crustal formations (the Isua greenstone belt) until the deposition of banded iron formations due to increasing atmospheric oxygen content.


            	Transition: a period of continued iron banded formation until the first continental red beds.


            	Proterozoic: a period of modern plate tectonics until the first animals.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Precambrian"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Pregnancy


        
          

          
            [image: A pregnant woman near the end of her term]

            
              A pregnant woman near the end of her term
            

          


          Pregnancy (latin graviditas) is the carrying of one or more offspring, known as a fetus or embryo, inside the uterus of a female human. In a pregnancy, there can be multiple gestations, as in the case of twins or triplets. Human pregnancy is the most studied of all mammalian pregnancies. Obstetrics is the medical field that studies and treats pregnant patients.


          Childbirth usually occurs about 38 weeks from fertilization, i.e., approximately 40 weeks from the start of the last menstruation in humans. Thus, pregnancy lasts about nine months, although the exact definition of the English word pregnancy is a subject of controversy.


          


          Terminology


          One scientific term for the state of pregnancy is gravid, and a pregnant female is sometimes referred to as a gravida. Both words are rarely used in common speech. Similarly, the term " parity" (abbreviated as "para") is used for the number of previous successful live births. Medically, a woman who is not currently pregnant or who has never been pregnant is referred to as a "nulligravida", and in subsequent pregnancies as "multigravida" or "multiparous". Hence during a second pregnancy a woman would be described as "gravida 2, para 1" and upon delivery as "gravida 2, para 2". Incomplete pregnancies of abortions, miscarriages or stillbirths account for parity values being less than the gravida number, whereas a multiple birth will increase the parity value. Women who have never carried a pregnancy achieving more than 20 weeks of gestation age are referred to as "nulliparous".


          The term embryo is used to describe the developing offspring during the first eight weeks following conception, and the term foetus is used from about two months of development until birth.


          In many societies' medical and legal definitions, human pregnancy is somewhat arbitrarily divided into three trimester periods, as a means to simplify reference to the different stages of prenatal development. The first trimester carries the highest risk of miscarriage (natural death of embryo or foetus). During the second trimester, the development of the foetus can be more easily monitored and diagnosed. The beginning of the third trimester often approximates the point of viability, or the ability of the foetus to survive, with or without medical help, outside of the uterus.


          


          Characteristics


          Pregnancy occurs as the result of the female gamete or oocyte ( egg) being penetrated by the male gamete spermatozoon in a process referred to, in medicine, as " fertilization", or more commonly known as "conception". The fusion of male and female gametes usually occurs through the act of sexual intercourse. However, the advent of artificial insemination has also made achieving pregnancy possible in such cases where sexual intercourse is not potentially fertile (through choice or male/female infertility).


          A number of medical signs are associated with pregnancy. These signs typically appear, if at all, within the first few weeks after conception. Although not all of these signs are universally present, nor are all of them diagnostic by themselves, taken together they make a presumptive diagnosis of pregnancy. These signs include the presence of human chorionic gonadotropin (hCG) in the blood and urine, missed menstrual period, implantation bleeding that occurs at implantation of the embryo in the uterus during the third or fourth week after last menstrual period, increased basal body temperature sustained for over two weeks after ovulation, Chadwick's sign (darkening of the cervix, vagina, and vulva), Goodell's sign (softening of the vaginal portion of the cervix), Hegar's sign (softening of the uterus isthmus), and pigmentation of linea alba - Linea nigra, (darkening of the skin in a midline of the abdomen, caused by hyperpigmentation resulting from hormonal changes; it usually appears around the middle of pregnancy).


          


          Duration


          Though pregnancy begins at conception, it is more convenient to date from the first day of a woman's last menstrual period (acronym = LMP), or from the date of conception (if known). Starting from one of these dates, the expected date of delivery (acronym = EDD) can be calculated. Counting from the LMP, pregnancy usually lasts between 37 and 42 weeks, with the EDD at 40 weeks, 38 weeks after conception. 40 weeks is a little more than nine months and six days, which forms the basis of Naegele's rule for estimating date of delivery.


          Pregnancy is considered 'at term' when gestation attains 37 complete weeks but is less than 42 (between 259 and 294 days since LMP). Events before completion of 37 weeks (259 days) are considered pre-term; from week 42 (294 days) events are considered post-term. When a pregnancy exceeds 42 weeks (294 days), the risk of complications for mother and fetus increases significantly. As such, obstetricians usually prefer to induce labour, in an uncomplicated pregnancy, at some stage between 41 and 42 weeks.


          Recent medical literature prefers the terminology pre-term and post-term to premature and post-mature. Pre-term and post-term are unambiguously defined as above, whereas premature and postmature have historical meaning and relate more to the infant's size and state of development rather than to the stage of pregnancy.


          Though these are the averages, the actual length of pregnancy depends on various factors. For example, the first pregnancy tends to last longer than subsequent pregnancies. Fewer than 10% of births occur on the due date; 50% of births are within a week of the due date, and almost 90% within two weeks.


          Accurate dating of pregnancy is important, because it is used in calculating the results of various prenatal tests (for example, in the triple test). A decision may be made to induce labour if a fetus is perceived to be overdue. Due dates are only a rough estimate, and the process of accurately dating a pregnancy using the LMP method is complicated by the fact that not all women have 28 day menstrual cycles, nor ovulate on the 14th day following their last menstrual period.


          


          Diagnosis


          The beginning of pregnancy may be detected in a number of ways, including various pregnancy tests which detect hormones generated by the newly-formed placenta. Clinical blood and urine tests can detect pregnancy soon after implantation, which is as early as 6-8 days after fertilization. Home pregnancy tests are personal urine tests, which normally cannot detect a pregnancy until at least 12-15 days after fertilization. Both clinical and home tests can only detect the state of pregnancy, and cannot detect its age.


          In the post-implantation phase, the blastocyst secretes a hormone named human chorionic gonadotropin which in turn, stimulates the corpus luteum in the woman's ovary to continue producing progesterone. This acts to maintain the lining of the uterus so that the embryo will continue to be nourished. The glands in the lining of the uterus will swell in response to the blastocyst, and capillaries will be stimulated to grow in that region. This allows the blastocyst to receive vital nutrients from the woman.


          An early sonograph can determine the age of the pregnancy fairly accurately. In practice, doctors typically express the age of a pregnancy (i.e. an "age" for an embryo) in terms of "menstrual date" based on the first day of a woman's last menstrual period, as the woman reports it. Unless a woman's recent sexual activity has been limited, or she has been charting her cycles, or the conception is as the result of some types of fertility treatment (such as IUI or IVF) the exact date of fertilization is unknown. Absent symptoms such as morning sickness, often the only visible sign of a pregnancy is an interruption of her normal monthly menstruation cycle, (i.e. a "late period"). Hence, the "menstrual date" is simply a common educated estimate for the age of a fetus, which is an average of two weeks later than the first day of the woman's last menstrual period. The term "conception date" may sometimes be used when that date is more certain, though even medical professionals can be imprecise with their use of the two distinct terms. The due date can be calculated by using Naegele's rule. The expected date of delivery may also be calculated from sonogram measurement of the fetus. This method is slightly more accurate than methods based on LMP. The beginning of labour, which is variously called confinement or childbed, begins on the day predicted by LMP 3.6% of the time and on the day predicted by sonography 4.3% of the time.


          Diagnostic criteria are: Women who have menstrual cycles and are sexually active, a period delayed by a few days or weeks is suggestive of pregnancy; elevated B-hcG to around 100,000 mIU/mL by 10 weeks of gestation.


          


          Physiology


          Pregnancy is typically broken into three periods, or trimesters, each of about three months. While there are no hard and fast rules, these distinctions are useful in describing the changes that take place over time.


          


          First trimester
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          Traditionally, doctors have measured pregnancy from a number of convenient points, including the day of last menstruation, ovulation, fertilization, implantation and chemical detection. In medicine, pregnancy is often defined as beginning when the developing embryo becomes implanted into the endometrial lining of a woman's uterus. In some cases where complications may have arisen, the fertilized egg might implant itself in the fallopian tubes or the cervix, causing an ectopic pregnancy. Most pregnant women do not have any specific signs or symptoms of implantation, although it is not uncommon to experience light bleeding at implantation. Some women will also experience cramping during their first trimester. This is usually of no concern unless there is spotting or bleeding as well. The outer layers of the embryo grow and form a placenta, for the purpose of receiving essential nutrients through the uterine wall, or endometrium. The umbilical cord in a newborn child consists of the remnants of the connection to the placenta. The developing embryo undergoes tremendous growth and changes during the process of foetal development.


          Morning sickness can occur in about seventy percent of all pregnant women and typically improves after the first trimester. Most miscarriages occur during this period.
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          Second trimester


          Months 4 through 6 of the pregnancy are called the second trimester. Most women feel more energized in this period, and begin to seriously put on weight as the symptoms of morning sickness subside and eventually fade away. Although the fetus begins moving and takes a recognizable human shape during the first trimester, it is not until the second trimester that movement of the fetus, often referred to as " quickening", can be felt. This typically happens by the fourth month. The placenta is now fully functioning and the fetus is making insulin and urinating. The teeth are now formed inside the fetus's gums and the reproductive organs can be recognized, and can distinguish the fetus as male or female.


          


          Third trimester


          Final weight gain takes place, and the fetus begins to move regularly. The woman's navel will sometimes become convex, "popping" out, due to her expanding abdomen. This period of her pregnancy can be uncomfortable, causing symptoms like weak bladder control and back-ache. Movement of the fetus becomes stronger and more frequent and via improved brain, eye, and muscle function the fetus is prepared for ex utero viability. The woman can feel the fetus "rolling" and it may cause pain or discomfort when it is near the woman's ribs and spine.


          It is during this time that a baby born prematurely may survive. The use of modern medical intensive care technology has greatly increased the probability of premature babies surviving, and has pushed back the boundary of viability to much earlier dates than would be possible without assistance. In spite of these developments, premature birth remains a major threat to the fetus, and may result in ill-health in later life, even if the baby survives.


          


          Prenatal development and sonograph images


          Prenatal development is divided into two primary biological stages. The first is the embryonic stage, which lasts for about two months. At this point, the fetal stage begins. At the beginning of the foetal stage, the risk of miscarriage decreases sharply, all major structures including hands, feet, head, brain, and other organs are present, and they continue to grow and develop. When the fetal stage commences, a fetus is typically about 30 mm (1.2 inches) in length, and the heart can be seen beating via sonograph; the fetus bends the head, and also makes general movements and startles that involve the whole body. Brain stem activity has been detected as early as 54 days after conception, and the first measurable signs of EEG activity occur in the 12th week. Some fingerprint formation occurs from the beginning of the fetal stage.


          One way to observe prenatal development is via ultrasound images. Modern 3D ultrasound images provide greater detail for prenatal diagnosis than the older 2D ultrasound technology. Whilst 3D is popular with parents desiring a prenatal photograph as a keepsake, both 2D and 3D are discouraged by the FDA for non-medical use, but there are no definitive studies linking ultrasound to any adverse medical effects. The following 3D ultrasound images were taken at different stages of pregnancy:


          


          Physiological changes in pregnancy


          The body must change its physiological and homeostatic mechanisms in pregnancy to ensure the fetus is provided for. Increases in blood sugar, breathing and cardiac output are all required.


          


          Hormonal changes


          Levels of progesterone and oestrogens rise continually throughout pregnancy, suppressing the hypothalamic axis and subsequently the menstrual cycle. The mother and the placenta also produces many hormones.


          Prolactin levels increase due to maternal Pituitary gland enlargement by 50%. This mediates a change in the structure of the Mammary gland from ductal to lobular-alveolar. Parathyroid hormone is increased due to increases of calcium uptake in the gut and reabsorption by the kidney. Adrenal hormones such as cortisol and aldosterone also increase.


          Placental lactogen is produced by the placenta and stimulates lipolysis and fatty acid metabolism by the mother, conserving blood glucose for use by the fetus. It also decreases maternal tissue sensitivity to insulin, resulting in gestational diabetes.


          


          Physical changes


          12-15kgs (26-33lbs) are gained during pregnancy due to fat deposition, growth of the reproductive organs and fetal tissues.


          


          Cardiovascular changes


          Blood volume increases by 40% in the first two trimesters. This is due to an increase in plasma volume through increased aldosterone. Progesterone may also interact with the aldosterone receptor, thus leading to increased levels. Red blood cell numbers increase due to increased erythropoietin levels.


          Cardiac function is also modified, with increase heart rate and increased stroke volume. A decrease in vagal tone and increase in sympathetic tone is the cause. Blood volume increases act to increase stroke volume of the heart via Starling's law. After pregnancy the change in stroke volume is not reversed. Cardiac output rises from 4 to 7 litres in the 2nd trimester


          Blood pressure also fluctuates. In the first trimester it falls. Initially this is due to decreased sensitivity to angiotensin and vasodilation provoked by increased blood volume. Later however, it is caused by decreased resistance to the growing uteroplacental bed.


          


          Respiratory changes


          Decreased functional residual capacity is seen, typically falling from 1.7 to 1.35 litres, due to the compression of the diaphragm by the uterus. Tidal volume increases, from 0.45 to 0.65 litres, giving an increase in pulmonary ventilation. This is necessary to meet the increased oxygen requirement of the body, which reaches 50ml/min - 20ml of which goes to reproductive tissues.


          Progesterone may act centrally on chemoreceptors to reset the set point to a lower partial pressure of carbon dioxide. This maintains an increased respiration rate even at a decreased level of carbon dioxide.


          


          Metabolic changes


          An increased requirement for nutrients is given by fetal growth and fat deposition. Changes are caused by steroid hormones, lactogen and cortisol.


          Maternal insulin resistance can lead to gestational diabetes. Increase liver metabolism is also seen, with increased gluconeogenesis to increase maternal glucose levels.


          


          Renal changes


          Renal plasma flow increases, as does aldosterone and erthropoietin production as discussed. The tubular maximum for glucose is reduced, which may precipitate gestational diabetes.


          


          Management


          Prenatal medical care is of recognized value throughout the developed world. Periconceptional Folic acid supplementation is the only type of supplementation of proven efficacy.


          


          Nutrition


          A balanced, nutritious diet is an important aspect of a healthy pregnancy. If the woman is healthy, balancing carbohydrates, fat, and proteins, and eating a variety of fruits and vegetables usually ensure good nutrition. Those whose diets are affected by health issues, religious requirements, or ethical beliefs may choose to consult a health professional for specific advice.


          Adequate periconceptional folic acid (also called folate or Vitamin B9) intake has been proven to limit fetal neural tube defects, preventing spina bifida, a very serious birth defect. The neural tube develops during the first 28 days of pregnancy and this explains the necessity to guarantee adequate periconceptional folate intake. Folates (from folia, leaf) are abundant in spinach (fresh, frozen or canned), and are also found in green vegetables, salads, melon, hummus, and eggs. In the United States and Canada, most wheat products (flour, noodles) are fortified with folic acid.


          Several micronutrients are important for the health of the developing fetus, especially in areas of the world where insufficient nutrition is prevalent. In developed areas, such as Western Europe and the United States, certain nutrients such as Vitamin D and calcium, required for bone development, may require supplementation.


          There is some evidence that long-chain omega-3 (n-3) fatty acids have an effect on the developing fetus, but further research is required. At this time, supplementing the diet with foods rich in these fatty acids is not recommended, but is not harmful.


          Dangerous bacteria or parasites may contaminate foods, particularly listeria and toxoplasma, toxoplasmosis agent. Careful washing of fruits and raw vegetables may remove these pathogens, as may thoroughly cooking leftovers, meat, or processed meat. Soft cheeses may contain listeria, if milk is raw the risk may increase. Cat feces pose a particular risk of toxoplasmosis. Pregnant women are also more prone to catching salmonella infection from eggs and poultry, which should be thoroughly cooked. Practicing good hygiene in the kitchen can reduce these risks.


          


          Weight gain


          Caloric intake must be increased, to ensure proper development of the fetus. The amount of weight gained during pregnancy varies between women. The National Health Service recommends that overall weight gain during the 9 month period for women who start pregnancy with normal weight be 10 to 12 kilograms (2226 lb). During pregnancy, insufficient weight gain can compromise the health of the fetus. Women with fears of weight gain or with eating disorders may choose to work with a health professional, to ensure that pregnancy does not trigger disordered eating. Likewise, excessive weight gain can pose risks to the woman and the fetus. Women who are prone to being overweight may choose to plan a healthy diet and exercise plan to help moderate the amount of weight gained.


          


          Immunological tolerance


          Research on the immunological basis for pre-eclampsia has indicated that continued exposure to a partner's semen has a strong protective effect against pre-eclampsia, largely due to the absorption of several immune modulating factors present in seminal fluid. Studies also showed that long periods of sexual cohabitation with the same partner fathering a woman's child significantly decreased her chances of suffering pre-eclampsia. Several other studies have since investigated the strongly decreased incidence of pre-eclampsia in women who had received blood transfusions from their partner, those with long, preceding histories of sex without barrier contraceptives, and in women who had been regularly performing oral sex, with one study concluding that "induction of allogeneic tolerance to the paternal HLA molecules of the fetus may be crucial. Data collected strongly suggests that exposure, and especially oral exposure to soluble HLA from semen can lead to transplantation tolerance."


          Other studies have investigated the roles of semen in the female reproductive tracts of mice, showing that "insemination elicits inflammatory changes in female reproductive tissues," concluding that the changes "likely lead to immunological priming to paternal antigens or influence pregnancy outcomes." A similar series of studies confirmed the importance of immune modulation in female mice through the absorption of specific immune factors in semen, including TGF-Beta, lack of which is also being investigated as a cause of miscarriage in women and infertility in men.


          According to the theory, pre-eclampsia is frequently caused by a failure of the mother's immune system to accept the fetus and placenta, which both contain "foreign" proteins from paternal genes. Regular exposure to the father's semen causes her immune system to develop tolerance to the paternal antigens, a process which is significantly supported by as many as 93 currently identified immune regulating factors in seminal fluid. Having already noted the importance of a woman's immunological tolerance to her baby's paternal genes, several Dutch reproductive biologists decided to take their research a step further. Consistent with the fact that human immune systems tolerate things better when they enter the body via the mouth, the Dutch researchers conducted a series of studies that confirmed a surprisingly strong correlation between a diminished incidence of pre-eclampsia and a woman's practice of oral sex, and noted that the protective effects were strongest if she swallowed her partner's semen. The researchers concluded that while any exposure to a partner's semen during sexual activity appears to decrease a woman's chances for the various immunological disorders that can occur during pregnancy, immunological tolerance could be most quickly established through oral introduction and gastrointestinal absorption of semen. Recognizing that some of the studies potentially included the presence of confounding factors, such as the likelihood that women who regularly perform oral sex and swallow semen engage in more frequent vaginal intercourse, the researchers also noted that, either way, the data still overwhelmingly supports the main theory behind all their studies--that repeated exposure to semen establishes the maternal immunological tolerance necessary for a safe and successful pregnancy.


          


          Sexuality during pregnancy


          Most pregnant women can enjoy sexual intercourse throughout gravidity. Most research suggests that, during pregnancy, both sexual desire and frequency of sexual relations decrease. In context of this overall decrease in desire, some studies indicate a second-trimester increase, preceding a decrease. However, these decreases are not universal: a significant number of women report greater sexual satisfaction throughout their pregnancies.


          Sex during pregnancy is a low-risk behaviour except when the physician advises that sexual intercourse be avoided, which may, in some pregnancies, lead to serious pregnancy complications or health issues such as a high-risk for premature labour or a ruptured uterus. Such a decision may be based upon a history of difficulties in a previous childbirth.


          Some psychological research studies in the 1980s and '90s contend that it is useful for pregnant women to continue to have sexual activity, specifically noting that overall sexual satisfaction was correlated with feeling happy about being pregnant, feeling more attractive in late pregnancy than before pregnancy and experiencing orgasm. Sexual activity has also been suggested as a way to prepare for induced labour; some believe the natural prostaglandin content of seminal liquid can favour the maturation process of the cervix making it more flexible, allowing for easier and faster dilation and effacement of the cervix. However, the efficacy of using sexual intercourse as an induction agent "remains uncertain".


          During pregnancy, the baby is protected from penetrative thrusting by the amniotic fluid in the womb and by the woman's abdomen.


          


          Abortion


          An abortion is the removal or expulsion of an embryo or fetus from the uterus, resulting in or caused by its death. This can occur spontaneously or accidentally as with a miscarriage, or be artificially induced by medical, surgical or other means.


          


          Progression


          


          Complaints


          The following are complaints that may occur during pregnancy:


          
            	Back pain. A particularly common complaint in the third trimester when the patient's centre of gravity has shifted.


            	Constipation. A complaint that is caused by decreased bowel motility secondary to elevated progesterone (normal in pregnancy), which can lead to greater absorption of water.


            	Braxton Hicks contractions. Occasional, irregular, and often painless contractions that occur several times per day.


            	Edema. Common complaint in advancing pregnancy. Caused by compression of the inferior vena cava (IVC) and pelvic veins by the uterus leads to increased hydrostatic pressure in lower extremities.


            	Regurgitation, heartburn and nausea. Common complaints that may be caused by Gastroesophageal Reflux Disease (GERD); this is determined by relaxation of the lower esophageal sphincter (LES) and increased transit time in the stomach (normal in pregnancy)


            	Haemorrhoids. Complaint that is often noted in advancing pregnancy. Caused by increased venous stasis and IVC compression leading to congestion in venous system along with increased abdominal pressure secondary to the pregnant space-occupying uterus and constipation.


            	Pelvic girdle pain. A common complaint is pain, instability or dysfunction of the symphysis pubis and/or sacroiliac joints resulting from either excess strain or injury (such as Diastasis symphysis pubis) during the course of the pregnancy or birthing process.


            	Increased urinary frequency. A common complaint referred by the gravida that is caused by increased intravascular volume, elevated GFR ( glomerular filtration rate), and compression of the bladder by the expanding uterus.


            	Varicose veins. Common complaint caused by relaxation of the venous smooth muscle and increased intravascular pressure.

          


          


          Childbirth


          Childbirth is the process whereby an infant is born. It is considered by many to be the beginning of a person's life, and age is defined relative to this event in most cultures.


          A woman is considered to be in labour when she begins experiencing regular uterine contractions, accompanied by changes of her cervix  primarily effacement and dilation. While childbirth is widely experienced as painful, some women do report painless labours, while others find that concentrating on the birth helps to quicken labour and lessen the sensations. Most births are successful vaginal births, but sometimes complications arise and a woman may undergo a caesarean section.


          During the time immediately after birth, both the mother and the baby are hormonally cued to bond, the mother through the release of oxytocin, a hormone also released during breastfeeding.


          


          Postnatal period


          


          Context


          There are fine distinctions between the concepts of fertilization and the actual state of pregnancy, which starts with implantation. In a normal pregnancy, the fertilization of the egg usually will have occurred in the Fallopian tubes or in the uterus. (Often, an egg may become fertilized yet fail to become implanted in the uterus.) If the pregnancy is the result of in-vitro fertilization, the fertilization will have occurred in a Petri dish, after which pregnancy begins when one or more zygotes implant after being transferred by a physician into the woman's uterus.


          In the context of political debates regarding a proper definition of life, the terminology of pregnancy can be confusing. The medically and politically neutral term which remains is simply "pregnancy," though this can be problematic as it only refers indirectly to the embryo or fetus. De Crespigny observes that doctors' language has a powerful influence over the way patients think, and thus proposes that the best interests of patients are served by using language that both supports patient autonomy and is neutral.
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          Prehistoric Britain was a period in the human occupation of Great Britain that was the later part of prehistory, conventionally ending with the Roman invasion of Britain in AD 43, though some historical information is available about Britain before this. The period of prehistory prior to occupation by the genus homo is part of the Geology of the British Isles. The prehistoric period is conventionally divided into a number of smaller periods but their boundaries are uncertain and the changes between them are gradual. The times of change are generally different from those of continental Europe.


          


          Preface


          Britain has been intermittently inhabited by members of the Homo genus for hundreds of thousands of years and by Homo sapiens for tens of thousands of years. DNA analysis has shown that modern man arrived in Britain before the last ice age but retreated to Southern Europe when much of Britain was ice covered, with the remainder being tundra. At this time the sea level was around 127m lower than today so that Britain was joined to Ireland and to the continent of Europe.


          After the end of the last Ice Age (around 9500 years ago) Ireland became separated from Britain and later (around 6000 BC) Britain was cut off from the rest of Europe. By 12,000 BC Britain had been reoccupied, as shown by archaeology. By around 4000 BC, the island was populated by people with a Neolithic culture. However, none of the pre-Roman inhabitants of Britain have any known surviving written language. No literature of pre-Roman Britain has survived, so its history, culture and way of life are known mainly through archaeological finds. Though the main evidence for the period is archaeological, there is a growing amount of genetic evidence which is still changing. There is also a little amount of linguistic evidence, from river and hill names, which is covered in the articles on Pre-Celtic and Celtic.


          The first significant written record of Britain and its inhabitants was by the Greek navigator Pytheas, who explored the coastal region of Britain around 325 BC. However, there may be some information on Britain in the "Ora Maritima" which is lost but incorporated in later authors' writing. Ancient Britons were however involved in extensive trade and cultural links with the rest of Europe from the Neolithic onwards, especially in exporting tin which was in abundant supply. Julius Caesar wrote of Britain around 50 BC.


          Located at the fringes of Europe, Britain received foreign technological and cultural achievements much later than mainland areas did during prehistory. The story of ancient Britain is traditionally seen as one of successive waves of settlers from the continent, bringing with them new cultures and technologies. More recent archaeological theories have questioned this migrationist interpretation and argue for a more complex relationship between Britain and the continent. Many of the changes in British society demonstrated in the archaeological record are now suggested to be the effects of the native inhabitants adapting foreign customs rather than being subsumed by an invading population.


          


          The Palaeolithic


          Palaeolithic (Old Stone Age) Britain is the period of the earliest known occupation of Britain by man. This huge length of time saw many changes in the environment, encompassing several glacial and interglacial periods which greatly affected human settlement in the region. Providing dating for this distant period of time is difficult and contentious. The inhabitants of the region at this time were bands of hunter-gatherers who roamed all over northern Europe following herds of animals or supported themselves by fishing.


          Mitochondrial DNA (mtDNA) analysis suggests that 21% of the maternal lines in modern Britain came in the pre-glacial period and 51% in the Late Upper Palaeolithic.


          However, by stark contrast, several studies of the Y-chromosome have shown that a mass migration of 50-100% of English males occurred in the past 2,500 years, most probably during the Anglo-Saxon invasion. For example, the 2002 study: "Y-chromosome evidence for Anglo-Saxon mass migration" and the 2005 study: "The place of the Basques in the European Y-chromosome diversity landscape" . Both these studies found that, only in Wales, was there a significant population of pre-Anglo-Saxon Y-chromosomes and that the English Y-chromosome was indistinguishable from that of Friesland in the Netherlands.


          Recent (2006) scientific evidence regarding mtDNA sequences from ancient and modern Europe has shown a distinct pattern for the different time periods sampled in the course of the study. Despite some limitations regarding sample sizes the results were found to be non-random. As such, the results indicate that, in addition to populations in Europe expanding from southern refugia after the last glacial maximum (especially the Franco-Cantabrian region), evidence also exists for various northern refugia.


          


          Lower Palaeolithic


          (up to 250,000 years ago)


          There is evidence from bones and flint tools found in coastal deposits near Happisburgh in Norfolk and Pakefield in Suffolk that a species of Homo was present in what is now Britain around 700,000 years ago. At this time, southern and eastern Britain were linked to continental Europe by a wide land bridge allowing humans to move freely. The current position of the English Channel was a large river flowing westwards and fed by tributaries that would later become the Thames and Seine. Reconstructing this ancient environment has provided clues to the route first visitors took to arrive at what was then a peninsula of the Eurasian continent. Archaeologists have found a string of early sites located close to the route of a now lost watercourse named the Bytham River which indicate that it was exploited as the earliest route west into Britain.


          Sites such as Boxgrove in Sussex illustrate the later arrival in the archaeological record of an archaic Homo species called Homo heidelbergensis around 500,000 years ago. These early peoples made Acheulean flint tools (hand axes) and hunted the large native mammals of the period. They drove elephants, rhinoceri and hippopotami over the tops of cliffs or into bogs to more easily kill them.


          The extreme cold of the following Anglian glaciation is likely to have driven humans out of Britain altogether and the region does not appear to have been occupied again until the ice receded during the Hoxnian interglacial. This warmer time period lasted from around 300,000 until 200,000 years ago and saw the Clactonian flint tool industry develop at sites such as Barnfield Pit in Kent. The period had produced a rich and widespread distribution of sites by Palaeolithic standards, although uncertainty over the relationship between the Clactonian and Acheulean industries is still unresolved.


          This period saw also Levallois flint tools introduced, possibly by humans arriving from Africa. Finds from Swanscombe and Botany Pit in Purfleet support Levallois technology being a European rather than African introduction however. The more advanced flint technology permitted more efficient hunting and therefore made Britain a more worthwhile place to remain until the following period of cooling ( Wolstonian glacial, 200,000-130,000 years ago).


          However, there is little evidence of human occupation during the subsequent Ipswichian interglacial between around 130,000 and 110,000 years ago. Meltwaters from the previous glaciation cut Britain off from the continent for the first time during this period which may explain the lack of activity. Overall, there appears to have been a gradual decline in population between the Hoxnian interglacial and this time suggesting that the absence of humans in the archaeological record here was the result of gradual depopulation.


          


          Middle Palaeolithic


          (from around 180,000 to 40,000 years ago)


          From 180 to 60 kya there is no evidence of human occupation in Britain. From 60 to 40 kya Britain was grass land with giant deer and horse, with woolly mammoths, rhino and carnivores. Neanderthal man had arrived in Britain by around 40,000 years ago.


          


          Upper Palaeolithic


          (around 40,000 - 10,000 years ago)


          This period is often divided into three subperiods: the Early Upper Palaeolithic (before the main glacial period), the Middle Upper Palaeolithic (the main glacial period) and the Late Upper Palaeolithic (after the main glacial period). Evidence of Neanderthal occupation of Britain is limited and by 30,000 BC the first signs of modern human (Homo sapiens) activity, the Aurignacian industry, are known. The most famous example from this period is the burial of the " Red Lady of Paviland" (actually now known to be a man) in modern day coastal south Wales. A final ice age covered Britain between around 70,000 and 10,000 years ago with an extreme cold snap between 22,000 and 13,000 years ago called the Dimlington stadial (with the Last Glacial Maximum at around 20,000 years ago). This may well have driven humans south and out of Britain altogether, pushing them back across the land bridge that had resurfaced at the beginning of the glaciation, possibly to a refuge in Southern France and Iberia. Sites such as Gough's Cave in Somerset dated at 12,000 BC provide evidence suggesting that humans returned to Britain towards the end of this ice age, in a warm period known as the Dimlington interstadial although further extremes of cold right before the final thaw may have caused them to leave again and then return repeatedly. The environment during this ice age period would have been a largely treeless tundra, eventually replaced by a gradually warmer climate, perhaps reaching 17 degrees Celsius (62.6 Fahrenheit) in summer which encouraged the expansion of birch trees as well as shrub and grasses.


          The first distinct culture of the Upper Palaeolithic in Britain is what archaeologists call the Creswellian industry, with leaf-shaped points probably used as arrowheads. It produced more refined flint tools but also made use of bone, antler, shell, amber, animal teeth, and mammoth ivory. These were fashioned into tools but also jewellery and rods of uncertain purpose. Flint seems to have been brought into areas with limited local resources; the stone tools found in the caves of Devon, such as Kent's Cavern, seem to have been sourced from Salisbury Plain, 100 miles (161 km) east. This is interpreted as meaning that the early inhabitants of Britain were highly mobile, roaming over wide distances and carrying 'toolkits' of flint blades with them rather than heavy, unworked flint nodules or improvising tools extemporaneously. The possibility that groups also travelled to meet and exchange goods or sent out dedicated expeditions to source flint has also been suggested.


          The dominant food species were the Wild Horse (Equus ferus) and Red Deer (Cervus elaphus) although other mammals ranging from hares to mammoth were also hunted, including rhino and hyena. From the limited evidence available, burial seemed to involve skinning and dismembering a corpse with the bones placed in caves. This suggests a practice of excarnation and secondary burial, and possibly some form of ritual cannibalism. Artistic expression seems to have been mostly limited to engraved bone although the cave art at Creswell Crags and Mendip caves are notable exceptions.


          From 12,700 to 11,500 years ago the climate became cooler and dryer, in what is known as the Younger Dryas period. Food animal populations seem to have declined although woodland coverage expanded. Tool manufacture in the Final Upper Palaeolithic revolved around smaller flints but bone and antler work became less common. Typically there are parallel-sided flint blades known as "Cheddar Points". There are scrapers, some of which are annoted with what may be calendars. However, the number of known sites is much larger than before and more widely spread. Many more open air sites are known such as that at Hengistbury Head.


          


          Mesolithic


          (around 10,000 to 5500 years ago)


          Around 10,000 years ago the ice age finally ended and the Holocene era began. Temperatures rose, probably to levels similar to those today, and forests expanded further. By 9,500 years ago, the rising sea levels caused by the melting glaciers cut Britain off from Ireland, and by around 6500 years ago continental Europe was cut off for the last time. The warmer climate changed the Arctic environment to one of pine, birch, and alder forest; this less open landscape was less conducive to the large herds of reindeer and wild horse that had previously sustained humans. Those animals were replaced in people's diets by pig and less social animals such as elk, red deer, roe deer, wild boar and aurochs (wild cattle) which would have required different hunting techniques in order to be effectively exploited. Tools changed to incorporate barbs which could snag the flesh of a hunted animal, making it harder for it to escape alive. Tiny microliths were developed for hafting onto harpoons and spears. Woodworking tools such as adzes appear in the archaeological record, although some flint blade types remained similar to their Palaeolithic predecessors. The dog was domesticated because of its benefits during hunting and the wetland environments created by the warmer weather would have been a rich source of fish and game. It is likely that these environmental changes were accompanied by social changes amongst the Britons of this time. Humans spread and reached the far north of Scotland during this period. Sites from the British Mesolithic include the Mendips, Star Carr in Yorkshire and Oronsay in the Inner Hebrides. Excavations at Howick in Northumberland uncovered evidence of a large circular building dating to c. 7,600 BC which is interpreted as a dwelling. A further example has also been identified at Deepcar in Sheffield. The older view of Mesolithic Britons as being exclusively nomadic is now being replaced with a more complex picture of seasonal occupation or, in some cases, permanent occupation and attendant land and food source management where conditions permitted it. Travel distances seem to have become shorter, typically with movement between high and low ground.


          


          The Mesolithic-Neolithic transition


          Though the Mesolithic environment was of a bounteous nature, the rising population and ancient Britons' success in exploiting it eventually led to local exhaustion of many natural resources. The remains of a Mesolithic elk found caught in a bog at Poulton-le-Fylde in Lancashire demonstrated that it had been wounded by hunters and escaped on three different occasions, indicating unsuccessful-hunting during the Mesolithic. A few Neolithic monuments overlie Mesolithic sites but little direct continuity can be demonstrated. Farming of both crops and domestic animals was adopted in Britain around 4,500 BC at least partly because of the need for reliable food sources. Hunter-gathering ways of life would have persisted into the Neolithic at first but the increasing sophistication of material culture with the concomitant control of local resources by individual groups would have caused it to be replaced by distinct territories occupied by different tribes. Other elements of the Neolithic such as pottery, leaf-shaped arrowheads and polished stone axes would have been adopted earlier as part of the Neolithic 'package'. The climate had been warming since the later Mesolithic and continued to improve, replacing the earlier pine forests with woodland.


          In 1997 DNA analysis was undertaken on a tooth from a Mesolithic Cheddar Man from 9000 BC whose remains were found in Gough's Cave at Cheddar Gorge. His mitochondrial DNA was of a type (H5) found in 11% of modern European populations.


          


          The Neolithic


          (4000 - 2000 BC)


          The Neolithic was the period of domestication of plants and animals. A debate is currently being waged between those who believe that the introduction of farming and a sedentary lifestyle was brought about by resident peoples adopting new practices or by continental invaders bringing their culture with them and, to some degree, replacing the indigenous populations.


          Analysis of the mitochondrial DNA of modern European populations shows that over 80% are descended in the female line from European hunter-gatherers. Less than 20% are descended in the female line from Neolithic farmers from the Middle East. The percentage in Britain is smaller at around 11% with the paternal varying from 10-100% across the country, being higher in the east. However, as already noted, this situation is reversed when looking at English and Scottish Y-chromosomes, which show a large degree of population replacement during the Anglo-Saxon invasion and a nearly complete masking over of whatever population movement (or lack of it) went before on these two countries. Looking from a more Europe-wide standpoint, researchers at Standford University have found overlapping cultural and genetic evidence that supports the theory that migration was, at least, partially responsible for the Neolithic Revolution in Northern Europe (including Britain). The science of genetic anthropology is changing very fast and a clear picture across the whole of human occupation of Britain has yet to emerge.


          Pollen analysis shows that woodland was decreasing and grassland increasing, with a major decline of elms. The winters were typically 3 degrees colder than at present but the summers some 2.5 degrees warmer.


          The arrival of farming and a sedentary lifestyle as shorthand for the Neolithic is increasingly giving way to a more complex view of the changes and continuities in practices that can be observed from the Mesolithic period onwards. For example the development of Neolithic monumental architecture apparently venerating the dead may represent more comprehensive social and ideological changes involving new interpretations of time, ancestry, community and identity.


          In any case, the Neolithic Revolution, as it is called, introduced a more settled way of life and ultimately led to societies becoming divided into differing groups of farmers, artisans and leaders. Forest clearances were undertaken to provide room for cereal cultivation and animal herds. Native cattle and pigs were reared whilst sheep and goats were later introduced from the continent as were the wheats and barleys grown in Britain. However, only a few actual settlement sites are known in Britain, unlike the continent. Cave occupation was common at this time.


          The construction of the earliest earthwork sites in Britain began during the early Neolithic (c. 4400 BC- 3300 BC) in the form of long barrows used for communal burial and the first causewayed enclosures, sites which have parallels on the continent. The former may be derived from the long house although no long house villages have been found in Britain, only individual examples. The stone-built houses on Orkney such as those at Skara Brae are however indicators of some nucleated settlement in Britain. Evidence of growing mastery over the environment is embodied in the Sweet Track, a wooden trackway built to cross the marshes of the Somerset Levels and dated to 3807 BC. Leaf-shaped arrowheads, round-based pottery types and the beginnings of polished axe production are common indicators of the period. Evidence of the use of cow's milk comes from analysis of pottery contents found beside the Sweet Track.


          The Middle Neolithic (c. 3300 BC-c. 2900 BC) saw the development of cursus monuments close to earlier barrows and the growth and abandonment of causewayed enclosures as well as the building of impressive chamber tombs such as the Maeshowe types. The earliest stone circles and individual burials also appear.


          Different pottery types such as Grooved ware appear during the later Neolithic (c. 2900 BC - c.2200 BC) whilst new enclosures, called henges were built, along with stone rows and the famous sites of Stonehenge, Avebury and Silbury Hill reached their peak. Industrial flint mining such as that at Cissbury and Grimes Graves began, with evidence of long distance trade. Wooden tools and bowls were common, and bows were constructed.


          


          The Bronze Age


          (around 2200 to 750 BC)


          This period can be sub-divided into an earlier phase (2300 to 1200) and a later one (1200 - 700). Beaker pottery appears in England around 24752315 cal BC along with flat axes and burial practices of inhumation. With the revised Stonehenge chronology, this is after the Sarsen Circle and trilithons were erected at Stonehenge. Believed to be of Iberian origin, (modern day Spain and Portugal), Beaker techniques brought to Britain the skill of refining metal. At first the users made items from copper, but from around 2,150 BC smiths had discovered how to make bronze (which was much harder than copper) by mixing copper with a small amount of tin. With this discovery, the Bronze Age arrived in Britain. Over the next thousand years, bronze gradually replaced stone as the main material for tool and weapon making.


          Britain had large, easily accessible reserves of tin in the modern areas of Cornwall and Devon in what is now southwest England, and thus tin mining began. By around 1,600 BC the southwest of Britain was experiencing a trade boom as British tin was exported across Europe, evidence of ports being found in southern Devon at Bantham and Mount Batten. Copper was mined at the Great Orme in North Wales.


          The Beaker people were also skilled at making ornaments from gold, and examples of these have been found in graves of the wealthy Wessex culture of central southern Britain.


          Early Bronze Age Britons buried their dead beneath earth mounds known as barrows, often with a beaker alongside the body. Later in the period, cremation was adopted as a burial practice with cemeteries of urns containing cremated individuals appearing in the archaeological record, with deposition of metal objects such as daggers. People of this period were also largely responsible for building many famous prehistoric sites such as the later phases of Stonehenge along with Seahenge. The Bronze Age people lived in round houses and divided up the landscape. Stone rows are to be seen on. for example, Dartmoor. They ate cattle, sheep, pigs and deer as well as shellfish and birds. They carried out salt manufacture. Pytheas says that the Britons were renowned wheat farmers. The wetlands were a source of wildfowl and reeds. There was ritual deposition of offerings in the wetlands and in holes in the ground. The Lindow man may have been ritually killed as an offering.


          There was some debate amongst archaeologists as to whether the 'Beaker people' were a race of people who migrated to Britain en masse from the continent, or whether a prestigious Beaker cultural "package" of goods and behaviours (which eventually spread across most of western Europe) diffused to Britain's existing inhabitants through trade across tribal boundaries. Modern thinking tends towards the latter view. Alternatively, a ruling class of Beaker individuals may have made the migration and come to control the native population at some level. Genetics suggests that there was only a small infux of people to Britain at this time, around a few percent.


          There is evidence of a relatively large scale disruption of cultural patterns which some scholars think may indicate an invasion (or at least a migration) into southern Great Britain circa the 12th century BC. This disruption was felt far beyond Britain, even beyond Europe, as most of the great Near Eastern empires collapsed (or experienced severe difficulties) and the Sea Peoples harried the entire Mediterranean basin around this time. Some scholars consider that the Celtic languages arrived in Britain at this time.


          


          The Iron Age


          (around 750 BC - 43 AD)


          In around 750 BC iron working techniques reached Britain from southern Europe. Iron was stronger and more plentiful than bronze, and its introduction marks the beginning of the Iron Age. Iron working revolutionised many aspects of life, most importantly agriculture. Iron tipped ploughs could churn up land far more quickly and deeply than older wooden or bronze ones, and iron axes could clear forest land far more efficiently for agriculture. There was a landscape of arable, pasture and managed woodland. There were many enclosed settlements and land ownership was important.


          By 600 BC, British society changed again. Often termed the " Celtic culture", it had by 500 BC covered most of the British Isles. The Celts were highly skilled craftsmen and produced intricately patterned gold jewellery and weapons in bronze and iron. It is disputed whether Iron Age Britons were "Celts", with numerous academics such as John Collis and Simon James actively opposing the idea of 'Celtic Britain', since the term was only applied at this time to a tribe in Gaul. However, placenames and tribal names from the later part of the period suggest that a Celtic language was spoken, for example the people were said to be "Pretanni". The term "Celtic" continues to be used by linguists to describe the family that includes many of the ancient languages of Western Europe and modern British languages such as Welsh without controversy.


          Iron Age Britons lived in organised tribal groups, ruled by a chieftain.


          As people became more numerous, wars broke out between opposing tribes. This was traditionally interpreted as the reason for the building of hill forts, although the siting of some hill forts on the sides of hills undermined their defensive value, hence "hill forts" may represent increasing communal areas or even 'Elite Areas'. However some hillside constructions may simply have been cow enclosures. Although the first had been built about 1,500 BC, hillfort building peaked during the later Iron Age. By about 350 BC many hillforts went out of use and the remaining ones were reinforced. Large farmsteads produced food in industrial quantities and Roman sources note that Britain exported hunting dogs, animal skins and slaves.


          


          The Late pre-Roman Iron Age (LPRIA)


          The last centuries before the Roman invasion saw an influx of refugees from Gaul (modern day France and Belgium) known as the Belgae, who were displaced as the Roman Empire expanded around 50 BC. They settled in the area around Winchester. A tribe known as the Parissi, who had cultural links to the continent, were in north-east England.


          From around 175 BC, the areas of Kent, Hertfordshire and Essex had especially advanced pottery-making skills. The tribes of south-east England were partially Romanised and were responsible for creating the first settlements (oppida) large enough to be called towns.


          The last centuries before the Roman invasion saw increasing sophistication in British life. About 100 BC, iron bars began to be used as currency, while internal trade and trade with continental Europe flourished, largely due to Britain's extensive mineral reserves. Coinage was developed, based on continental types but bearing the names of local chieftains. This was used in south-east England, but not in areas such as Dumnonia.


          As the Roman Empire expanded northwards, Rome began to take interest in Britain. This may have been caused by an influx of refugees from Roman occupied Europe, or Britain's large mineral reserves. See Roman Britain for the history of this subsequent period.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Prehistoric_Britain"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Prehistoric Scotland


        
          

          Archaeology and geology continue to reveal the secrets of prehistoric Scotland, uncovering a complex and dramatic past before the Romans brought Scotland into the scope of recorded history. Obviously, throughout this period there was no such thing as Scotland or a national identity. Successive human cultures tended to be spread across Europe or further afield, but focussing on this particular geographical area helps to find out about the origin of the remains and monuments that are still widespread, and to understand the background to the history of Scotland.


          The extent of open countryside untouched by intensive farming, together with past availability of stone rather than timber, has given Scotland a wealth of accessible sites where the ancient past can be seen.
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          The deep prehistory of Scotland


          Scotland is geologically alien to Europe, comprising a lost sliver of the ancient continent of Laurentia (which later formed the bulk of North America). During the Cambrian period the crustal region which became Scotland formed part of the continental shelf of Laurentia, then still south of the equator. Laurentia was separated from the continent of Baltica (which later became Scandinavia and the Baltic region) by the diminishing Iapetus Ocean. The two ancient continents moved toward one another through the Cambrian and Ordovician periods, with tectonic folding during the Silurian pushing the first Scottish land above water. The final collision occurred during the Devonian period, with the Scottish segment of the Laurentian plate smashing into Avalonia (which contained what is now most of England and Wales), a motile subcontinent which had previously joined with Baltica. This impact threw up a massive chain of mountains (at least as tall as the present-day Alps) and saw the formation of the granitic West Highland and Grampian mountain chains and (through the Carboniferous) a period of volcanic activity in central and eastern Scotland. During the Permian and Triassic periods, with the Iapetus Ocean entirely closed, Scotland lay near the centre of the Pangaean supercontinent. With the advent of the Tertiary, a constructive plate boundary became active between Laurentia and Eurasia, pushing the two apart (and parting Scotland from Laurentia forever). This recession opened the Atlantic Ocean for the first time, and the consequent subduction zone at the western plate margin led to a renewed period of vulcanism, this time on Scotland's west coast, producing fresh mountains on Skye, Jura, Mull, Rm, and Arran.


          This tectonic activity produced the basis of Scotland's topography: ancient mountains in the North and South of the country, partially eroded by 400 million years of water and ice with a wide fertile valley between them, and a newer, wilder western terrain. With Scotland now in the northern temperate zone, it was subjected to numerous glaciations in the Neogene and Quaternary periods, the ice sheets and their attendant glaciers carving the landscape into a typical postglacial one, overdeeping river valleys into the characteristic U-shape and leaving the upland areas covered with glacial corries and dramatic pyramidal peaks. In lowland areas the ice deposited rich fields of fertile glacial till and eroded the softer material surrounding the extinct volcanoes (particularly the older Carboniferous ones), leaving many crags.


          


          Before modern humans


          During the last interglacial, around 130,000 - 70,000 BC, there were times when climate in Europe was warmer than it is today, and after the Neanderthals came to prominence there was another mild spell around 40,000 BC. Neanderthal sites have been found in the south of England, and it is possible that early humans made their way to Scotland, though no traces have been found.


          Glaciers then scoured their way across most of Britain, and it was only after the ice retreated that Scotland again became habitable, around 9600 BC.


          


          Hunter-gatherers


          As the climate improved mesolithic hunter-gatherers extended their range into Scotland.


          An early settlement at Cramond, near what is today Edinburgh, has been dated to around 8500 BC. Pits and stakeholes suggest a hunter-gatherer encampment, and microlith stone tools made at the site predate finds of similar style in England. Although no bones or shells had survived the acid soil, numerous carbonised hazelnut shells indicate cooking in a similar way to finds at other Mesolithic period sites including the slightly earlier Star Carr and Britain's oldest house, the Howick house in Northumberland dated to 7600 BC, where post holes indicate a very substantial construction, and the finds are interpreted as being a permanent residence for hunting people. This suggests that hunter-gatherers could also have settled down in Scotland.


          Other sites on the east coast and at lochs and rivers, and large numbers of rock shelters and shell middens around the west coast and islands, build up a picture of highly mobile people, often using sites seasonally and having boats for fishing and for transporting stone tools from sites where suitable materials are found. Finds of flint tools on Ben Lawers and at Glen Dee (a mountain pass through the Cairngorms) show that these people were capable of travelling well inland across the hills.


          At a rock shelter and shell midden at Sand, Applecross on Wester Ross facing Skye, excavations have shown that around 7500 BC people had tools of bone, stone and antler, were living off shellfish, fish and deer using pot-boiler stones as a cooking method, were making beads from seashells and had ochre pigment and used shellfish which can produce purple dye.


          


          Farmers and monument builders
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          Neolithic farming brought permanent settlements. At Balbridie in Aberdeenshire crop markings were investigated and ditches and post holes found revealing a massive timber-framed building dating to about 3600 BC. An almost identical building was excavated at Claish near Stirling. At the islet of Eilean Domhnuill, Loch Olabhat on North Uist, Unstan ware pottery suggests a date of 3200-2800 BC for what may be the earliest crannog.


          The remainder of this section focuses mainly on the Orkney Islands, where there is a Neolithic landscape rich in sites amazingly preserved by prevalent use of the local stone which appears on the shore ready split into convenient building slabs. This is only a selection of highlights and there are many other examples across the country, often under the care of Historic Scotland.


          At the wonderfully well preserved stone house at Knap of Howar on the Orkney island of Papa Westray (occupied from 3500 BC to 3100 BC) the walls stand to a low eaves height, and the stone furniture is intact. Evidence from middens shows that the inhabitants were keeping cattle, sheep and pigs, farming barley and wheat and gathering shellfish as well as fishing for species which have to be line caught using boats. Finely made and decorated Unstan ware pottery links the inhabitants to chambered cairn tombs nearby and to sites far afield including Balbrindi and Eilean Domhnuill.


          The houses at Skara Brae on the Mainland of the Orkney Islands are very similar, but grouped into a village linked by low passageways. This settlement was occupied from about 3000 BC to 2500 BC. Pottery found here is of the grooved ware style which is found across Britain as far away as Wessex.


          About 6 miles (10km) from Skara Brae, grooved ware pottery was found at the Standing Stones of Stenness (originally a circle) which lie centrally in a close group of three major monuments. Maeshowe, the finest example of the passage grave type of chambered cairn (radiocarbon dated to before 2700 BC) lies just to the east. The magnificent Ring of Brodgar circle of standing stones is across a bridge immediately to the north. This circle was one of the first to be analysed by Professor Alexander Thom to establish the likely use of standing stones as astronomical observatories. Another Neolithic village has been found nearby at Barnhouse Settlement, and the inference is that these farming people were the builders and users of these mysterious structures.


          As with the standing stones at Callanish on Lewis and other standing stones across Scotland, these monuments form part of the Europe wide Megalithic culture which also produced Stonehenge in Wiltshire and the stone rows at Carnac in Brittany.


          The widespread connections these people had is shown by offerings imported from Cumbria and Wales left on the sacred hilltop at Cairnpapple Hill, West Lothian, as early as 3500 BC.


          


          Bronze age


          The cairns and Megalithic monuments continued into the Bronze age, which saw metals as an additional material rather than a replacement for flint. However there was a decline in both the building of large new structures and in the total area under cultivation from about 2500 B.C.


          The Clava cairns and standing stones near Inverness show complex geometries and astronomical alignments, with smaller perhaps individual tombs instead of the communal Neolithic tombs.


          Mummies dating from 1600-1300 B.C. have been discovered at Cladh Hallan on South Uist.


          Hill forts were introduced, such as Eildon hill near Melrose in the Scottish Borders which goes back to around 1000 BC and which accommodated several hundred houses on a fortified hilltop. Excavation at Edinburgh Castle found late Bronze Age material from about 850 BC.


          


          Iron age


          From around 700 BC extending into Roman times the Iron age brought an age of forts and defended farmsteads, which supports the image of quarrelsome tribes and petty kingdoms recorded by the Romans. Evidence that at times occupants neglected the defences might suggest that symbolic power was as significant as warfare.


          Brythonic Celtic culture and language spread into southern Scotland at some time after the 8th century BC, possibly through cultural contact rather than mass invasion, and systems of kingdoms developed.


          Larger fortified settlements expanded, such as the Votadini stronghold of Traprain Law, East Lothian, which was the size of a town. Huge numbers of small duns, hill forts and ring forts were built on any suitable crag or hillock. The spectacular brochs were built, most impressively the near complete broch at Mousa on Shetland. Many Souterrain underground passageways were constructed, though their purpose is obscure. Island settlements linked with a causeway to land, the crannogs, became common; it is thought that their function was defensive.


          


          Access - guide books


          Historic Scotland provides access to many sites and monuments including most of those mentioned above, and others are freely accessible making exploring the distant past open to anyone with a guide book and map. The following were used as references.


          
            	Scotland Before History - Stuart Piggott, Edinburgh University Press 1982, ISBN 0-7524-1400-3


            	Scotland's Hidden History - Ian Armit, Tempus (in association with Historic Scotland) 1998, ISBN 0-85224-348-0
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          Prehistoric Wales in terms of human settlements covers the period from about 225,000 years ago, the date attributed to the earliest human remains found in what is now Wales, to the year 48 AD when the Roman army began a military campaign against one of the Welsh tribes. Traditionally, historians have believed that successive waves of immigrants brought different cultures into the area, largely replacing the previous inhabitants, with the last wave of immigrants being the Celts. However, studies of population genetics now suggest that this may not be true, and that immigration was on a smaller scale.


          


          Paleolithic


          The earliest known human remains discovered in modern-day Wales is a human tooth, found in a cave in the valley of the River Elwy in north Wales, whose owner probably lived during a temperate phase between 225,000 and 186,000 years ago in the Lower Palaeolithic period and is usually classified as early Neanderthal. This is the furthest north-westerly site at which Neanderthal remains have been found. The remains of classic Neanderthals were found at Coygan Cave and have been dated to about 50,000 years ago.


          The Paviland limestone caves of the Gower peninsula in south Wales are by far the richest source of Aurignacian material in Britain, including burins and scrapers dated to about 28,500 years ago. The first remains of modern humans, Homo sapiens sapiens to be found in Wales was the famous Red Lady of Paviland. This was a human skeleton dyed in red ochre discovered in 1826 in one of the Paviland caves. Despite the name, the skeleton is actually that of a young man who lived about 26,000 years ago at the end of the Upper Paleolithic Period (old stone age). He is considered to be the oldest known ceremonial burial in Western Europe. The skeleton was found along with fragments of small cylyndrical ivory rods, fragments of ivory bracelets and sea shells. Settlement in Wales was apparently intermittent as periods of cooling and warming led to the ice sheets advancing and retreating. Wales appears to have been abandoned from about 21,000 years ago until after 13,000 years ago, with a burial found at Kendrick's Cave on the Great Orme dating to about 12,000 years ago.


          


          Mesolithic


          Following the last Ice age, Wales became roughly the shape it is today by about 7000 BC and was inhabited by Mesolithic hunter-gatherers. Wales has many sites where Mesolithic material has been found, but securely stratified material is rare. The earliest dated Mesolithic site in Wales is Nab Head, Pembrokeshire, around 9,200 years ago. Many of the sites from this period are coastal, although 9,000 years ago they would have been some distance inland from the sea. There is a particular concentration in Pembrokeshire, but there are also a good number of upland sites, most apparently seasonal hunting locations, for example around Llyn Brenig. Some decorated pebbles found at Rhuddlan represent the earliest art found in Wales.


          An investigation of post holes at the late Neolithic - Early Bronze Age chambered tomb of Bryn Celli Ddu on Anglesey, published in 2006, gave a radiocarbon dating which placed two of the holes in the Mesolithic period.


          


          Neolithic
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          The earliest farming communities are now believed to date from about 4000 BC, marking the beginning of the Neolithic period. Pollen evidence indicates the clearing of forests on an increasing scale during this period. The Neolithic saw the construction of many chambered tombs, the most notable including Bryn Celli Ddu and Barclodiad y Gawres on Anglesey. Three main types of megalithic tomb are found in Wales, the Severn-Cotswold type in the south-east, the Portal dolmen type and the Passage graves which are characteristic of the Irish Sea area and the Atlantic faade of Europe and Morocco. Megalithic tombs are most common in the western lowlands. There is evidence of close cultural links with Ireland, particularly in the Early Neolithic period.


          A number of houses from the Neolithic period have also been found in Wales, most notably the settlement at Clegyr Boia near St David's in Pembrokeshire. Many artefacts have also been found, particularly polished stone axeheads. There were a number of "factories" in Wales producing these axeheads, the largest being the Graig Lwyd factory at Penmaenmawr on the north coast which exported its products as far afield as Yorkshire and the English midlands. Pottery finds also indicate a relationship with Ireland.


          


          The Bronze Age
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          Metal tools first appeared in Wales about 2500 BC, initially copper followed by bronze. The climate during the Early Bronze Age (c. 2100-1400 BC) is thought to have been warmer than at present, as there are many remains from this period in what are now bleak uplands. Much of the copper for the production of bronze probably came from the copper mine on the Great Orme, where prehistoric mining on a very large scale dates largely from the middle Bronze Age. In particular copper from the Great Orme mines appears to have been used for the production of bronze implements of the Acton Park Complex, named after a hoard found at Acton Park near Wrexham. These tools, particularly axeheads, were developed towards the end of the Early Bronze Age and are innovative in both metallurgy and design. They were widely exported, with examples being found along the continental coast from Brittanny to north Germany.


          Burial practices in the Bronze Age differed from the communal tombs of the Neolithic period, with a change to burial in round barrows and the provision of grave goods. Inhumation was soon replaced by cremation and in Wales the cemetery mound with a number of burials had become the standard form by about 2000 BC. One of the most striking finds from Bronze Age Wales was the gold cape found in a tomb at Bryn yr Ellyllion, Mold, Flintshire dated to 1900-1600 BC, weighing 560 g and produced from a single gold ingot. Very few weapons have been found in Early Bronze Age graves in Wales compared with other objects, and the lack of traces of earlier Bronze Age settlements is thought to indicate that farms or hamlets were undefended.


          From about 1250 BC there was a deterioration in the climate which became more marked from about 1000 BC, with higher rainfall and much lower summer temperatures. This led to an increase in peat formation and probably the abandonment of many upland settlements. It has been suggested that this led to conflict and to changes in social organization, with the earliest hillforts appearing about 800 BC.


          The Late Bronze Age saw the development of more advanced bronze implements, with weapons becoming increasingly common. While the weapons reflect introduced styles, there are pronounced regional variations in the styles of tools, particularly axes. On the basis of tool types, Wales can be divided into four regions, the south-east, south-west, north-west and north-east. Interestingly these regions show an approximate correspondence to the territories of the tribes later recorded in these areas by the Romans, the Silures, Demetae, Ordovices and Deceangli respectively.


          


          The Iron Age
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          The earliest iron implements found in Wales come from Llyn Fawr at the head of the Rhondda Valley, where objects apparently deposited as votive offerings include three made of iron; a sword, a spearhead and a sickle. These items are thought to date to about 650 BC, and while the sword appears to be imported the sickle is an imitation of a native bronze prototype. The Iron Age saw the building of hillforts which are particularly numerous in Wales, examples being Pen Dinas near Aberystwyth and Tre'r Ceiri on the Llŷn pensinsula. The earliest distinctively Iron Age settlement in Wales is considered to be Castell Odo, a small hillfort near the tip of the Llŷn peninsula, dated to about 400 BC. The largest hillforts are most numerous along the eastern border of Wales, with some large examples also found in the lowlands of north-west Wales. In the south-west, by contrast, hillforts are very numerous but mainly small, with an area of under 1.2 hectares.


          A particularly significant find from this period was made in 1943 at Llyn Cerrig Bach on Anglesey, when the ground was being prepared for the construction of a Royal Air Force base. The cache included weapons, shields, chariots along with their fittings and harnesses, and slave chains and tools. Many had been deliberately broken and seem to have been votive offerings. These finds are considered to be one of the most important collections of La Tne metalwork discovered in Britain. Pottery on the other hand is fairly rare in Wales during this period and most of what has been found appears to be imported.


          The La Tne culture is traditionally associated with the Celts, and the general view until fairly recently was that the appearance of this culture indicated a large-scale invasion by peoples who also brought a celtic language which later developed into Welsh . The currently more popular view is that any movement of peoples was on a smaller scale, with cultural diffusion responsible for most of the changes. There is some evidence to support the latter model, such as burials associated with earlier religious sites. It has been suggested that a celtic language was being spoken in Wales by about 700 BC.


          The prehistoric period ended with the arrival of the Roman army who began their campaigns against the Welsh tribes in 48 AD with an attack on the Deceangli in north-east Wales. Wales was divided between a number of tribes, of which the Silures and the Ordovices put up the most stubborn resistance. The Roman conquest was complete by 79 AD. The reports of Roman historians such as Tacitus give a little more information about Wales in this period, such as that the island of Anglesey was apparently a stronghold of the Druids. The impact of the arrival of the Romans may have varied from one part of Wales to another; for example there is evidence that some hillforts, such as Tre'r Ceiri, continued to be occupied during the Roman period.
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          The Premier League (officially known as the Barclays Premier League for sponsorship reasons, colloquially known as The Premiership), is an English professional league for football clubs. At the top of the English football league system, it is the country's primary football competition. The Premier League is currently contested by 20 clubs, operating a system of promotion and relegation with The Football League. Seasons run from August to May, with teams playing 38 games each.


          The competition formed as the FA Premier League on 20 February 1992 and the first games were played on 15 August that year, following the decision of clubs in the Football League First Division to break away from The Football League to take advantage of a lucrative television rights deal; The Football League had served as England and Wales's primary football competition since 1888. Since then, the Premier League has become the world's most watched sporting league and the most lucrative football league, with combined club revenues of around 1.4 billion in 200506, which is expected to rise to around 1.8 billion for 200708, primarily due to rising media revenues. The league is a corporation with the 20 clubs acting as shareholders.


          A total of 40 clubs have competed in the Premier League, but only four have won the title: Manchester United, Blackburn Rovers, Arsenal, and Chelsea. The current Premier League champions are Manchester United, who won their ninth title in the 200607 season, the most of any Premier League team.


          


          History


          


          Origins


          The 1980s had marked a low point for English football. Stadiums were crumbling, supporters endured poor facilities, hooliganism was rife, and English clubs were banned from European competition following the events at Heysel in 1985. The Football League First Division, which had been the top level of English football since 1888, was well behind leagues such as Italy's Serie A and Spain's La Liga in attendances and revenues, and several top English players had moved abroad. However, by the turn of the 1990s the downward trend was starting to reverse; England had been successful in the 1990 FIFA World Cup, reaching the semi-finals. UEFA, European football's governing body, lifted the five-year ban on English clubs playing in European competitions in 1990 and the Taylor Report on stadium safety standards, which proposed expensive upgrades to create all-seater stadiums, was published in January of that year.


          Television money had also become much more important; the Football League received 6.3million for a two-year agreement in 1986, but when that deal was renewed in 1988, the price rose to 44m over four years. The 1988 negotiations were the first signs of a breakaway league; ten clubs threatened to leave and form a "super league", but were eventually persuaded to stay. As stadiums improved and match attendance and revenues rose, the country's top teams again considered leaving the Football League in order to capitalise on the growing influx of money being pumped into the sport.


          


          Foundation


          In the 1991 close season, a proposal for the establishment of a new league was tabled that would bring more money into the game overall. The Founder Members Agreement, signed on 17 July 1991 by the game's top-flight clubs, established the basic principles for setting up the FA Premier League. The newly formed top division would have commercial independence from the Football Association and the Football League, giving the FA Premier League license to negotiate its own broadcast and sponsorship agreements. This was considered necessary so that English clubs could once again compete with and beat the best of Europe, while attracting the best talent in the world, something which in 1991 seemed practically unthinkable.


          In 1992 the First Division clubs resigned from the Football League en masse and on 27 May 1992 the FA Premier League was formed as a limited company working out of an office at the then Football Association's headquarters in Lancaster Gate. This meant a break-up of the 104-year-old Football League that had operated until then with four divisions; the Premier League would operate with a single division and the Football League with three. There was no change in competition format; the same number of teams competed in the top flight, and promotion and relegation between the Premier League and the new First Division remained on the same terms as between the old First and Second Divisions.


          The 22 inaugural members of the new Premiership were Arsenal, Aston Villa, Blackburn Rovers, Chelsea, Coventry City, Crystal Palace, Everton, Ipswich Town, Leeds United, Liverpool, Manchester City, Manchester United, Middlesbrough, Norwich City, Nottingham Forest, Oldham Athletic, Queens Park Rangers, Sheffield United, Sheffield Wednesday, Southampton, Tottenham Hotspur, and Wimbledon.


          


          Establishment


          As of 2007 there had been 15 completed seasons of the Premier League. The league held its first season in 199293 and was originally composed of 22 clubs. The first ever Premiership goal was scored by Brian Deane of Sheffield United in a 21 win against Manchester United. Due to insistence by FIFA, the international governing body of football, that domestic leagues reduce the number of games clubs played, the number of clubs was reduced to 20 in 1995 when four teams were relegated from the league and only two teams promoted. On 8 June 2006, FIFA requested that all major European leagues, including Italy's Serie A and Spain's La Liga be reduced to 18 teams by the start of the 200708 season. The Premier League responded by announcing their intention to resist such a reduction. Ultimately the 200708 season kicked off again with 20 teams. The league changed its name from the FA Premier League to simply the Premier League in 2007. That same season saw the discussion over Game 39, a showpiece match played overseas.


          


          Corporate structure


          The Premier League is operated as a corporation and is owned by the 20 member clubs. Each club is a shareholder, with one vote each on issues such as rule changes and contracts. The clubs elect a chairman, chief executive, and board of directors to oversee the daily operations of the league. The Football Association is not directly involved in the day-to-day operations of the Premier League, but has veto power as a special shareholder during the election of the chairman and chief executive and when new rules are adopted by the league.


          The Premier League sends representatives to UEFA's European Club Forum, the number of clubs and the clubs themselves chosen according to UEFA coefficients. The European Club Forum is responsible for electing three members to UEFA's Club Competitions Committee, which is involved in the operations of UEFA competitions such as the Champions League and UEFA Cup.


          


          Competition format and sponsorship


          


          Competition


          There are 20 clubs in the Premier League. During the course of a season, which lasts from August to May, each club plays the others twice, once at their home stadium and once at that of their opponents, for a total of 38 games. Teams receive three points for a win and one point for a draw. No points are awarded for a loss. Teams are ranked by total points, then goal difference, and then goals scored. At the end of each season, the club with the most points is crowned champion. If points are equal, the goal difference and then goals scored determine the winner. If still equal, teams are deemed to occupy the same position. If there is a tie for the championship, for relegation, or for qualification to other competitions, a play-off match at a neutral venue decides rank. The three lowest placed teams are relegated into the Football League Championship and the top two teams from the Championship, together with the winner of play-offs involving the third to sixth placed Championship clubs, are promoted in their place.


          


          Qualification for European competitions


          The top four teams in the Premiership qualify for the UEFA Champions League, with the top two teams directly entering the group phase. The third and fourth placed teams enter the competition at the third qualifying round and must win a two-legged knockout tie in order to enter the group phase. The fifth placed team automatically qualifies for the UEFA Cup, and the sixth and seventh placed teams can also qualify, depending on what happens in the two domestic cup competitions. If the FA Cup winners and runners-up both finish in the top five of the Premier League, the FA Cup's UEFA Cup spot goes to the sixth placed team in the League. If the League Cup is won by a team that has already qualified for Europe, the League Cup's UEFA Cup spot also goes to the next highest placed team in the League (unlike the FA Cup spot, it is never transferred to the losing finalist). The highest placed team that has not qualified for the UEFA Cup is allowed the opportunity to compete in the UEFA Intertoto Cup, provided they have applied to enter the Intertoto Cup in the next season. This provides another means of getting into the UEFA Cup, as winners of all eleven third-round Intertoto Cup ties qualify for that tournament.
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              Bolton Wanderers and Fulham compete in the FA Cup.
            

          


          An exception to the usual European qualification system happened in 2005, when Liverpool won the UEFA Champions League, but did not finish in a Champions League qualification position in that season's Premier League. UEFA gave special dispensation for Liverpool to enter the Champions League, giving England five qualifiers. UEFA subsequently ruled that the defending champions of the trophy qualify for the competition the following year regardless of their domestic league placing.


          The Premiership was recently promoted to second in the UEFA rankings of European leagues based on their performances in European competitions over a five year period, behind Spain's La Liga and now above Italy's Serie A. The top three leagues in Europe are currently allowed to enter four teams into the Champions League. The UEFA president Michel Platini, had proposed taking one place from the Premier League's quota, and allocating this place to the FA Cup winners. This proposal though, was rejected in a vote at a UEFA Strategy Council meeting.


          In the same meeting that Platini's suggestion that FA Cup winners should qualify for the Champion's League rather than the UEFA Cup was rejected, it was however agreed upon that the third-placed team in the Premier League would receive automatic qualification for the group stages, rather than entry into the Third Qualifying Round as at present.


          


          Sponsorship


          Since 1993, the Premier League has been sponsored. The sponsor has been able to determine the league's sponsorship name. The list below details who the sponsors have been and what they called the competition:


          
            	19932001: Carling (FA Carling Premiership)


            	20012004: Barclaycard (Barclaycard Premiership)


            	20042010: Barclays (Barclays Premiership (20042007) then Barclays Premier League (20072010))

          


          


          Finances


          The Premier League is the most lucrative football league in the world, with total club revenues of over 1.4 billion in 200506 season according to Deloitte, 40% above its nearest competitor: Italy's Serie A. Revenues will increase to approximately 1.8 billion in the 200708 season, when new media rights deals start. Based on November 2007 exchange rates, 1.8 billion converts to a gross annual league revenue of about US$3.7 billion. For the past few seasons, the Premier League's gross revenue (1.4bn) has been the fourth highest for any sports league worldwide, behind the annual revenues of the three most popular North American major sports leagues (the National Football League, Major League Baseball and the National Basketball Association), but ahead of the National Hockey League.


          In terms of world football, the Premier League clubs are some of the richest in the world. Deloitte, who annually release figures on club revenues through its " Football Money League", listed eight Premier League clubs in the top 20 for the 200506 season. No other league has more than four clubs in this table, and while La Liga rivals Real Madrid and F.C. Barcelona take up two of the top 3 places, no other Spanish clubs are listed in the top 20. Premier League teams have dominated the list for many years, and even topped the list for almost a decade until the 200405 season. After the Premier League's new TV deal comes into effect, the league-wide increase in revenues is expected to increase the Premier League clubs' standing in the list, and there is a possibility that a Premier League club will be top of the list.


          Another significant source of regular income for Premier League clubs remains their revenue from stadium attendances, which, with the 200506 average attendance of 34,364 for league matches, is the fourth highest of any domestic professional sports league in the world, ahead of Serie A and La Liga, but behind the German Bundesliga. This represents an increase of over 60% from the average attendance of 21,126 recorded in the league's first season (199293). However, during the 199293 season the capacities of most stadiums were reduced as clubs replaced terraces with seats in order to meet the Taylor Report's 199495 deadline for all-seater stadiums. The 200506 figure, however, is lower than the Premier League's record average attendance of 35,464, set during the 200203 season.


          Criticisms


          


          Widening gap between lower leagues


          One of the main criticisms leveled at the Premier League is the increasing gulf between the Premiership and the Football League. Since its split with the Football League, many established clubs in the Premier League have managed to distance themselves from their counterparts in lower leagues. Owing in large part to the disparity in revenue from television rights between the leagues, many newly promoted teams have found it difficult to avoid relegation in their first season in the Premier League. In every season except 200102 ( Blackburn Rovers, Bolton Wanderers and Fulham) at least one Premier League newcomer has been relegated back to the Football League. In 199798 all three promoted clubs were relegated at the end of the season.


          The Premier League distributes a small portion of its television revenue to clubs that are relegated from the league in the form of "parachute payments". Starting with the 200607 season, these payments are in the amount of 6.5 million over the club's first two seasons in lower leagues, although this is set to rise to 11.2 million per year for clubs relegated in 20072008. Designed to help teams adjust to the loss of television revenues (the average Premier League team receives 45 million while the average Football League Championship club receives 1 million), critics maintain that the payments actually widen the gap between teams that have reached the Premiership and those that have not, leading to the common occurrence of teams " bouncing back" soon after their relegation.


          [bookmark: .22Big_Four.22_dominance]


          "Big Four" dominance


          Another major criticism is the development of the so-called "Big Four" clubs. In the past 12 seasons only three different clubs have won the Premier League titleManchester United (seven times), Arsenal (three times) and Chelsea (twice). Blackburn Rovers are the only other team to have won the title in the Premier League's history. In addition, Manchester United have not finished outside the top three since the formation of the Premier League, with Arsenal finishing inside the top five in all but two seasons, while Liverpool without an English league title since the pre-Premier League era, have not finished lower than fifth since 1999. In recent years, the success of these clubs has led to these four teams being increasingly referred to as the "Big Four". The Big Four clubs have all qualified for the last four seasons of the Champions League and receive the benefits of such qualification. The benefits include increased revenue and this is believed to have widened the gap between the Big Four clubs and the rest of the Premiership.


          


          Premier League clubs


          A total of 40 clubs have played in the Premier League between 1992 and 2006. Two other clubs ( Luton Town and Notts County) were signatories to the original agreement that created the Premier League, but were relegated prior to the inaugural Premiership season and have not subsequently returned to the top flight. For a list of all clubs past and present see List of FA Premier League clubs and an amalgamated table can be found at All-time FA Premier League table. For a list of winners and runners-up of the Premier League since its inception, and top scorers for each season, see English football champions.


          Seven clubs have been members of the Premiership for every season since its inception. This group is composed of Arsenal, Aston Villa, Chelsea, Everton, Liverpool, Manchester United, and Tottenham Hotspur.


          


          Premier League members for 200708


          The following 20 clubs are competing in the Premier League during the 200708 season.


          
            
              	Club


              	Position

              in 200607

              	First season in

              top division

              	First season of

              current spell in

              top division

              	Last title
            


            
              	Arsenala,b

              	4th

              	190405

              	191920

              	200304
            


            
              	Aston Villaa,b

              	11th

              	188889

              	198889

              	198081
            


            
              	Birmingham City

              	2nd, Championship

              	189394

              	200708

              	n/a
            


            
              	Blackburn Roversa

              	10th

              	188889

              	200102

              	199495
            


            
              	Bolton Wanderers

              	7th

              	188889

              	200102

              	n/a
            


            
              	Chelseaa,b

              	2nd

              	190708

              	198990

              	200506
            


            
              	Derby County

              	3rd, Championship

              	188889

              	200708

              	197475
            


            
              	Evertona,b

              	6th

              	188889

              	195455

              	198687
            


            
              	Fulham

              	16th

              	194950

              	200102

              	n/a
            


            
              	Liverpoola,b

              	3rd

              	189495

              	196263

              	198990
            


            
              	Manchester Citya

              	14th

              	18991900

              	200203

              	196768
            


            
              	Manchester Uniteda,b

              	1st

              	189293

              	197576

              	200607
            


            
              	Middlesbrougha

              	12th

              	190203

              	199899

              	n/a
            


            
              	Newcastle United

              	13th

              	189899

              	199394

              	192627
            


            
              	Portsmouth

              	9th

              	192728

              	200304

              	194950
            


            
              	Reading

              	8th

              	200607

              	200607

              	n/a
            


            
              	Sunderland

              	1st, Championship

              	189091

              	200708

              	193536
            


            
              	Tottenham Hotspura,b

              	5th

              	190910

              	197879

              	196061
            


            
              	West Ham United

              	15th

              	192324

              	200506

              	n/a
            


            
              	Wigan Athletic

              	17th

              	200506

              	200506

              	n/a
            


            
              	a = Founding member of the Premier League

              b = Played in every Premier League season
            

          


          


          Players


          Premier League clubs have almost complete freedom to sign whatever number and category of players they wish. There is no team or individual salary cap, no squad size limit, no age restrictions other than those applied by general employment law, no restrictions on the overall number of foreign players, and few restrictions on individual foreign players  all players with EU nationality, including those able to claim an EU passport through a parent or grandparent, are eligible to play, and top players from outside the EU are able to obtain UK work permits. The only area where the Premiership's player registration rules are more restrictive than those of some other football leagues, such as those of those of Belgium and Portugal, is that academy level non-EU players have little access to English football.


          At the inception of the Premier League in 199293, just eleven players named in the starting line-ups for the first round of matches were 'foreign' (players hailing from outside of the United Kingdom or Republic of Ireland). By 200001, the number of foreign players participating in the Premiership was 36%. In the 200405 season the figure had increased to 45%. On 26 December 1999, Chelsea became the first Premier League side to field an entirely foreign starting line-up, and on 14 February 2005 Arsenal were the first to name a completely foreign 16-man squad for a match. No English manager has won the Premier League; the four managers to have won the title comprise two Scots (Sir Alex Ferguson (Manchester United, nine wins) and Kenny Dalglish (Blackburn Rovers, one win)), a Frenchman ( Arsne Wenger, Arsenal, three wins) and a Portuguese ( Jos Mourinho, Chelsea, two wins).


          In response to concerns that clubs were increasingly passing over young British players in favour of signing less-expensive foreign players, in 1999, the Home Office tightened its rules for granting work permits to players from countries outside of the European Union. Currently a non-EU player applying for the permit must have played for his country in at least 75% of its competitive 'A' team matches for which he was available for selection during the previous two years, and his country must have averaged at least 70th place in the official FIFA world rankings over the previous two years. If a player does not meet those criteria, the club wishing to sign him may appeal if they believe that he is a special talent and "able to contribute significantly to the development of the game at the top level in the UK."


          Over 260 foreign players compete in the league, and 101 players from England's domestic leagues competed in the 2002 FIFA World Cup in Korea and Japan. At the 2006 FIFA World Cup in Germany, the Premier League was the most represented league with more than eighty players in the competition, including 21 of the 23 players in England's squad.


          As a result of the increasingly lucrative television deals, player wages rose sharply following the formation of the Premier League. In the first Premier League season the average player wage was 75,000 per year, but subsequently rose by an average 20% per year for a decade, peaking in the 200304 season, when the annual salary of the average Premier League player was 676,000.


          The record transfer fee for a Premier League has been broken several times over the lifetime of the competition. Prior to the start of the first Premier League season Alan Shearer became the first British player to command a 3 million-plus transfer fee. The record rose steadily in the Premier League's first few seasons, until Alan Shearer made a world record breaking 15 million move to Newcastle United in 1996. This stood as a British record for four years until it was eclipsed by the 18 million Leeds paid West Ham for Rio Ferdinand. Manchester United subsequently broke the record three times by signing Ruud van Nistelrooy, Juan Sebastin Vern and Rio Ferdinand. As of 2007, the current record holder is Andriy Shevchenko, who joined Chelsea from AC Milan in May 2006. The exact figure of the transfer fee was not disclosed, but was reported as being around 30 million.


          


          Top scorers


          
            
              All-time top scorers in the Premier League

              (Premier League goals only)
            

            
              	Rank

              	Player

              	Goals
            


            
              	1

              	[image: Flag of England] Alan Shearer

              	260
            


            
              	2

              	[image: Flag of England] Andy Cole

              	187
            


            
              	3

              	[image: Flag of France] Thierry Henry

              	174
            


            
              	4

              	[image: Flag of England] Robbie Fowler

              	163
            


            
              	5

              	[image: Flag of England] Les Ferdinand

              	149
            


            
              	6

              	[image: Flag of England] Teddy Sheringham

              	146
            


            
              	7

              	[image: Flag of England] Michael Owen

              	131
            


            
              	8

              	[image: Flag of the Netherlands] Jimmy Floyd Hasselbaink

              	127
            


            
              	9

              	[image: Flag of Trinidad and Tobago] Dwight Yorke

              	123
            


            
              	10

              	[image: Flag of England] Ian Wright

              	113
            


            
              	As of 17 March 2008 (Bold denotes players still in Premier League).
            

          


          Players in the Premier League can compete for the informal competitions of Goal of the Month and Goal of the Season. Other titles players compete for include the top-scorer for a season. Former Blackburn Rovers and Newcastle United striker Alan Shearer holds the record for most Premiership goals with 260. Shearer finished among the top ten goal scorers in 10 out of his 14 seasons in the Premier League and won the top scorer title three times. During the 199596 season he became the first player to score 100 Premier League goals.


          Since the first Premier League season in 199293, 11 different players have won or shared the top scorers title. Thierry Henry won his third consecutive and fourth overall scoring title by scoring 27 goals in the 200506 season. This surpassed Shearer's mark of three titles which he won consecutively from 199495 through 199697. Other multiple winners include Michael Owen and Jimmy Floyd Hasselbaink who have won two titles each. Andrew Cole and Alan Shearer hold the record for most goals in a season (34)  for Newcastle United and Blackburn Rovers respectively. Cole's record came in the 199394 season, while Shearer's came in 199495, both of which were 42-game seasons. Shearer's mark of 31 goals in 199596 remains the highest total in a 38-game season.


          Manchester United became the first team to have scored 1,000 goals in this league after Cristiano Ronaldo scored, in a 41 defeat by Middlesbrough, in the 200506 season, having been the first team to have conceded a Premiership goal following the League's inception. Arsenal are the only other team to have reached the 1,000 goal mark. The highest-scoring match to date in the Premiership occurred on 29 September 2007 when Portsmouth defeated Reading 74.


          Only two players have scored in each of the 16 Premiership seasons, Sheffield United player Gary Speed and Manchester United veteran Ryan Giggs, both former captains of the Wales national football team.


          


          Women's Premier League


          The National Division of the FA Women's Premier League is the Premiership's female counterpart. Most of its clubs are affiliated with Premiership and Football League sides; however, teams are semi-professional; no professional teams have existed since Fulham returned to semi-pro status in 2003. The league comprises 12 clubs, operating a system of promotion and relegation with the Northern Division and Southern Division. The champions of each are promoted to the National Division, and the bottom two National Division clubs are relegated.


          Since forming in 1993 the Women's Premier League has been dominated by Arsenal, who have won nine of the fifteen league titles. The women's game has a much lower profile than that of the Premier League, with Women's Premier League teams typically playing matches at grounds owned by non-league men's clubs.


          
            Retrieved from " http://en.wikipedia.org/wiki/Premier_League"
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              Persephone, by Dante Gabriel Rossetti.
            

          


          The Pre-Raphaelite Brotherhood (also known as the Pre-Raphaelites) was a group of English painters, poets and critics, founded in 1848 by John Everett Millais, Dante Gabriel Rossetti and William Holman Hunt.


          The group's intention was to reform art by rejecting what they considered to be the mechanistic approach adopted by the Mannerist artists who followed Raphael and Michelangelo. They believed that the Classical poses and elegant compositions of Raphael in particular had been a corrupting influence on academic teaching of art. Hence the name "Pre-Raphaelite". In particular they objected to the influence of Sir Joshua Reynolds, the founder of the English Royal Academy of Arts. They called him "Sir Sloshua", believing that his broad technique was a sloppy and formulaic form of academic Mannerism. In contrast they wanted to return to the abundant detail, intense colours, and complex compositions of Quattrocento Italian and Flemish art.


          The Pre-Raphaelites have been considered the first avant-garde movement in art, though they have also been denied that status, because they continued to accept both the concepts of history painting and of mimesis, or imitation of nature, as central to the purpose of art. However, the Pre-Raphaelites undoubtedly defined themselves as a reform movement, created a distinct name for their form of art, and published a periodical, The Germ, to promote their ideas. Their debates were recorded in the Pre-Raphaelite Journal.


          


          Beginnings of the Brotherhood


          
            [image: Illustration by Holman Hunt to Thomas Woolner's poem "My Beautiful Lady", published in The Germ, 1850]

            
              Illustration by Holman Hunt to Thomas Woolner's poem "My Beautiful Lady", published in The Germ, 1850
            

          


          The Pre-Raphaelite Brotherhood was founded in John Millais's parents' house on Gower Street, London in 1848. At the initial meeting John Everett Millais, Dante Gabriel Rossetti and William Holman Hunt were present. Hunt and Millais were students at the Royal Academy of Arts. They had previously met in another loose association, a sketching society called the Cyclographic club. Rossetti was a pupil of Ford Madox Brown. He had met Hunt after seeing Hunt's painting The Eve of St Agnes, based on Keats' poem. As an aspiring poet, Rossetti wished to develop the links between Romantic poetry and art. By autumn four more members had also joined to form a seven-strong Brotherhood. These were William Michael Rossetti (Dante Gabriel Rossetti's brother), Thomas Woolner, James Collinson and Frederic George Stephens. Ford Madox Brown was invited to join, but preferred to remain independent. He nevertheless remained close to the group. Some other young painters and sculptors were also close associates, including Charles Allston Collins, Thomas Tupper and Alexander Munro. They kept the existence of the Brotherhood secret from members of the Royal Academy.


          


          Early doctrines


          The Brotherhood's early doctrines were expressed in four declarations:


          
            	To have genuine ideas to express;


            	To study Nature attentively, so as to know how to express them;


            	To sympathise with what is direct and serious and heartfelt in previous art, to the exclusion of what is conventional and self-parading and learned by rote;


            	And, most indispensable of all, to produce thoroughly good pictures and statues.

          


          These principles are deliberately undogmatic, since the Brotherhood wished to emphasise the personal responsibility of individual artists to determine their own ideas and method of depiction. Influenced by Romanticism, they thought that freedom and responsibility were inseparable. Nevertheless, they were particularly fascinated by Medieval culture, believing it to possess a spiritual and creative integrity lost in later eras. This emphasis on medieval culture was to clash with the realism promoted by the stress on independent observation of nature. In its early stages the Pre-Raphaelite Brotherhood believed that the two interests were consistent with one another, but in later years the movement divided in two directions. The realist side was led by Hunt and Millais, while the medievalist side was led by Rossetti and his followers, Edward Burne-Jones and William Morris. This split was never absolute, since both factions believed that art was essentially spiritual in character, opposing their idealism to the materialist realism associated with Courbet and Impressionism.


          In their attempts to revive the brilliance of colour found in Quattrocento art, Hunt and Millais developed a technique of painting in thin glazes of pigment over a wet white ground. In this way they hoped that their colours would retain jewel-like transparency and clarity. This emphasis of brilliance of colour was in reaction to the excessive use of bitumen by earlier British artists such as Reynolds, David Wilkie and Benjamin Robert Haydon. Bitumen produces unstable areas of muddy darkness, an effect which the Pre-Raphaelies despised.


          


          Public controversies


          The first exhibition of Pre-Raphaelite work came in 1849. Both Millais' Isabella (18481849) and Holman Hunt's Rienzi (18481849) were exhibited at the Royal Academy and Rossetti's Girlhood of Mary Virgin was shown at the Free Exhibition on Hyde Park Corner. As agreed all members of the Brotherhood signed works with their name and "PRB". Between January and April 1850 the group published a literary magazine, The Germ. William Rossetti edited the magazine, which published poetry by the Rossettis, Woolner and Collinson, together with essays on art and literature by associates of the Brotherhood, such as Coventry Patmore. As the short runtime implies, the magazine did not manage to achieve a sustained momentum. (Daly 1989)
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              Christ In the House of His Parents, by John Everett Millais, 1850.
            

          


          In 1850 the Pre-Raphaelite Brotherhood became controversial after the exhibition of Millais's painting Christ In The House Of His Parents, considered to be blasphemous by many reviewers, notably Charles Dickens. Their medievalism was attacked as backward-looking and their extreme devotion to detail was condemned as ugly and jarring to the eye. According to Dickens, Millais made the Holy Family look like alcoholics and slum-dwellers, adopting contorted and absurd "medieval" poses. A rival group of older artists, The Clique, also used their influence against the Pre-Raphaelite Brotherhood. Their principles were publicly attacked by the President of the Academy, Sir Charles Lock Eastlake.


          However, the Brotherhood found support from the critic John Ruskin, who praised their devotion to nature and rejection of conventional methods of composition. He continued to support their work both financially and in his writings.


          Following the controversy, Collinson left the Brotherhood. They met to discuss whether he should be replaced by Charles Allston Collins or Walter Howell Deverell, but were unable to make a decision. From that point on the group disbanded, though their influence continued to be felt. Artists who had worked in the style still followed these techniques (initially anyway) but they no longer signed works "PRB".


          


          Later developments and influence


          
            [image: Medea by Evelyn De Morgan, 1889, in quattrocento style]

            
              Medea by Evelyn De Morgan, 1889, in quattrocento style
            

          


          Artists who were influenced by the Brotherhood include John Brett, Philip Calderon, Arthur Hughes, Evelyn De Morgan and Frederic Sandys. Ford Madox Brown, who was associated with them from the beginning, is often seen as most closely adopting the Pre-Raphaelite principles.


          After 1856, Rossetti became an inspiration for the medievalising strand of the movement. His work influenced his friend William Morris, in whose firm Morris, Marshall, Faulkner & Co. he became a partner, and with whose wife Jane he may have had an affair. Ford Madox Brown and Edward Burne-Jones also became partners in the firm. Through Morris's company the ideals of the Pre-Raphaelite Brotherhood influenced many interior designers and architects, arousing interest in medieval designs, as well as other crafts. This led directly to the Arts and Crafts movement headed by William Morris. Holman Hunt was also involved with this movement to reform design through the Della Robbia Pottery company.


          After 1850, both Hunt and Millais moved away from direct imitation of medieval art. Both stressed the realist and scientific aspects of the movement, though Hunt continued to emphasise the spiritual significance of art, seeking to reconcile religion and science by making accurate observations and studies of locations in Egypt and Palestine for his paintings on biblical subjects. In contrast, Millais abandoned Pre-Raphaelitism after 1860, adopting a much broader and looser style influenced by Reynolds. William Morris and others condemned this reversal of principles.


          The movement influenced the work of many later British artists well into the twentieth century. Rossetti later came to be seen as a precursor of the wider European Symbolist movement. In the late twentieth century the Brotherhood of Ruralists based its aims on Pre-Raphaelitism, while the Stuckists have also have derived inspiration from it.


          The Birmingham Museum and Art Gallery has a world-renowned collection of works by Burne-Jones and the Pre-Raphaelites which, some claim, strongly influenced the young J.R.R. Tolkien while he was growing up in the city.


          In the twentieth century artistic ideals changed and art moved away from representing reality. Since the Pre-Raphaelites were fixed on portraying things with near-photographic precision, though with a distinctive attention to detailed surface-patterns, their work was devalued by many critics. Since the 1970s there has been a resurgence in interest in the movement.


          


          List of artists


          


          The Pre-Raphaelite Brotherhood


          
            	James Collinson (painter)


            	William Holman Hunt (painter)


            	John Everett Millais (painter)


            	Dante Gabriel Rossetti (painter, poet)


            	William Michael Rossetti (critic)


            	Frederic George Stephens (critic)


            	Thomas Woolner (sculptor, poet)

          


          


          Associated artists and figures


          
            	Ford Madox Brown (painter, designer)


            	Edward Burne-Jones (painter, designer)


            	Lawrence Alma-Tadema (painter)


            	Charles Allston Collins (painter)


            	Frank Cadogan Cowper (painter)


            	Walter Howell Deverell (painter)


            	Arthur Hacker (painter)


            	Arthur Hughes (painter, book illustrator)


            	Jane Morris (artist's model)


            	May Morris (embroiderer and designer)


            	William Morris (designer, writer)


            	Christina Rossetti (poet)


            	John Ruskin (critic)


            	Elizabeth Siddal (painter, poet and artist's model)


            	Simeon Solomon (painter)


            	Algernon Swinburne (poet)

          


          


          Loosely associated artists


          
            	Wyke Bayliss (painter)


            	John William Godward (painter)


            	Thomas Cooper Gotch (painter)


            	Edward Robert Hughes (painter)


            	Edmund Blair Leighton (painter)


            	Frederic, Lord Leighton (painter)


            	John William Waterhouse (painter)

          


          


          Collections


          There are major collections of Pre-Raphaelite work in the Tate Gallery, Victoria and Albert Museum, Manchester Art Gallery, Lady Lever Art Gallery on Merseyside and Birmingham Museum & Art Gallery. The Delaware Art Museum has the most significant collection of Pre-Raphaelite art outside of the United Kingdom.


          Andrew Lloyd Webber is an avid collector of Pre-Raphaelite works and a collection of 300 from his collection were shown at a major exhibition at the Royal Academy in 2003.
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              	President of

              the United States of America
            


            
              	[image: ]

              Official seal
            


            
              	[image: ]
            


            
              	Incumbent:

              George W. Bush
            


            
              	
            


            
              	Inaugural

              	Constitutional Convention
            


            
              	Formation

              	April 30, 1789
            


            
              	Website

              	whitehouse.gov/president
            

          


          The President of the United States (sometimes abbreviated as POTUS) is the head of state and head of government of the United States. The president is at the head of the executive branch of the federal government, whose role is to enforce national law as given in the Constitution and written by Congress. Article Two of the Constitution establishes the president as commander-in-chief of the armed forces and enumerates powers specifically granted to the president, including the power to sign into law or veto bills passed by both houses of Congress. The president also has the power to create a cabinet of advisers and to grant pardons or reprieves. Finally, with the " advice and consent" of the Senate, the president is empowered to make treaties and appoint federal officers ambassadors, and federal judges, including Justices of the Supreme Court. As with officials in the other branches of the United States government, the Constitution restrains the president with a set of checks and balances designed to prevent any individual or group from taking absolute power.


          The president is elected indirectly through the United States Electoral College to a four year term, with a limit of two terms imposed by the Twenty-second Amendment to the Constitution, ratified in 1951. Under this system, each state is allocated a number of electoral votes, equal to the size of the state's delegation in both houses of Congress combined. The District of Columbia is also granted electoral votes, per the Twenty-third Amendment to the Constitution. Voters in nearly all states choose a presidential candidate through the plurality voting system, who then receives all of that state's electoral votes. A simple majority of electoral votes is needed to become president; if no candidate receives that many votes, the election is thrown to the House of Representatives, which votes by state delegation.


          While in office, the White House in Washington, D.C. serves as the place of residence for the president; he is entitled to use its staff and facilities, including medical care, recreation, housekeeping, and security services. One of two Boeing VC-25 aircraft, which are extensively modified versions of Boeing 747-200B airliners, serve as long distance travel for the president, and are referred to as Air Force One while the president is on board. A salary of $400,000, along with other benefits, is paid to the president annually.


          Since the adoption of the Constitution, forty-two individuals have been elected or succeeded into the presidency, the first being George Washington, serving forty-three presidencies altogether. The current president is George W. Bush, inaugurated on January 20, 2001 to a first term and on January 20, 2005 to a second. His term expires at noon on January 20, 2009, after which he will be succeeded by the winning candidate of the 2008 presidential election. From the middle of the twentieth century, the United States' status as a superpower has led the American president to become one of the world's most well-known and influential public figures.


          


          Origin


          The 1783 Treaty of Paris left the United States independent and at peace but with an unsettled governmental structure. The Second Continental Congress had drawn up Articles of Confederation in 1777, describing a permanent confederation but granting to the Congressthe only federal institutionlittle power to finance itself or to ensure that its resolutions were enforced. In part this reflected the anti-monarchy view of the Revolutionary period, and the new American system was explicitly designed to prevent the rise of an American tyrant to replace the British King.
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          However, during the economic depression due to the collapse of the continental dollar following the Revolutionary War, the viability of the American government was threatened by political unrest in several states, efforts by debtors to use popular government to erase their debts, and the apparent inability of the Continental Congress to redeem the public obligations incurred during the war. The Congress also appeared unable to become a forum for productive cooperation among the States encouraging commerce and economic development. In response a Constitutional Convention was convened, ostensibly to reform the Articles of Confederation but that subsequently began to draft a new system of government that would include greater executive power while retaining the checks and balances thought to be essential restraints on any imperial tendency in the office of the President.


          Before the 1788 ratification of the Constitution, there was no comparable figure with executive authority. Individuals who presided over the Continental Congress during the Revolutionary period and under the Articles of Confederation had the title " President of the United States of America in Congress Assembled", often shortened to "President of the United States". They had no important executive power. The President's executive authority under the Constitution, tempered by the checks and balances of the judicial and legislative branches of the federal government, was designed to solve several political problems faced by the young nation and to anticipate future challenges, while still preventing the rise of an autocrat over a nation wary of royal authority.


          


          Qualification, Disqualification and Common Practice


          Article Two of the Constitution sets the principal qualifications to be eligible for election as President. A Presidential candidate must:


          
            	be a natural-born citizen of the United States


            	be at least thirty-five years old


            	have been resident in the United States for at least fourteen years

          


          Additionally, there are two negative qualifications. Under Article One of the United States Constitution, no Presidential candidate can have previously held the office and been removed by conviction for an impeachable offence. And under the Twenty-Second Amendment, no person who has previously served as President or Acting President for more than six years is eligible for election to the Presidency or to the Vice Presidency. Former Presidents who have served less than six years as President or Acting President, however, remain eligible for the presidency (assuming they were not removed from office by the Congress on a bill of impeachment) for one term only; but their eligibilty to serve as Vice President is unlimited, because Amendment XXII only applies to the Presidency.


          Foreign-born Americans at the time the Constitution was adopted were also eligible to become President, provided they met the age and residency requirements.


          The United States Government was non-partisan prior to 1792, so the Constitution says nothing about political parties. From 1796 to the Civil War, it was common for political parties to fracture and put forward more than one candidate. The classic example is the 1824 election, in which political parties officially played no role because all of the candidates were from the same party.


          The Civil War brought home how dangerous political fracture can be for the nation, with the result the two largest parties at the time - Democratic and Republican - remade themselves into broad coalitions of liberals and conservatives. Consequently, all presidents since the Civil War have been nominees of one of these two major political parties.


          Nevertheless, there have been six important third-party candidates since the Civil War:


          
            	In 1892, James Weaver ( Populist Party) won 4 states, taking 22 electoral votes


            	In 1912, third-party candidate, former Republican and former President Theodore Roosevelt ( Progressive Party aka " Bull Moose Party") actually bested the losing major party candidate, taking 6 states and 88 electoral votes, while sitting President William Howard Taft ( Republican Party) took 2 states and 8 electoral votes - and Democrat Woodrow Wilson took the White House.


            	In 1924, Robert M. La Follette, Sr. ( Progressive Party) took 1 state, with 13 electoral votes.


            	In 1948, Strom Thurmond ( Dixiecrat) won 4 four states, taking 39 electoral votes


            	In 1960, Harry F. Byrd ( Democratic Party) did not run for President but received 15 electoral votes from 3 states. All 8 of Mississippi's electors voted for Byrd as President and Strom Thurmond as Vice President; 6 of Alabama's electors did likewise, while 1 faithless Republican elector from Oklahoma cast his votes for Byrd as President and for Barry Goldwater as Vice President.


            	In 1968, Alabama Governor George Wallace ( American Independent Party) won 5 states, taking 46 electoral votes.

          


          In 1992, Reform Party candidate Ross Perot took nearly 19% of the popular vote at national level, but he won no states and, thus, received no electoral votes.


          Finally, while they are not in any way requirements:


          
            	Thirty-one of forty-two Presidents had military service records, all but one of them (James Buchanan) serving as an officer


            	Most presidents have had prior experience as Senators, Members of Congress, state governors, federal Vice Presidents, or have been Generals in the U.S. Army.

          


          


          Election
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          Unlike most other countries using the presidential system, presidents are elected indirectly in the United States. A number of electors, collectively known as the United States Electoral College, select the president instead. Each state is allocated a number of electors, equal to the size of its delegation in both houses of Congress combined. Additionally, the Twenty-third Amendment to the Constitution grants electors to the District of Columbia as if it were a state, with the restriction that it may not have more representation than the least populated state. Electoral apportionment is adjusted every ten years, in alignment with the census. State legislatures are constitutionally empowered to appoint electors, however, all of the fifty states have established their popular selection.


          


          History


          Article Two of the Constitution originally established the method of presidential election. It also used an electoral college, but there was a major difference in the voting system. Each elector cast two votes, with the intention that one would be used for a presidential and the other for a vice presidential candidate. The candidate with the highest number of votes would become the president, with the second-place candidate becoming the vice president.


          However, the 1796 and 1800 elections highlighted flaws in the electoral system in use at the time. In particular, the tie in the electoral vote that resulted from the lack of separation between presidential and vice presidential votes in the latter election was an issue. The Democratic-Republican Party's candidates, who won the election, were tied with each other, and as a result, the election was thrown to the House of Representatives in the outgoing Federalist Party-controlled 6th Congress. Federalist representatives attempted to elect Aaron Burr, the Democratic-Republican candidate for vice president, over Thomas Jefferson, the presidential candidate. Jefferson eventually won after Alexander Hamilton managed to swing one state delegation's vote to him. As a result, Congress proposed the Twelfth Amendment to the Constitution in 1803, and it was ratified in 1804. This amendment created the electoral system used today.


          


          Campaign


          The modern presidential campaign begins before the primary elections, which the two major political parties use to clear the field of candidates in advance of their national nominating conventions, where the most successful candidate is made the party's nominee for president. The party's presidential candidate chooses a vice presidential nominee and this choice is rubber-stamped by the convention. Also, the party establishes a platform on which to base its campaign. Although nominating conventions have a long history in the United States, their substantive importance in the political process has greatly diminished; however, they remain important as a way of energizing the parties for the general election and focusing public attention on the nominees.


          Nominees participate in nationally televised debates, and while the debates are usually restricted to the Democratic and Republican nominees, third party candidates may be invited, such as Ross Perot in the 1992 debates. Nominees campaign across the country to explain their views, convince voters, and solicit contributions. Much of the modern electoral process is concerned with winning swing states through frequent visits and mass media advertising drives.


          


          Electoral College
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          Voters in each of the states elect a president on Election Day, set by law as the first Tuesday after the first Monday in November, once every four years; elections for other offices at all levels of government also occur on this date. Each state holds a number of electoral votes that correspond to electors in the Electoral College. Tickets of presidential and vice presidential candidates are shown on the ballot; each vote for the tickets actually corresponds to a vote for a slate of electors chosen by the candidates' political party. In most states, the ticket that wins the most votes in a state wins all of that state's electoral votes, and thus has their slate of electors chosen to vote in the Electoral College. Maine and Nebraska do not use this method, opting instead to give two electoral votes to the statewide winner and one electoral vote to the winner of each Congressional district. Neither state has split electoral votes between candidates as a result of this system in modern elections. In any case, the winning set of electors meets at their state's capital on the first Monday after the second Wednesday in December, a few weeks after the election, to vote, and sends a vote count to Congress.


          The vote count is opened by the sitting vice president, acting in his capacity as President of the Senate, and read aloud to a joint session of the incoming Congress, which was elected at the same time as the president. Members of Congress can object to any state's vote count, provided that the objection is supported by at least one member of each house of Congress. A successful objection will be followed by debate; however, objections to the electoral vote count are rarely raised.


          In the event that no candidate receives a majority of the electoral vote, the House of Representatives chooses the president from among the top three contenders. However, the House does not vote normally; instead, each state delegation is given only one vote, marginalizing the importance of more populous states. The vice president is chosen through normal voting in the Senate, where each state delegation is already of equal size.


          


          Rationale


          When the Constitution was written, the framers disagreed on the selection of the president: some favored national popular vote, while others wanted Congress to choose the president. The Electoral College was created as a compromise between the two proposals. It gave rural areas and smaller states a slightly larger role in determining the outcome of the election, and it continues to do so today; for example, the largest state by population, California, only has about one electoral vote for every 660,000 residents, while the smallest, Wyoming, has an electoral vote for about every 170,000.


          Today, most of the electoral process is a formality in the public eye, as the choice of electors determines the result of the election, with a few exceptions. However, the Twelfth Amendment was written in a time when voters at large had little knowledge of candidates outside their state. As a result, the amendment accommodated this; the electors that voters had chosen were supposed to learn about the other candidates, and make an informed decision that represented the wishes of their constituents. Modern communication has rendered this unnecessary, and as a result, voters now choose between electors that are already pledged to a presidential candidate.


          


          Oath of office and term of office


          A president's term of office begins at noon on January 20 of the year following the election. This date, known as Inauguration Day, marks the beginning of the president's and vice president's four-year terms. Before assuming office, the president-elect is constitutionally required to take the presidential oath:


          
            
              	

              	I do solemnly swear (or affirm) that I will faithfully execute the office of President of the United States, and will to the best of my ability, preserve, protect, and defend the Constitution of the United States.

              	
            

          


          Presidents traditionally include "So help me God" at the end of the oath.


          Although it is not required, Presidents traditionally used a Bible to take oath of office (some exceptions: Chester A. Arthur in 1881 and Theodore Roosevelt in 1901 did not use a Bible, while Lyndon B. Johnson in 1963 used Roman Catholic missal, because there were no Bible at the Air Force One).


          Also oath of office is traditionally administered by Chief Justice of the United States. George Washington was sworn-in by Chancellor of New York Robert Livingston while John Tyler, Millard Fillmore, Chester A. Arthur, Theodore Roosevelt, Calvin Coolidge and Lyndon B. Johnson by lesser-capacity judges.


          No constitution or any other act requires that swearing-in must be administered by someone.


          George Washington, the first president, set an unofficial term limit of two terms, which was generally followed by subsequent presidents as precedent. After the twelve-year presidency of Franklin D. Roosevelt, who was elected four times, but died shortly after beginning his fourth term, the Twenty-second Amendment to the Constitution was ratified, barring presidents from being elected more than twice, or once if they served more than half of another president's term. Prior to Roosevelt, several presidents had campaigned for a third term, but none were elected. Harry S. Truman, who was president at the time of the amendment's ratification and thus not subject to its terms, also briefly sought a third term before withdrawing from the 1952 race.


          Since the amendment's ratification, three presidents have served two full terms: Dwight D. Eisenhower, Ronald Reagan, and Bill Clinton. Richard Nixon was elected to a second term, but resigned before completing it; George W. Bush will become the fourth upon completion of his current term on January 20, 2009. Lyndon B. Johnson was the only president under the amendment to be eligible to serve more than two terms in total, having only served for 14 months following John F. Kennedy's assassination. However, he chose not to run in the 1968 election.


          


          Removal from office
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          Vacancies in the office of President may arise because of death, resignation, or removal from office. Articles One and Two of the Constitution allow the House of Representatives to impeach high federal officials, including the president, for "treason, bribery, or other high crimes and misdemeanors", and give the Senate the power to remove impeached officials from office, given a two-thirds vote to convict. Two presidents have thus far been impeached by the House, Andrew Johnson in 1868 and Bill Clinton in 1998. Neither was subsequently convicted by the Senate; however, Johnson was acquitted by just one vote.


          Per the Twenty-fifth Amendment, the vice president and a majority of the Cabinet may suspend the president from discharging the powers and duties of the office once they transmit to the Speaker of the House and the President pro tempore of the Senate a statement declaring the president's incapacity to discharge the duties of the office. If this occurs, then the vice president will assume the powers and duties of President as Acting President; however, the president can declare that no such inability exists, and resume executing the Presidency. If the vice president and Cabinet contest this claim, it is up to Congress, which must meet within two days if not already in session, to decide the merit of the claim.


          The United States Constitution mentions the resignation of the president but does not regulate the form of such a resignation or the conditions for its validity. By Act of Congress, the only valid evidence of the president's decision to resign is a written instrument declaring the resignation signed by the president and delivered to the office of the Secretary of State. The only president to resign was Richard Nixon on August 9, 1974; he was facing likely impeachment in the midst of the Watergate scandal. Just before his resignation, the House Judiciary Committee had reported favorably on articles of impeachment against him.


          The Constitution states that the vice president is to be the president's successor in the case of a vacancy. If both the president and vice president are killed or unable to serve for any reason, the next officer in the presidential line of succession, currently the Speaker of the House, becomes acting president. The list extends to the President pro tempore of the Senate after the Speaker, followed by every member of the Cabinet in a set order.


          


          Duties and powers
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          The president is the chief executive of the United States, putting him at the head of the executive branch of the government, whose responsibility is to "take care that the laws be faithfully executed". To carry out this duty, he is given control of the four million employees of the vast executive branch, including one million active duty personnel in the military. Both the legislative and judicial branches maintain checks and balances on the powers of the president, and vice versa.


          Various executive and judicial branch appointments are made by presidents, including presidents-elect. Up to 6,000 appointments may be made by an incoming president before he takes office, and 8,000 more may be made while in office. Ambassadors, judges of the federal court system, members of the Cabinet, and other federal officers are all appointed by the president, with the " advice and consent" the Senate, granted by a single majority. Appointments made while the Senate is in recess are temporary and expire at the end of the next session of the Senate. He may also grant pardons, as is often done just before the end of a presidential term.


          In addition, while the president cannot directly introduce legislation, he can play an important role in shaping it, especially if the president's political party has a majority in one or both houses of Congress. While members of the executive branch are prohibited from simultaneously holding seats in Congress, they often write legislation and allow a member of Congress to introduce it for them. The president can further influence the legislative branch through the annual constitutionally mandated State of the Union Address, which outlines the president's legislative proposals for the coming year. If Congress passes a bill that the president disapproves of, he may veto it; the veto can be overridden only by two-thirds of both houses of Congress, making it substantially more difficult to enact the law.


          Perhaps the most important of all presidential powers is command of the armed forces as commander-in-chief. The framers of the Constitution took care to limit the president's powers regarding the military; Federalist Papers #69 writes in part:


          
            
              	

              	The President is to be commander-in-chief of the army and navy of the United States. [...] It would amount to nothing more than the supreme command and direction of the military and naval forces [...] while that [the power] of the British king extends to the DECLARING of war and to the RAISING and REGULATING of fleets and armies, all [of] which [...] would appertain to the legislature.

              	
            

          


          While the power to declare war is constitutionally vested in Congress, the president commands and directs the military and is responsible for planning military strategy. Congress, pursuant the War Powers Act, must authorize any troop deployments more than 60 days in length. Military spending and regulations are also governed by Congress, providing a check to presidential power. Along with the armed forces, foreign policy is also directed by the president, including the ability to negotiate treaties, which the president then ratifies with consent by two-thirds of the Senate.


          


          Privileges of office


          
            [image: A USAF Boeing VC-25A flying over Mount Rushmore]

            
              A USAF Boeing VC-25A flying over Mount Rushmore
            

          


          The president is entitled to use the White House as his living and working quarters, and its entire staff and facilities, including medical care, kitchen, housekeeping and security staff. While traveling, the president is able to conduct the functions of the office from one of two custom-built Boeing 747 aircraft, known as Air Force One. The president also utilizes a United States Marine Corps helicopter, designated Marine One when the president is aboard. Similarly, " Navy One", " Army One," and " Coast Guard One" are the call signs used if the president is aboard a craft belonging to these services. For ground travel, the president uses an armored presidential limousine, currently a heavily modified Cadillac DTS which uses the call sign "Cadillac One."


          


          Salary


          The First U.S. Congress voted to pay George Washington a salary of $25,000 a year, about $566,000 in 2007 terms. Washington, already a wealthy man, refused to accept his salary; however, he asked for his living expenses to be covered. Theodore Roosevelt spent his entire $50,000 salary on entertaining guests at the White House. John F. Kennedy donated his salary to charities.


          
            
              	Date established

              	Salary

              	
                Salary in 2007

                dollars

              
            


            
              	September 24, 1789

              	$25,000

              	$566,000
            


            
              	March 3, 1873

              	$50,000

              	$865,000
            


            
              	March 4, 1909

              	$75,000

              	$1,714,000
            


            
              	January 19, 1949

              	$100,000

              	$875,000
            


            
              	January 20, 1969

              	$200,000

              	$1,135,000
            


            
              	January 20, 2001

              	$400,000

              	$471,000
            

          


          Traditionally, the president is the highest-paid public employee. President Bush currently earns $400,000 per year, along with a $50,000 expense account, a $100,000 nontaxable travel account, and $19,000 for entertainment. The president's salary and total expense account serve as an unofficial cap for all other federal officials' salaries, such as that of the Chief Justice. The most recent raise in salary was approved by Congress and President Bill Clinton in 1999 and came into force in 2001; prior to the change, the president earned $200,000, plus expense accounts. This was needed because other officials who received annual cost-of-living increases had salaries approaching that of the president, and in order to raise their salaries further, his needed to be raised as well. Monetary compensation for the president is minuscule in comparison to the CEOs of most Fortune 500 companies and comparable to that of certain kinds of professionals, such as attorneys and physicians in some parts of the United States. Overall the vast majority of U.S. presidents were very affluent upon entering office and thus were not dependent on the salary.


          Prior to passage by Congress of the Former Presidents Act (FPA) in 1958, retired presidents did not receive a pension. All living presidents in 1959 began to receive a pension of $25,000 per year, an office, and a staff. The pension has increased numerous times with Congressional approval. Retired presidents now receive a pension based on the salary of the current administration's cabinet secretaries (Executive Level I), which is $183,500 as of 2007. Some former presidents have also collected congressional pensions. The FPA, as amended, also provides former presidents with travel funds and mailing privileges.


          


          Secret Service


          The United States Secret Service is charged with protecting the sitting president and his family. Until 1997, all former presidents and their families were protected by the Secret Service until the president's death. The last president to have lifetime Secret Service protection is Bill Clinton; George W. Bush and all subsequent presidents will be protected by the Secret Service for a maximum of ten years after leaving office. However, debates in Congress have been raised concerning this decision. Following the increase in terrorism and threats to the president in general since 1997, lifetime protection is being reconsidered.


          


          Presidential libraries


          Each president since Herbert Hoover has created a repository known as a presidential library for preserving and making available their papers, records, and other documents and materials. Completed libraries are deeded to and maintained by the National Archives; the initial funding for building and equipping each library must come from private, non-federal sources. There are currently twelve presidential libraries in the NARA system. There are also a number of presidential libraries maintained by state governments and private foundations, such as the Abraham Lincoln Presidential Library and Museum, which is run by the State of Illinois.


          


          After the presidency


          Some presidents have had significant careers after leaving office. Prominent examples include William Howard Taft's tenure as Chief Justice of the Supreme Court and Herbert Hoover's work on government reorganization after World War II. More recently, Jimmy Carter has become a global human rights campaigner, international arbiter and election monitor, and a recipient of the Nobel Peace Prize. Other former presidents have served in elected office after leaving the White House; Andrew Johnson was elected to the Senate after his term was over, and John Quincy Adams served in the House of Representatives for eighteen years. Grover Cleveland, whose bid for reelection failed in 1888, was elected president again four years later in 1892. John Tyler served in the provisional Confederate States Congress during the Civil War, and was elected to the official Confederate Congress, but died before it convened.
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              	Motto: Praestantia Praevaleat Pretoria (May Pretoria Be Pre-eminent In Excellence)
            


            
              	Country

              	South Africa
            


            
              	Province

              	Gauteng
            


            
              	Established

              	1855
            


            
              	Area
            


            
              	-Total

              	1,644 km(634.8 sqmi)
            


            
              	Population ( 2007)
            


            
              	-Total

              	2,345,908
            


            
              	- Density

              	856/km(2,217/sqmi)
            


            
              	Time zone

              	SAST ( UTC+2)
            


            
              	Area code(s)

              	012
            

          


          Pretoria is a city located in the northern part of Gauteng Province, South Africa. It is one of the country's three capital cities, serving as the executive (administrative) and de facto national capital; the others are Cape Town, the legislative capital, and Bloemfontein, the judicial capital.


          Pretoria is contained in the City of Tshwane Metropolitan Municipality as one of several constituent former administrations (among which also Centurion and Soshanguve), and therefore sometimes incorrectly referred to as Tshwane  this contentious issue is still being decided.


          


          Geography and climate
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          Pretoria is the transitional area between the Highveld and the Bushveld, approximately 50 km north of Johannesburg in the north-east of South Africa. It lies in a warm, well sheltered, fertile valley, surrounded by the hills of the Magaliesberg range, 1,370 m (4,495 ft) above sea level. The city's coordinates are approximate . Snow is an extremely rare event, which occurs once or twice in a century, with the last recorded snowfall on 27 June 2007.


          
            
              Climate Table
            

            
              	

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Highest recorded temperature ( C)

              	36

              	36

              	35

              	33

              	29

              	25

              	26

              	31

              	34

              	36

              	36

              	35

              	36
            


            
              	Average daily maximum temperature ( C)

              	29

              	28

              	27

              	24

              	22

              	19

              	20

              	22

              	26

              	27

              	27

              	28

              	25
            


            
              	Average daily minimum temperature ( C)

              	18

              	17

              	16

              	12

              	8

              	5

              	5

              	8

              	12

              	14

              	16

              	17

              	12
            


            
              	Lowest recorded temperature ( C)

              	8

              	11

              	6

              	3

              	-1

              	-6

              	-4

              	-1

              	2

              	4

              	7

              	7

              	-6
            


            
              	Average monthly precipitation ( mm)

              	136

              	75

              	82

              	51

              	13

              	7

              	3

              	6

              	22

              	71

              	98

              	110

              	674
            


            
              	Average number of rain days (>= 1 mm)

              	14

              	11

              	10

              	7

              	3

              	1

              	1

              	2

              	3

              	9

              	12

              	15

              	87
            


            
              	Source: South African Weather Service
            

          


          


          Demographics
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          The city has a population of approximately one million. The main languages spoken in Pretoria include Tswana, Afrikaans, Ndebele, and English. The whole Tshwane Metropolitan Municipality had a population of 1 985 997 as of the 2001 census.


          
            
              	Language

              	Population

              	%
            


            
              	Pedi

              	439 732

              	22.14%
            


            
              	Afrikaans

              	422 866

              	21.29%
            


            
              	Tswana

              	339 719

              	17.11%
            


            
              	Tsonga

              	198 441

              	9.99%
            


            
              	Zulu

              	151 200

              	7.61%
            


            
              	English

              	129 923

              	6.54%
            


            
              	Ndebele

              	98 077

              	4.94%
            


            
              	Sotho

              	78 435

              	3.95%
            


            
              	Swati

              	37 963

              	1.91%
            


            
              	Xhosa

              	37 957

              	1.91%
            


            
              	Venda

              	35 242

              	1.77%
            


            
              	Other

              	16 425

              	0.83%
            

          


          


          History
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          Nguni-speaking settlers, who later became known as the Ndebele (derived from the Sotho word for 'refugees'), were probably the first people to recognise the suitability of the river valley which was to become the location of the future city of Pretoria for settlement.


          During the difaqane in Natal, another band of refugees arrived in this area under the leadership of Mzilikazi. However, they were forced to abandon their villages in their flight from a regiment of Zulu raiders in 1832.


          Pretoria itself was founded in 1855 by Marthinus Pretorius, a leader of the Voortrekkers, who named it after his father Andries Pretorius. The elder Pretorius had become a national hero of the Voortrekkers after his victory over the Zulus in the Battle of Blood River. Andries Pretorius also negotiated the Sand River Convention (1852), in which Britain acknowledged the independence of the Transvaal. This made him the first successful leader in the fight against British colonialism in Sub-Sahara Africa It became the capital of the South African Republic (ZAR) on 1 May 1860.


          The founding of Pretoria as the capital of the South African Republic can be seen as marking the end of the Boers' settlement movements of the Great Trek.


          During the First Boer War, the city was besieged by Republican forces in December 1880 and March 1881. The peace treaty which ended the war was signed in Pretoria on 3 August 1881 at the Pretoria Convention.


          The Second Boer War (1899 to 1902) resulted in the end of the South African Republic and start of British hegemony in South Africa. During the war, Winston Churchill was imprisoned in the Staats Model School in Pretoria but escaped to Mozambique. The city surrendered to British forces under Frederick Sleigh Roberts, 1st Earl Roberts on 5 June 1900 and the conflict was ended in Pretoria with the signing of the Peace of Vereeniging on 31 May 1902.


          The Boer Republics of the ZAR and the Orange Free State were united with the Cape Colony and Natal Colony in 1910 to become the Union of South Africa. Pretoria then became the administrative capital of the whole of South Africa, with Cape Town the legislative capital. Between 1860 and 1994, the city was also the capital of the province of Transvaal, superseding Potchefstroom in that role.


          On 14 October 1931, Pretoria achieved official city status. When South Africa became a republic in 1961, Pretoria remained its administrative capital.


          After the creation of new municipal structures across South Africa in 2000, the name Tshwane was adopted for the Metropolitan Municipality that includes Pretoria and surrounding towns.


          Pretoria previously had a rather sinister image as "the capital of Apartheid South Africa". However, Pretoria's political reputation was changed with the inauguration of Nelson Mandela as the country's first black President at the Union Buildings in the same city. However, the name Pretoria still has a negative connotation to some black South Africans, and therefore a change of name to Tshwane has been proposed. This proposed change is controversial to most of the inhabitants of the city.


          One example of the image of Pretoria abroad was the derisive nickname Pretoria-Gasteiz for Vitoria-Gasteiz in Negu Gorriak's song Napartheid.


          In 1994 Peter Holmes Maluleka was elected as transitional mayor of Pretoria, until the first democratic election held later that year, making him the first black mayor of this capital of South Africa. Maluleka later became the chairman of the Greater Pretoria Metropolitan City Council (later Tshwane Metro Council), then was elected Speaker of the Tshwane Metro Council and in 2004 was chosen to be a member of the South African Parliament for the Soshanguve constituency.


          


          Cultural and Academic
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          Pretoria is one of South Africa's leading academic cities, and it is home to both the largest residential university in the country (the University of Pretoria), the Tshwane University of Technology and the largest distance education university (the University of South Africa, more commonly known by its initials, UNISA). The South African Council for Scientific and Industrial Research (CSIR) is also located in this city.


          
            	List of universities in South Africa

          


          


          Sport


          One of the most popular sports in Pretoria is rugby union. Loftus Versfeld is home to the Blue Bulls who compete in the domestic Currie Cup, the Bulls who compete in the international Super 14 competition (Winners of the Super 14 in 2007) and to soccer side Mamelodi Sundowns . Pretoria also hosted matches during the 1995 Rugby World Cup. Loftus Versfeld will be used for matches of the 2010 Soccer World Cup.There are two soccer teams in the city campaigning in the Premier Soccer League. They are Sundowns and Supersport United. Sundowns are the reigning PSL Champions. Cricket is also popular.


          


          Economy


          Pretoria is an important industrial centre, with heavy industries including iron and steel casting as well as automobile, railway and machinery manufacture. In a study entitled An Inquiry into Cities and Their Role in Subnational Economic Growth in South Africa and published in 2002 by statisticians at Potchefstroom University, the city was found to contribute 8.55% of the country's total GDP, making it the third biggest contributor behind Johannesburg and Cape Town.


          


          Change of name


          On 26 May 2005 the South African Geographical Names Council (SAGNC), which is linked to the Directorate of Heritage in the Department of Arts and Culture, approved changing the name of Pretoria to Tshwane, which is already the name of the Metropolitan Municipality in which Pretoria, and a number of surrounding towns are located. Although the name change was approved by the SAGNC, it has not yet been approved by the Minister of Arts and Culture, Pallo Jordan. The matter is currently under consideration while he has requested further research on the matter. Should the Minister approve the name change, the name will be published in the Government Gazette, giving the public opportunity to comment on the matter. The Minister can then refer the public response back to the SAGNC, before presenting his recommendation before parliament, who will vote on the change. Various public interest groups have warned that the name change will be challenged in court, should the minister approve the renaming. The long process involved made it unlikely the name would change anytime soon, if ever, even assuming the Minister had approved the change in early 2006.


          The Tshwane Metro Council has advertised Tshwane as "Africa's leading capital city" since the name change was approved by the SAGNC in 2005. This has led to further controversy, however, as the name of the city had not yet been changed officially, and the council was, at best, acting prematurely. Following a complaint lodged with the Advertising Standards Authority (ASA), it was ruled that such advertisements are deliberately misleading and should be withdrawn from all media. Despite the rulings of the ASA, Tshwane Metro Council failed to discontinue their "City of Tshwane" advertisements. As a result, the ASA requested that Tshwane Metro pay for advertisements in which it admits that it has misled the public. Refusing to abide by the ASA's request, the Metro Council was banned consequently from placing any advertisements in the South African media that refer to Tshwane as the capital. ASA may still place additional sanctions on the Metro Council that would prevent it from placing any advertisements in the South African media, including council notices and employment vacancies.


          After the ruling, the Metro Council continued to place Tshwane advertisements, but placed them on council-owned advertising boards and busstops throughout the municipal area. In August 2007, an internal memo was leaked to the media in which the Tshwane mayor sought advice from the premier of Gauteng on whether the municipality could be called the "City of Tshwane" instead of just "Tshwane". This could increase confusion about the distinction between the city of Pretoria and the municipality of Tshwane.


          


          Sister cities
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          Places of interest
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              The Voortrekker Monument
            

          


          
            	The National Zoological Gardens of South Africa


            	Church Square


            	Union Buildings


            	Marabastad


            	Menlyn Park

          


          


          Museums


          
            	Kruger House (Residence of the president of the ZAR, Paul Kruger).


            	Melrose House (The Treaty of Vereeniging which ended the Anglo-Boer War was signed here in 1902)


            	Voortrekker Monument


            	Freedom Park


            	Transvaal Museum


            	African Window

          


          


          Nature Reserves


          
            	Groenkloof Nature Reserve


            	Rietfontein Nature Reserve


            	Moreletaspruit Nature Reserve


            	Faerie Glen Nature Reserve


            	Wonderboom Nature Reserve


            	National Botanical Gardens

          


          


          Stadiums


          
            	Loftus Versfeld

          


          


          Radio and television broadcasting


          Radio and TV broadcasting in Pretoria is supplied via a network of VHF/FM and UHF transmitters and repeaters owned and operated by Sentech - South Africa's state-owned broadcast signal distributor - from four transmitter sites in and around the city. A number of community radio stations operate transmitters from non-Sentech sites.


          The inception of an FM broadcast service in South Africa, began on September 1, 1961 from what is now known as the Sentech Tower in Brixton, Johannesburg. The remainder of South Africa was initially served by medium wave transmitters, which were essentially localised to the larger centres. A massive drive through the 1960's and 70's saw the roll-out of the FM network to the rest of the country. Much of the original equipment supplied was through technology exchange programmes, meaning that the transmitters were of European design, but manufactured in South Africa. Original networks were based on 3kW tube FM equipment, operating into channel combining equipment to allow the use of a common transmit antenna system, with a gain of around 10-12dB. Sentech embarked on a huge programme in the late 1980's to effect replacement of these ageing FM transmitter and antenna systems. In world terms, it was the single largest contract awarded to a local manufacturer for the supply of FM transmitters.


          In South Africa, digital migration still has to happen. Currently, analogue TV occupies the VHF frequencies where digital radio needs to migrate. Once digital migration is done, South Africa will have Digital Terrestrial Television ( DTT) and listen to digital radio on the DAB system. For now, virtually all South Africans rely on analogue terrestrial (FM/AM/SW) broadcasts for their radio consumption.


          


          Pretoria Transmitting Station


          The main broadcast site for Pretoria is situated west of the city close to the Hartebeespoort Dam - designed to beam signals down into the valley ("moot") formed by the Magaliesberg. Twelve radio and six TV services are broadcast from this site.


          RADIO


          
            	87.90 MHz - SABC Thobela FM


            	89.30 MHz - SABC Ligwalagwala FM


            	91.00 MHz - SABC Motsweding FM


            	92.40 MHz - SABC Metro FM


            	94.20 MHz - Jacaranda 94.2


            	95.60 MHz - SABC Munghana Lonene FM


            	96.80 MHz - SABC Ikwekwezi FM


            	97.50 MHz - SABC Radio 2000


            	101.0 MHz - SABC Radio Sonder Grense


            	102.4 MHz - SABC Ukhozi FM


            	104.6 MHz - SABC SAfm


            	106.0 MHz - Talk Radio 702

          


          TV


          
            	8n - SABC 1


            	5n - SABC 2


            	11 - SABC 3


            	21 - M-Net


            	25 - M-Net Community Services Network (CSN)


            	29n - e.tv

          


          


          Sunnyside Transmitting Station


          The Telkom Lukasrand Tower, which dominates the Pretoria skyline, carries four radio services and TV repeaters.


          RADIO


          
            	90.50 MHz - Radio Rippel


            	100.1 MHz - SABC Lotus FM


            	103.6 MHz - SABC 5 FM


            	107.2 MHz - Tuks FM

          


          TV


          
            	63n - SABC 1


            	55n - SABC 2


            	59 - SABC 3


            	67 - M-Net


            	46 - M-Net CSN


            	38n - e.tv

          


          


          Menlo Park Transmitting Station


          This is a repeater station, designed as gap-filler for the eastern parts of Pretoria.


          RADIO


          
            	89.00 MHz - SABC Motsweding FM


            	93.60 MHz - SABC Ikwekwezi FM


            	95.30 MHz - Jacaranda 94.2


            	98.60 MHz - SABC Radio 2000


            	102.1 MHz - SABC Radio Sonder Grense


            	105.7 MHz - SABC SAfm

          


          TV


          
            	57n - SABC 1


            	53n - SABC 2


            	65 - SABC 3


            	61 - M-Net


            	44 - M-Net CSN


            	48n - e.tv

          


          


          Pretoria North Transmitting Station


          This is essentially a TV repeater station for the area north of the Magaliesberg.


          RADIO


          
            	89.90 MHz - SABC 5 FM

          


          TV


          
            	52n - SABC 1


            	40n - SABC 2


            	46 - SABC 3


            	50 - M-Net


            	54 - M-Net CSN


            	37n - e.tv

          


          


          Community Radio Stations on non-Sentech sites


          
            	92.80 MHz - Kangala Community Radio (Verena-Renosterkop)


            	93.00 MHz - Soshanguve Community Radio (Soshanguve)


            	93.60 MHz - TUT TOP Stereo (Tshwane University of Technology-Pretoria West)


            	96.20 MHz - TUT FM (Tshwane University of Technology-Soshanguve)


            	103.0 MHz - Impact Radio (Magaliesberg)


            	104.2 MHz - Radio Pretoria (Kleinfontein)


            	106.6 MHz - Moretele Community Radio (Babelegi-Hammanskraal)

          


          


          Medium wave (AM) and short wave radio stations


          The following medium wave and short wave radio stations can also be heard in Pretoria. Some stations will be clearer at night. Short wave frequencies vary according to time of day. More information is at www.sentech.co.za.


          MEDIUM WAVE (AM)


          
            	576 kHz - SABC Metro FM (Meyerton, Gauteng)


            	657 kHz - Radio Pulpit (Meyerton, Gauteng)


            	909 kHz - Voice of America (Moepeng Hill, Botswana)


            	1197 kHz - Family Radio (Lancers Gap, Maseru, Lesotho)

          


          SHORT WAVE (all at Meyerton, Gauteng)


          
            	BBC World Service


            	SABC Channel Africa


            	SA Radio League


            	Trans World Radio


            	Family Radio

          


          


          Broadcasts from outside the city


          Due to Pretoria's proximity to Johannesburg, most radio services broadcast from the 234m high Sentech Tower in Brixton, Johannesburg can also be heard in the southern parts of Pretoria (where the line of sight is not blocked by the Magaliesberg or ridges) These include:


          
            	88.40 MHZ - SABC Lesedi FM


            	93.20 MHz - SABC Umhlobo Wenene FM


            	94.70 MHz - 94.7 Highveld Stereo


            	95.90 MHz - Kaya FM


            	99.20 MHz - Y-fm


            	102.7 MHz - Classic FM


            	107.8 MHz - SABC PhalaPhala FM

          


          In certain areas of Pretoria (especially on hilltops) it is also possible to pick up radio stations transmitted from Sentech's sites at Thabazimbi, Limpopo and Middelburg, Mpumalanga.


          


          Pretoria radio at a glance


          Excluding the SA Radio League, there are 36 conventional (FM/AM/SW) radio stations available in Pretoria (including those broadcasting from Johannesburg).


          
            	15 are owned by the national public broadcaster, the SABC (13 PBS; 2 PCBS)


            	6 are privately-owned commercial enterprises (only two private stations has transmitters in Pretoria - Jacaranda 94.2 and Talk Radio 702)


            	9 are single-transmitter community radio stations with limited reach


            	11 broadcast only in English


            	5 broadcast in Afrikaans or are bilingual (Afrikaans & English)


            	14 broadcast in vernacular African languages


            	12 have their studios situated in the Pretoria/Centurion area


            	3 are international news and current affairs services (external services)


            	3 are multilingual international Christian radio stations

          


          


          Satellite broadcasting


          Satellite television broadcasting is provided by South Africa's premier satellite TV provider - Multichoice's DStv and satellite radio broadcasting by WorldSpace Digital Satellite Radio. They utilise the IS-7 Ku-band and the AfriStar satellites respectively. Sentech also does satellite broadcasting via its Vivid system on PanAmSat PAS7 and PAS10 - primarily to distribute feeds to remote transmitter sites and business broadcasting, but the service is also available to the public and offers a small number of TV and radio channels which are not available on other platforms.


          


          Trivia


          
            	Pretoria's main street, Church Street is the longest urban street in South Africa and one of the longest straight streets in the world.


            	Many of the city's streets are lined with Jacaranda trees that blossom mauve (purplish blue) in spring, giving rise to the city's nickname "Jacaranda City" (or "Jakarandastad" in Afrikaans).


            	The Cullinan Diamond (the largest gem diamond ever found) was discovered in the town of Cullinan near Pretoria at the Premier Mine on January 26, 1905.


            	Pax Praetoriana was named after Pretoria.


            	The initial full designation of the city was Pretoria Philadelphia (Pretoria of brotherly love).


            	The band Seether is from Pretoria.


            	The theatre actor and movie star Arnold Vosloo is from Pretoria.
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          Pride and Prejudice, first published on 28 January 1813, is the most famous of Jane Austen's novels. It is one of the first romantic comedies in the history of the novel and its opening is one of the most famous lines in English literature"It is a truth universally acknowledged, that a single man in possession of a good fortune, must be in want of a wife."


          Its manuscript was first written between 1796 and 1797, and was initially called First Impressions, but was never published under that title. Following revisions, it was first published on 28 January 1813. Like both its predecessor and Northanger Abbey, it was written at Steventon Rectory.


          


          Plot summary


          Template:Spoiler Mrs Bennet is greatly excited by news of the arrival of a single man "of considerable fortune" in the neighbourhood. Mr Bingley has leased the Netherfield estate where he plans to temporarily settle with his two sisters, Miss Bingley and Mrs Hurst, and his sister's husband, Mr. Hurst. Soon afterwards, Bingley and his party, which now includes his close friend Fitzwilliam Darcy, attend a public ball in the village of Meryton. At first, Darcy is admired for his fine figure and income of 10,000 a year. However, he is soon regarded contemptuously as the villagers become disgusted with his pride. This is brought home to the Bennet family when Elizabeth Bennet overhears Darcy decline Bingley's suggestion that he dance with her. Bingley, on the other hand, proves highly agreeable, dancing with many of the eligible ladies in attendance and showing his decided admiration for Jane Bennet. Eager to encourage this highly advantageous match, Mrs Bennet attempts to push Jane and Bingley together at every opportunity.


          Shortly after the ball, Mr Collins, a cousin who will inherit the Bennet estate because of an entail, visits the family. Collins, a pompous buffoon of a clergyman whose idea of a pleasant evening is reading to his female cousins from Fordyce's Sermons, delights in dropping the name of his great patroness, Lady Catherine de Bourgh, with great frequency. Following Lady Catherine's imperious suggestion that he marry, Collins has decided to make amends for his role in his cousins' future impoverishment by marrying one of them. Mr Collins proposes to Elizabeth but she refuses him pointblank. Although Mrs Bennet tries to promote the marriage, Elizabeth, advocated by her father, will not have him. Meanwhile, Elizabeth is introduced to Mr. Wickham, a pleasing, amiable officer in the regiment. Wickham informs her that he had known Mr Darcy his entire life, but was dealt a serious wrong after the death of Darcy's father. After the tale is told, Elizabeth begins to harbour a strong prejudice against Mr Darcy.


          After Elizabeth rejects Mr Collins, he hurriedly marries her best friend, Charlotte Lucas, and Elizabeth is invited to visit the newlyweds. While she is staying with them, Darcy visits his aunt, Lady Catherine de Bourgh, at the adjoining estate, Rosings. Elizabeth and Darcy are therefore thrown daily into each other's company. Elizabeth's charms eventually entrance Mr Darcy, leading him to finally declare his love for her "against his own will" and his desire to marry her in spite of her objectionable family. Surprised and insulted by Darcy's high-handed method of proposing, as well as having recently learnt that Darcy convinced Bingley to sever ties with Jane and still contemptuous of Darcy's supposed wrongs against Wickham, Elizabeth refuses him in no uncertain terms, saying that he is "the last man in the world whom [she] could ever be prevailed on to marry." The next day, Darcy intercepts Elizabeth on her morning walk and hands her a letter before coldly taking his leave. In the letter, Darcy justifies his actions regarding his interference in Bingley and Jane's relationship, and reveals his history concerning Mr Wickham and Wickham's true nature. The letter sheds a new light on Darcy's personality for Elizabeth and she begins to reconsider her opinion of him, particularly in the case of Wickham.


          Later, while on holiday with her aunt and uncle, the Gardiners, Elizabeth is persuaded to visit nearby Pemberley, Darcy's estate, while he is away. She is therefore mortified when she bumps into him unexpectedly while on a tour of the grounds. However, his altered behaviour towards her - distinctly warmer from their last meeting - and his polite and friendly manner towards her aunt and uncle begins to persuade Elizabeth that underneath his pride lies a true and generous nature. Her revised opinion of Darcy is supported through meeting his younger sister Georgiana, a gentle-natured and shy girl whom Darcy lovingly dotes upon.


          Just as her relationship with Darcy starts to thaw, Elizabeth is horrified by news that, in her absence, her headstrong younger sister Lydia has attracted Wickham's attentions and eloped with him. When the family investigates, they learn that Wickham resigned his commission to evade gambling debts. When told of this by Elizabeth, Darcy takes it upon himself to find Wickham and bribe him into marrying Lydia, but keeps this secret from Elizabeth and her family. Elizabeth accidentally learns of Darcy's involvement from Lydia's careless remarks, later confirmed by Mrs Gardiner. This final act completes a reversal in Elizabeth's sentiments, and she begins to regret having turned down Darcy's earlier proposal of marriage.


          Lady Catherine discovers Darcy's feelings for Elizabeth, threatening her long cherished ambition for him to marry her own daughter. She pays Elizabeth an unannounced visit and brusquely tries to intimidate her into refusing such an engagement. Unfortunately, Catherine's visit serves to consolidate Elizabeth's intentions. Furthermore, Lady Catherine visits Darcy later, and relates the entire conversation to him, leading Darcy to the conviction that marrying Elizabeth is possible.


          The book ends with two marriages: Jane and Bingley, as well as Darcy and Elizabeth. While the Bennets go their separate ways, both couples live happily ever after.


          


          Characters in Pride and Prejudice


          The following is a listing of the more significant characters of the novel.


          


          Elizabeth Bennet


          Elizabeth Bennet is the protagonist of the novel. Elizabeth is the second of Mr. and Mrs. Bennet's five daughters, and is an attractive twenty year old when the story begins. In addition to being her father's favourite, Elizabeth is characterized as a sensible, intelligent woman. Misled by Darcy's cold outward behaviour, Elizabeth originally holds Darcy in contempt. However, she finds that Darcy improves on acquaintance, more so than she would expect.


          


          Fitzwilliam Darcy


          Fitzwilliam Darcy is the central male character and Elizabeth's second love interest in the novel. He is an intelligent, wealthy, extremely handsome and reserved 28-year-old man, who often appears haughty or proud to strangers but possesses an honest and kind nature underneath. Initially, he considers Elizabeth his social inferior, unworthy of his attention; but he finds that, despite his inclinations, he cannot deny his feelings for Elizabeth. His initial proposal of marriage is rejected because of his pride and Elizabeth's prejudice against him. However, at the end of the novel, he finds himself sharing his home, Pemberley of Derbyshire, with his beloved new wife, Lizzy.


          


          Mr. Bennet


          Mr. Bennet is the father of Elizabeth Bennet and head of the Bennet family. An English gentleman with an estate in Hertfordshire, he is married to Mrs. Bennet and has five daughters. Unfortunately, his property is entailed to a male descendant, meaning it can only be inherited by his closest male heir (Mr. Collins). Mr. Bennet is a somewhat gentle and eccentric man who can only derive amusement from his "nervous" wife and three "silly" daughters--Mary, Kitty and Lydia. He is closer to Jane and especially Elizabeth, his two eldest and most sensible offspring. He prefers the solitude of his study, neglecting the raising of his children, which leads to near-disaster.


          


          Mrs Bennet


          Mrs. Bennet is the querulous, excitable and ill-bred wife of Mr. Bennet and mother of Elizabeth and her sisters. Her main concern in life is seeing her daughters married well to wealthy men, so that they will be taken care of following Mr. Bennet's death. However, her foolish nature and frequent social faux pas often impede her efforts towards this end.


          


          Jane Bennet


          Jane Bennet is the eldest Bennet sister. She is twenty-two years old at the start of the novel, and is generally considered to be the most beautiful amongst her sisters. The depth of her feelings is difficult to discern by those who do not know her well, due to her reserved manner and pleasantness to all. She is incapable of suspecting the worst of people, seeing only the good. She falls in love with Charles Bingley, and is devastated when he abruptly breaks off their developing relationship without explanation. Eventually however, the misunderstanding on his part is cleared up and she accepts his hand in marriage. Together, they live at Netherfield for about a year before moving to a new estate in Derbyshire and a mere 30 miles away from her favorite sister and sister's husband.


          


          Lydia Bennet


          Lydia Bennet is the youngest of the Bennet sisters. Fifteen years old when the narrative begins, Lydia is extremely flirtatious, naive, headstrong and reckless. She is described as being idle and indulging in frivolous pursuits, especially chasing after the officers stationed at Meryton. Her father often calls her 'silly'. She is seduced by Mr Wickham and runs away with him without much thought for the consequences to her family, but Mr Wickham is convinced to marry her by Mr Darcy.


          


          Charles Bingley


          Charles Bingley is the closest friend of Mr Darcy, despite the differences in their personalities. He is an outgoing, extremely good-natured, and wealthy young man who leases property near the Bennets' estate at the beginning of the novel. Unlike many of those in his circle, he is approachable and mingles easily in company the others consider beneath them. He is attracted to Jane Bennet, who reciprocates his feelings but is too shy and reserved to fully express them.


          


          William Collins


          William Collins is the 25-year-old cousin of Mr Bennet. A clergyman, he is the closest male relation to the Bennet family, and as such stands to inherit Longbourn on Mr Bennet's death. Collins is a pompous, narrow-minded sycophant who is excessively devoted and flattering to his patroness, Lady Catherine de Bourgh. Advised by Lady Catherine to find a wife, he initially selects Jane, only to instantly transfer his affections to Elizabeth upon learning of Jane's impending match with Mr Bingley. After being rejected by his second choice, he proposes to Charlotte Lucas, who accepts him.


          


          George Wickham


          George Wickham is the enemy of Mr Darcy. He is a dashing, charming and handsome young soldier who attracts the attention of Elizabeth Bennet. His father was the manager of the Darcy estate, so he grew up with Mr Darcy and his sister and was a favorite of Darcy's since-deceased father. Wickham's charm skillfully conceals a more conniving and dishonorable nature, and there is bitter enmity between him and Darcy due to his attempt to elope with Georgiana Darcy for her substantial inheritance. He later runs off with Lydia Bennet, but is tracked down by Darcy and he marries her where Darcy pays for the marriage.


          


          Mary Bennet


          Mary Bennet is the most serious and the most accomplished of all the Bennet girls, partly because she is the least good looking sister. Mrs Bennet had hoped that she could be persuaded to marry Mr Collins on his next visit, as she found him somewhat interesting, and suitably serious, but otherwise she is not very interested in society, seeing balls as a duty rather than a pleasure.


          


          Kitty Bennet


          Kitty Bennet although older than her sister Lydia, is somewhat of a sidekick to her. She follows everything that Lydia does, and becomes insanely jealous when only Lydia is invited to go to Brighton with the troops, as she wishes to go herself.


          


          Charlotte Lucas


          Charlotte Lucas is the neighbour and best friend of Elizabeth. She is 27 years old and, after Mr. Collins proposed to Elizabeth, Charlotte herself accepted him (thereby losing Elizabeth's respect). She enjoys her marriage by staying away from Mr. Collins as much as possible and taking care of her household and poultry.


          


          Interrelationships
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          Artistic depictions of and related to Pride and Prejudice


          
            	See main article: List of artistic depictions of and related to Pride and Prejudice

          


          


          Film, television, and theatrical adaptations


          Pride and Prejudice has engendered numerous adaptations. Some of the notable film versions include that of 2005 starring Keira Knightley and Matthew Macfadyen, and that of 1940 starring Greer Garson and Laurence Olivier. Notable television versions include two by the BBC: 1995 version starring Jennifer Ehle and Colin Firth, and 1980 version starring Elizabeth Garvie and David Rintoul. First Impressions is a Broadway musical version.


          


          Related works of film and literature


          Pride and Prejudice has inspired a number of other works. Bride and Prejudice, starring Aishwarya Rai, is a Bollywood adaptation of the novel, while Pride and Prejudice (2003 film) places the novel in contemporary times. Books inspired by Pride and Prejudice include Mr. Darcy's Daughters (novel) and The Exploits and Adventures of Miss Alethea Darcy by Elizabeth Aston, Pemberley: Or Pride & Prejudice Continued and An Unequal Marriage: Or Pride and Prejudice Twenty Years Later by Emma Tennant, The Book of Ruth by Helen Baker and Mr. Darcy Takes a Wife by Linda Berdoll. The novel Bridget Jones's Diary by Helen Fielding (and the film made of it) was also directly inspired by Pride and Prejudice. For instance, the protagonist finds herself choosing between a charming, but sleazy man and an honourable, but uncouth man named Mr. Darcy, played by Colin Firth. Also, the mother is trying to fix her daughter up with a husband, but the father remains gloriously detached from the whole process.


          


          Awards and nominations


          
            	In 2003 the BBC conducted the largest ever poll for the " UK's Best-Loved Book" in which Pride and Prejudice came second, behind The Lord of the Rings.
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          Primary education is the first stage of compulsory education. It is preceded by pre-school or nursery education and is followed by secondary education. In North America this stage of education is usually known as elementary education.


          In most countries, it is compulsory for children to receive primary education, though in many jurisdictions it is permissible for parents to provide it. The transition to secondary school or high school is somewhat arbitrary, but it generally occurs at about eleven or twelve years of age. Some educational systems have separate middle schools with the transition to the final stage of education taking place at around the age of fourteen.
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          The major goals of primary education are achieving basic literacy and numeracy amongst all pupils, as well as establishing foundations in science, geography, history and other social sciences. The relative priority of various areas, and the methods used to teach them, are an area of considerable political debate.


          Typically, primary education is provided in schools, where the child will stay in steadily advancing classes until they complete it and move on to high school/secondary school. Children are usually placed in classes with one teacher who will be primarily responsible for their education and welfare for that year. This teacher may be assisted to varying degrees by specialist teachers in certain subject areas, often music or physical education. The continuity with a single teacher and the opportunity to build up a close relationship with the class is a notable feature of the primary education system.


          Traditionally, various forms of corporal punishment have been an integral part of early education. Recently this practice has come under attack, and in many cases been outlawed, especially in Western countries.


          


          Albania


          



          


          Australia


          



          


          Canada


          



          


          France


          



          


          Germany


          



          


          Iran


          



          


          Israel


          



          


          Republic of Ireland


          Primary school teaching in Republic of Ireland consists of 8 grades.These are: Junior infants, Senior infants, 1st class, 2nd class, 3rd class, 4th class, 5th class, 6th class


          The subjects mainly taught in primary school are: English, Maths, Irish, History, Geography, Science, P.E.(physical education), Art, S.P.H.E(social,personal,health,education), Religion,


          
            	C.S.P.E(civics,social,political,education)

          


          
            	=Vaguely taught,not really a main subject

          


          The content of the Religion course taught depends on the management of the school. Most schools are managed and owned by the Catholic Church, with a lesser number belonging to the Church of Ireland and a handful belonging to other religions such as Muslims, or to a new group called "Educate Together" which advocates a neutral approach to religion. Each school body decides on the emphasis of its religious instruction. In Catholic schools 1st and 6th class prepares children for communion and confirmation. In the Church of Ireland this preparation is done when the pupil is aged about 14 years, and is in secondary school.


          


          Japan
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          Morocco


          



          


          Myanmar


          



          


          the Netherlands


          

          Between the ages of four to twelve, children attend basisschool (elementary school; literally, "basis school"). This school has eight grades, called groep 1 (group 1) through groep 8. School attendance is compulsory from group 2 (at age five), but almost all children commence school at four (in group 1). Groups 1 and 2 used to be called kleuterschool (kindergarten). From group 3 on, children will learn how to read, write and do maths. In group 7 and 8 many schools start with teaching English to their students. In group 8 the vast majority of schools administer the Citotoets (Cito test, developed by the Centraal instituut voor toetsontwikkeling) to recommend what type of secondary education should be followed. In recent years this test has gained authority, but the opinion of the group 8 teacher has remained the most crucial factor in this recommendation. (the information about the CITO is outdated, there are different tests nowadays.)


          


          New Zealand


          



          


          Palestinian territories


          



          


          Poland


          



          


          United Kingdom


          Primary education is provided by state schools run by the government and by independent fee-paying schools. In the state system children are either educated in separate infant and junior schools or in a combined primary school. Schools in the private sector providing primary education are generally known as preparatory schools or prep schools. In the private sector the transfer to the final stage of education often takes place at 14.


          


          England


          Children start school either in the year or the term in which they reach five depending upon the policy of the Local Education Authority. All state schools are obliged to follow a centralised National Curriculum. The primary school years are split into Key Stages:


          
            	Foundation Stage 1 (in a pre-school/childcare environment)

              
                	Nursery, age 3 to 4

              

            

          


          
            	Foundation Stage 2 (in an Infant or Primary school)

              
                	Reception, age 4 to 5

              

            

          


          
            	Key Stage 1 (in an Infant or Primary school)

              
                	Year 1, age 5 to 6


                	Year 2, age 6 to 7

              

            

          


          
            	Key Stage 2 (in Junior or Primary school)

              
                	Year 3, age 7 to 8


                	Year 4, age 8 to 9


                	Year 5, age 9 to 10


                	Year 6, age 10 to 11

              

            

          


          At the end of Key Stage 2 in Year 6 all children in state primary schools are required to take National Curriculum tests in reading, writing, mathematics and science also called SATs. All state primary schools are under the jurisdiction of the Department for Children, Schools and Families and are required to receive regular inspections by the Office for Standards in Education (OFSTED). Private schools are inspected by the Independent Schools Inspectorate.


          


          Wales


          



          


          Scotland


          



          


          United States
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          In the US the first stage of compulsory education is generally known as elementary education. It takes place in elementary schools which incorporate the first six or eight grades and sometimes have a kindergarten. Elementary schools in the US are also known as grade schools or grammar schools. In some schools, teachers utilize a "looping system" where the same teacher teaches the same group of students for two years. For example, a third-grade class may have one teacher who would teach those students for an entire year, then that teacher would teach fourth-grade the next year, and thereby teach the same class again. The teacher would then revert back to the third grade the following year to start the process all over with a different group of students.


          Over the past few decades, schools in the USA have been testing various arrangements which break from the one-teacher, one-class mould. Multi-age programmes, where children in different grades (e.g. Kindergarten through to second grade) share the same classroom and teachers, is one increasingly popular alternative to traditional elementary instruction. An alternative is that children might have a main class and go to another teacher's room for one subject, such as science, while the science teacher's main class will go to the other teacher's room for another subject, such as social studies. This could be called a two-teacher, two-class mould, or a rotation, similar to the concept of teams in junior high school. Another method is to have the children have one set of classroom teachers in the first half of the year, and a different set of classroom teachers in the second half of the year.
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                Incumbent:

                Gordon Brown

                Took office: 27 June 2007
                

              
            


            
              	Style:

              	The Right Honourable
            


            
              	Appointed by:

              	Elizabeth II

              as Sovereign
            


            
              	First:

              	Sir Robert Walpole (generally regarded as the first incumbent)
            


            
              	Formation:

              	4 April 1721
            

          


          The Prime Minister of the United Kingdom of Great Britain and Northern Ireland is, in practice, the political leader of the United Kingdom. He or she acts as the head of Her Majesty's Government and like the Prime Ministers of other countries with similar political systems is (along with his or her Cabinet) the de facto wielder of executive powers in the British Government, exercising many of the executive functions nominally vested in the Sovereign, often summed-up under the label of " royal prerogative". According to constitutional convention, the Prime Minister and the Cabinet (which he or she heads) are accountable for their actions to Parliament, of which (by convention) they are members.


          The current Prime Minister is Gordon Brown, who was appointed to the office on 27 June 2007.


          


          Background


          Historically, the monarch's chief minister (if, as was not always the case, any one person could be singled out as such) might have held any of a number of offices: Lord Chancellor, Archbishop of Canterbury, Lord High Steward, Chancellor of the Exchequer, Lord Privy Seal, or Secretary of State among others. With the emergence, in the 18th century, of government by a cabinet of these ministers, its head came in time to be called the "Prime Minister", often abbreviated to PM (sometimes also "Premier" or "First Minister"). To this day the Prime Minister always also holds one or more of the more ministerial positions (since 1905 it has always been that of First Lord of the Treasury). Sir Robert Walpole is generally regarded as the first Prime Minister in the modern sense; although adoption of the phrase "Prime Minister" in any formal or official sense did not come until many years later (indeed, at Walpole's time it would have been seen as an insult). (Sir Henry Campbell-Bannerman is often considered the first to officially bear the label; see "The office" below.)


          The Prime Minister is appointed by the Sovereign, who is bound by constitutional convention to choose the individual most likely to command the support of the House of Commons (normally, the leader of the party with a majority in that body). Should the Prime Minister lose the confidence of the House of Commons (indicated, for example, by the passage of a no confidence motion), he or she is morally obliged by similar conventions either to resign (in which case the Sovereign can try to find another Prime Minister who has the House's confidence) or to request the monarch to call a general election. Since the premiership is in some small sense still a de facto position, the office's powers are mainly a matter of custom rather than law, deriving from the incumbent's ability to give the sovereign binding advice on the appointment of his Cabinet colleagues, as well as from certain uses of the royal prerogative which may be exercised directly by the Prime Minister, or by the Monarch on the Prime Minister's advice. Some commentators have pointed out that, in practice, the powers of the office are subject to very few checks, especially in an era when Parliament and the Cabinet are seen as unwilling to challenge dominant Prime Ministers as they are bound by a policy of collective cabinet responsibility.


          


          History


          The bulk of the power over parliament of the United Kingdom has historically been vested in the Sovereign, acting on the advice of bodies such as Parliament and the Privy Council. Over several years, the Cabinet evolved from the Privy Council, as the monarch began the practice of consulting a few confidential advisers rather than the Council at large. These bodies, however, bore little resemblance to modern Cabinets; they were often not led by a single figure such as a Prime Minister, they often failed to act in unison, and they were appointed and dismissed entirely at the whim of the monarch, with little parliamentary control. The history of the British Prime Ministers owes much more to speculation of historians, rather than to legal acts. The origin of the term prime minister and the question to whom the designation should first be applied have long been issues of scholarly and political debate.


          The first mention of "Prime Minister" in an official government document occurred during the premiership of Benjamin Disraeli. The title was used since then in documents, letters and conversation (and in conversation at least may have been used before then). In 1905 the title "Prime Minister" was noted in a royal warrant that placed the Prime Minister, mentioned as such, in the order of precedence in Britain immediately after the Archbishop of York. By this time legal recognition of the title seems to have occurred and it was later mentioned in the Chequers Estate Act 1917, and the Ministers of the Crown Act 1937.


          There are numerous categorical testimonies deep into the 19th century decrying the notion of a First or Prime Minister, credibly declaring the concept as alien to the Constitution, and the term actually emerges as a creature of historians, not lawyers or Parliament  indeed the contrary is best documented.


          In 1741, it was declared in the Commons that "According to our Constitution we can have no sole and prime minister . . . every . . . officer has his own proper department; and no officer ought to meddle in the affairs belonging to the department of another." In the same year the Lords agreed that "We are persuaded that a sole, or even a first minister, is an officer unknown to the law of Britain, inconsistent with the Constitution of the country and destructive of liberty in any Government whatsoever." These were very much partisan assessments of the day, however.


          On the other hand, in an interview by Lord Melville with William Pitt the Younger in 1803, the latter argued that "this person generally called the first minister" was an absolute necessity for a government to function, and expressed his belief that this person should be the minister in charge of the finances. In 1806, it was asserted in the Commons that "the Constitution abhors the idea of a prime minister", and as late as 1829 the Commons again asserted that "nothing could be more mischievous or unconstitutional than to recognise by act of parliament the existence of such an office."


          Beatson's Political Index of 1786 gives the list of Prime Ministers and Favourites from the Accession of Henry VIII to the Present Time. Since 1714, Beatson could only find one Sole Minister, and that was Sir Robert Walpole. At all subsequent periods he felt that he had to bracket two, three, or even four people as joint or co-equal ministers whose advice the King took, and who therefore controlled the governance of the country.


          The first Act of Parliament to mention the position of Prime Minister was the Chequers Estate Act, which received the Royal Assent on December 20, 1917. It dealt with the gift to the Crown of the Chequers Estate by Sir Arthur and Lady Lee, for use as a country home for future Prime Ministers.


          Finally, the Ministers of the Crown Act, which received the Royal Assent on July 1, 1937, gave official recognition to the position of Prime Minister and made provision for paying "the First Lord of the Treasury and Prime Minister"  the former being the office that since the 18th century, has usually been held by the Prime Minister:


          To give statutory recognition to the existence of the position of Prime Minister, and to the historic link between the Premiership and the office of First Lord of the Treasury, by providing in respect to that position and office a salary of


          The Act made a certain distinction between "position" (Prime Minister) and "office" (First Lord of the Treasury), emphasising the unique character of the position and recognising the existence of the Cabinet. Nevertheless, in spite of this recognition, the brass plate outside the Prime Minister's front door still bears the title of "First Lord of the Treasury."


          The lack of official recognition for the position of Prime Minister sometimes causes problems when trying to positively identify prime ministers in the British history. Thus, every list of British Prime Ministers may omit certain politicians, depending on the criteria selected by a researcher. For instance, unsuccessful attempts to form ministries, such as that of William Pulteney, 1st Earl of Bath in 1746, or the summons of the sovereign to ministers who refused to form a ministry are often ignored.


          The origins of the modern term "Prime Minister" date back to the time after the Glorious Revolution (1688), when Parliament's power began to grow steadily at the expense of that of the monarch. It was under William III and his successor, Anne, that the Cabinet began to take its modern shape. Individuals such as Sidney Godolphin, 1st Earl of Godolphin and Robert Harley were recognised as the leaders of their respective ministries, but they cannot be considered Prime Ministers in the modern sense, given that they exercised little control over their colleagues. Similarly, the Cabinets of Anne's successor, George I, were led by individuals such as Charles Townshend, 2nd Viscount Townshend, James Stanhope, 1st Earl Stanhope, and Charles Spencer, 3rd Earl of Sunderland, but these individuals were not truly Prime Ministers, as we now understand the office.
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          Lord Stanhope and Lord Sunderland, who were joint leaders of their Cabinet, were succeeded in 1721 by Sir Robert Walpole, who held the influential office of First Lord of the Treasury. Previous holders of the post had often been important figures in government, but not to such a degree as Walpole. His influence grew even stronger because the King, George I, was not active in British politics, preferring to concentrate on his native Hanover. Walpole is generally regarded as the first Prime Minister, not just because of his influence in Government, but because he could persuade (or force) his colleagues in the Cabinet to act in a harmonious and unified fashion, instead of intriguing against each other for more power. Walpole's office, First Lord of the Treasury, became strongly associated with the leadership of the Government; it became the position which the Prime Minister almost always held.


          Though Walpole is considered the first "Prime Minister," these words were used as a term of reproach by his political opponents. His tenure was not as important in terms of constitutional development as some have imagined. His term and power were primarily based on the favour of the Crown, rather than the support of the House of Commons. His immediate successors were not nearly as powerful as he; the influence of the Crown continued to remain paramount. Still, the powers of the monarch were slowly diminished, and those of the Prime Minister gradually increased, over the course of the following years. Indeed, during the last years of George II's life, policy was chiefly directed by Ministers such as William Pitt the Elder.


          The reign of George III, which began in 1760 upon the death of George II, is particularly notable for developments in the office of Prime Minister. Over the course of his reign, the King was sometimes forced by parliamentary pressure to appoint Prime Ministers and Ministers whom he did not personally favour. Control over the composition of the Cabinet had not, however, been completely lost by the King; in some cases, George was able to prevent the appointment of politicians whom he detested (for instance, Charles James Fox). The influence of the monarch nevertheless continued to gradually wane; this trend became clearly noticeable during the reign of William IV, the last King to appoint a Prime Minister against the wishes of Parliament. William attempted to impose his personal will in 1834, when he dismissed William Lamb, 2nd Viscount Melbourne (whose Whig administration he disliked) and replaced him with a Conservative, Sir Robert Peel. Peel, however, found it impossible to govern without the support of the House of Commons, which remained Whig-dominated despite a general election, and was forced to resign from his position. Since Peel's administration, the Sovereign has had very little discretion in appointing Prime Ministers.


          As the Royal influence over ministerial appointments disappeared, the power of the House of Commons rose, its political superiority over the House of Lords being established by the Parliament Act 1911. During the early twentieth century, the convention that the Prime Minister should be responsible not to the Lords, but to the Commons, took root. The associated convention that the Prime Minister should actually be a member of the Lower House was developed. The last Prime Minister to lead his whole administration from the Lords was Robert Gascoyne-Cecil, 3rd Marquess of Salisbury, from 1895 to 1902. The last Prime Minister to be a member of the Lords during his tenure was Alec Douglas-Home, 14th Earl of Home in 1963. Lord Home was the last Prime Minister who was a hereditary peer, but, within days of attaining office, he disclaimed his peerage, abiding by the convention that the Prime Minister should sit in the House of Commons. A junior member of his Conservative Party who had already been selected as candidate in a by-election in a staunch Conservative seat stood aside, allowing Douglas-Home to contest the by-election, win and thus procure a seat in the lower House.


          For the complete list of British Prime Ministers, see List of Prime Ministers of the United Kingdom.
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          The office


          Although in recent years it has never hindered any premier in the exercise of his or her office, the official status of the Prime Minister remains somewhat ambiguous. A Prime Minister has virtually no statutory authority in his or her own right; all the actual business of running the country and spending the budget is (in theory) carried out by the holders of more explicitly-defined Cabinet offices, who are empowered to do so by various Acts of Parliament. The Prime Minister holds at least one of these more tangible ministerial offices himselfnormally First Lord of the Treasuryand indeed receives his or her salary and public accommodation only by virtue of that office.


          The title "Prime Minister", however, is not altogether a matter of convention, as in 1905 it was in a sense given official recognition when the "Prime Minister" was named in the order of precedence, outranked, among non-royals, only by the Archbishops of Canterbury and York, The Moderator of the Church of Scotland and by the Lord Chancellor. The first prime minister in this sense is therefore considered by some to have been Henry Campbell-Bannerman, although the term "Prime Minister" first appeared on official documents during the premiership of Benjamin Disraeli and was used informally before then. Furthermore, the office is not entirely without statutory justification, since it has in fact been explicitly named a number of times in emergency wartime legislation. All sorts of official pronouncements are issued from Downing Street in the name of the "Prime Minister" without further circumlocution or explanation.


          By convention, as noted above, the Prime Minister also holds the office of First Lord of the Treasury. The only Prime Ministers who have not also served as First Lord for a significant part of their administrations are William Pitt, 1st Earl of Chatham (who was Lord Privy Seal) and, for most of his three premierships, Robert Gascoyne-Cecil, 3rd Marquess of Salisbury (who was either Foreign Secretary or Lord Privy Seal except for the first few months of his second premiership when he was First Lord). Since Lord Salisbury's retirement in 1902, every Prime Minister has also been First Lord of the Treasury. Some have held yet more offices; for example until 1942 nearly every Prime Minister was either Leader of the House of Commons or Leader of the House of Lords, depending upon which House they sat in. Some have also held specific ministerial posts; for example Ramsay MacDonald was both First Lord and Secretary of State for Foreign Affairs during his first premiership in 1924. Since the 1960s every prime minister has also been Minister for the Civil Service.


          More recently, there is also the associated post of Deputy Prime Minister. An officer with such a title need not always exist; rather, the existence of the post is dependent on the form of Cabinet organisation preferred by the Prime Minister and his or her party. The Deputy Prime Minister does not automatically succeed if a vacancy in the premiership is suddenly created, nor does he or she generally assume any specific additional powers when the Prime Minister is outside the country. It may, however, be necessary for the Deputy to stand in for the Prime Minister on occasion, for example by taking the dispatch box at Prime Minister's Question Time or by attending international conferences or bilateral meetings when the Prime Minister is unavailable. Since the resignation of John Prescott on 27 June 2007 there has been no Deputy Prime Minister.


          In the devolved governments of Scotland, Wales, and Northern Ireland, the position which corresponds with that of Prime Minister is First Minister. (See First Minister of Scotland, First Minister of Wales, and First Minister of Northern Ireland.)


          


          Term
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          The office of Prime Minister is governed not by codified laws, but by unwritten and, to some extent, fluid customs known as constitutional conventions, which have developed over years of British history. These conventions are for the most part founded on the underlying principle that the Prime Minister and his fellow Ministers must not lose the support of the democratically elected component of Parliament: the House of Commons. The Sovereign, as a constitutional monarch, always acts in accordance with such conventions, as do Prime Ministers themselves.


          There is no term of office for a prime minister. The prime minister holds office "at Her Majesty's pleasure". As however to gain supply (control of exchequer funds) that requires that the government be answerable to, and acceptable to, the House of Commons, in reality the convention "at her Majesty's pleasure" means "at the pleasure of the House of Commons". Whenever the office of Prime Minister falls vacant, the Sovereign is responsible for appointing the new successor; the appointment is formalised at a ceremony known as Kissing Hands. In accordance with unwritten constitutional conventions, the Sovereign must appoint the individual most likely to maintain the support of the House of Commons: usually, the leader of the party which has a majority in that House. If no party has a majority (an unlikely occurrence, given the United Kingdom's First Past the Post electoral system), two or more groups may form a coalition, whose agreed leader is then appointed Prime Minister. The majority party becomes "Her Majesty's Government," and the next largest party becomes "Her Majesty's Loyal Opposition." The head of the largest Opposition party becomes the Leader of the Opposition and holds the title Leader of Her Majesty's Loyal Opposition. By tradition, before a new Prime Minister can enter 10 Downing Street for the first time as its occupant, he or she is required to announce to the country and the world that he or she has kissed hands with the monarch of the day, and thus has become Prime Minister. This is usually done by saying words to the effect of:


          
            	"Her Majesty the Queen [His Majesty the King] has asked me to form an administration and I have accepted."

          


          Although it wasn't required, Tony Blair also said these words after he was re-elected in 2001 and 2005.


          The period in office of a Prime Minister is not linked to the term of Members of the House of Commons. A prime minister once appointed continues in office as Her Majesty's head of government until either they resign, are dismissed (in reality something not likely to happen except in exceptional circumstances) or die. Resignation can be triggered off by the passage of a Motion of No Confidence or by rejecting a Motion of Confidence in the House of Commons. In those situations, a prime minister must either resign or seek a dissolution. A Loss of Supply also amounts to a loss of confidence. Such defeats for the Government, however, are rare; there have only been three defeats on confidence issues since the nineteenth century: twice in 1924, and once in 1979. The first in 1924 took place immediately after an inconclusive election result and led to an immediate change of government, but in the other two cases a general election was called (and in both, the incumbent government was defeated).


          Where a prime minister loses a general election modern constitution conventions dictate that that prime minister immediately submit his or her resignation. Previous precedent, until the early twentieth century, dictated that a prime minister wait until actually defeated on their legislative programme in a vote on the Speech from the Throne before resigning. This option has never entirely been discarded, and might be adopted again if, say, a General Election produced a Parliament with no overall majority. For instance, something of the kind occurred after the general election of February 1974, which did not produce an absolute majority for any party, Edward Heath opted not to resign immediately, instead negotiating with a third party (the Liberal Party) to form a coalition. Heath did eventually resign when the negotiations failed.
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          Contrary to myth a prime minister is not reappointed after every general election. They continue in office, but may use the opportunity to reshuffle the cabinet, with only those ministers moved or brought in going to the Palace for appointment. As a result, though prime minister during a number of parliaments in succession, Margaret Thatcher was only actually appointed prime minister once, in 1979.


          Whatever the reasonthe expiry of Parliament's five-year term, the choice of the Prime Minister, or a Government defeat in the House of Commonsthe dissolution is followed by general elections. If his or her party has lost a majority in the House of Commons, the Prime Minister is compelled to resign (or request a dissolution, but the Sovereign is not compelled to accept such a request). The leader of the party or coalition now in the majority is then appointed Prime Minister by the Sovereign. The custom that requires the Prime Minister to resign immediately after an electoral loss is only of relatively recent invention. Previously, Prime Ministers had the option of meeting Parliament, and then inviting an effective vote of confidence.


          As well as losing the confidence of the House of Commons, prime ministers may also in effect be forced to resign if they lose the confidence of their party. This was what led Margaret Thatcher to resign in 1990. The last Prime Minister to die in office was Henry John Temple, 3rd Viscount Palmerston (in 1865). The only Prime Minister to be assassinated was Spencer Perceval (in 1812).


          


          Powers and restraints


          The Prime Minister's chief duty is to "form a Government"that is to say, to create a Cabinet or Ministry which will sustain the support of the House of Commonswhen commissioned by the Sovereign. He or she generally co-ordinates the policies and activities of the Cabinet and the various Government departments, acting as the "face" of Her Majesty's Government. The Sovereign exercises much of his or her royal prerogative on the Prime Minister's advice. (For the prerogative of dissolving Parliament, see "Term" above.)


          The Commander-in-Chief of the British Armed Forces is the Sovereign. Under longstanding parliamentary custom and practice, however, the Prime Minister holds de facto decision-making power over the deployment and disposition of British forces, hence the Commander-in-Chief without portolio. The Prime Minister can authorise, but not directly order, the use of Britain's nuclear weapons.


          The Prime Minister also has a wide range of powers of appointment. In most cases, the actual appointments are made by the Sovereign, but the selection and recommendation is made by the Prime Minister. Ministers, Privy Counsellors, Ambassadors and High Commissioners, senior civil servants, senior military officers, members of important committees and commissions, and several other officials are selected, and in some cases may be removed, by the Prime Minister. Furthermore, peerages, knighthoods, and other honours are bestowed by the Sovereign only on the advice of the Prime Minister. He also formally advises the Sovereign on the appointment of Archbishops and Bishops of the Church of England, but his discretion is limited by the existence of the Crown Nominations Commission. The appointment of senior judges, while on the advice of the Prime Minister for constitutional reasons, is now on the basis of recommendations from independent bodies. The only important British honours over which the Prime Minister does not have control are the Orders of the Garter, Thistle, and Merit, and the Royal Victorian Order, which are all within the "personal gift" of the Sovereign. The extent of the Sovereign's ability to influence the nature of the Prime Ministerial advice is unknown, but probably varies depending upon the personal relationship between the Sovereign and the Prime Minister of the day.
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          There exist several limits on the powers of the Prime Minister. Firstly, he or she is (theoretically at least) only a first among equals in the Cabinet. The extent of a Prime Minister's power over the Cabinet may vary. In some cases, the Prime Minister may be a mere figurehead, with actual power being wielded by one or more other individuals. Weak or titular Prime Ministers were more common prior to the twentieth century; examples include William Cavendish, 4th Duke of Devonshire and William Cavendish-Bentinck, 3rd Duke of Portland. At the opposite extreme, however, Prime Ministers may dominate the Cabinet so much that they become "Semi-Presidents." Examples of dominant Prime Ministers (more common during the late nineteenth and the twentieth centuries) include William Ewart Gladstone, David Lloyd George, Neville Chamberlain, Winston Churchill, Margaret Thatcher, and Tony Blair. The powers of some Prime Ministers waxed or waned, depending upon their own level of energy, political skills or outside events: Ramsay MacDonald, for example, was dominant in his Labour governments, but during his National Government his powers diminished so that by his final years in Downing Street he was merely the figurehead of the government. In modern times, Prime Ministers have never been merely titular; dominant or somewhat dominant personalities are the norm.


          The Prime Minister's powers are also limited by the House of Commons, whose support the Government is obliged to maintain. The House of Commons checks the powers of the Prime Minister through committee hearings and through Question Time, a weekly occurrence in which the Prime Minister is obliged to respond to the questions of the Leader of the Opposition and other members of the House. In practice, however, a Government with a strong majority need rarely fear "backbench rebellions."


          Members of Parliament may hold ministerial offices (up to 90 paid offices, of varying levels of seniority, exist), and may fear removal for failing to support the Prime Minister. Party discipline, furthermore, is very strong; a Member of Parliament may be expelled from his or her party for failing to support the Government on important issues, and although this will not mean he or she must resign as an MP, it would make re-election difficult for most. Restraints imposed by the House of Commons grow weaker when the Government's party enjoys a large majority in that House. In general, however, the Prime Minister and his or her colleagues may secure the House's support for almost any bill.


          However, even a government with a healthy majority can on occasion find it is unable to pass legislation due to opposition from MPs. For example, on January 31, 2006 Tony Blair's Government was defeated over proposals to outlaw religious hatred, while on November 9, 2005 it was defeated over plans which would have allowed police to detain terror suspects for up to 90 days without charge. On other occasions, the Government may be forced to alter its proposals in order to avoid defeat in the Commons, as Tony Blair's Government did in February 2006 over education reforms.


          The House of Lords is considerably less restrictive of the Prime Minister's power. Under the Salisbury Convention, the House of Lords normally does not seek to oppose any measure promised by the Government in its election manifesto. When the House of Lords does oppose the Prime Minister, it is generally ineffectual in defeating entire Bills (though almost all Bills are successfully modified by the Upper House during their passage through Parliament). Peers (members of the House of Lords) are created by the Sovereign on the advice of the Prime Minister; by obtaining the creation of several new peers, the Prime Minister may flood the House of Lords with individuals supportive of his position. The threat of such a tactic was used in 1911 to ensure the passage of the Parliament Act 1911, which, together with the Parliament Act 1949, reduces the House of Lords's powers and establishes the supremacy of the Commons (in particular, the House of Lords can only delay, but not reject, most bills on which the Commons insist).


          The role and power of the Prime Minister have been subject to much change in the last fifty years. There has gradually been a change from Cabinet decision making and deliberation to the dominance of the Prime Minister. As early as 1965, in a new introduction to Walter Bagehot's classic work The English Constitution, Richard Crossman identified a new era of "Prime Ministerial" government. Some commentators, such as the political scientist Michael Foley, have argued there is a de facto "British Presidency". In Tony Blair's government, many sources such as former ministers have suggested that decision-making is centered around him and Gordon Brown, and the Cabinet is no longer used for decision making. Former ministers such as Clare Short and Chris Smith have criticised the total lack of decision-making in Cabinet. On her resignation, Short denounced "the centralisation of power into the hands of the Prime Minister and an increasingly small number of advisers" The Butler Review of 2004 condemned Blair's style of "sofa government".


          Ultimately, however, the Prime Minister will be held responsible by the nation for the consequences of legislation or of general government policy. Margaret Thatcher's party forced her from power after the introduction of the poll tax; Sir Anthony Eden fell from power following the Suez Crisis; and Neville Chamberlain resigned after being criticised for his handling of negotiations with Germany prior to the outbreak of World War II, and for failing to prevent the fall of Norway to the Nazi onslaught.


          


          Changes to the powers of the office proposed by Gordon Brown


          Gordon Brown on 2 July 2007 proposed transferring parts of the Prime Minister's traditional authority to Parliament. He has said he intends to yield certain traditional Prime Ministerial powers conferred on the office by royal prerogative, including the ability to declare war, thus giving the Parliament more powers and rights to vet and veto appointments to senior public positions, in a bid to crack down on cronyism.


          


          Precedence and privileges


          
            [image: Tony Blair and Dick Cheney at the main door to 10 Downing Street, the Prime Minister's residence in London, on 11 March 2002.]

            
              Tony Blair and Dick Cheney at the main door to 10 Downing Street, the Prime Minister's residence in London, on 11 March 2002.
            

          


          The Prime Minister had no special precedence until the order of precedence first recognized the office in 1905. Throughout the United Kingdom, he outranks all others except the Royal Family, the Lord Chancellor, and senior ecclesiastical functionaries (in England and Wales, the Anglican Archbishops of Canterbury and York; in Scotland, the Lord High Commissioner and the Moderator of the General Assembly of the Church of Scotland; in Northern Ireland, the Anglican and Roman Catholic Archbishops of Armagh and Dublin and the Moderator of the General Assembly of the Presbyterian Church).


          Despite the fact that the Prime Minister is not the Head of State, he or she may carry out some of the duties of that position, for example representing the country in International Affairs.


          The Prime Minister draws his or her salary not as Prime Minister, but as First Lord of the Treasury. At present, he or she receives 127,334 (ca. US$250,000), in addition to his or her salary of 60,277 (ca. US$120,000) as a Member of Parliament. Until 2006 the Lord Chancellor was the highest paid member of the government ahead of the Prime Minister. This reflected the Lord Chancellor's position at the top of the judicial pay scale, as British judges are on the whole better paid than British politicians and until 2005 the Lord Chancellor was both politician and the head of the judiciary. The Constitutional Reform Act 2005 stripped the Lord Chancellor of his judicial functions and his salary was reduced below the Prime Minister's.


          As of 2007, the Prime Minister's aggregate salary is comparable to the US$400,000 salary of the President of the United States.


          The Prime Minister traditionally resides at 10 Downing Street in London, which George II offered to Sir Robert Walpole as a personal gift. Walpole, however, only accepted it as the official home of the First Lord, taking up his residence there in 1735. The Prime Minister only resides in 10 Downing Street in his or her capacity as First Lord; the few nineteenth century Prime Ministers who were not First Lords were forced to live elsewhere. Though most First Lords have lived in 10 Downing Street, some preferred to reside in their private residences. This happened when they were often aristocrats with grand Central London homes of their own, such as Palmerston's Cambridge House and seems unlikely to occur again. Furthermore, some such as Harold Macmillan and John Major have lived in Admiralty House whilst 10 Downing Street was undergoing renovations or repairs.


          Adjacent to Downing Street is 11 Downing Street, the home of the Second Lord of the Treasury (who, in modern times, has also filled the office of Chancellor of the Exchequer). After he became Prime Minister in 1997, Tony Blair found 10 Downing Street too small for his large family, and he swapped residences with the Chancellor and Second Lord, Gordon Brown, then a bachelor. However, the Prime Ministerial offices are still maintained in Number 10. 12 Downing Street is the residence of the Chief Whip.


          The Prime Minister is also entitled to use the country house of Chequers in Buckinghamshire.


          The Prime Minister, like other Cabinet Ministers and senior Members of Parliament, is customarily a member of the Privy Council; thus, he or she becomes entitled to prefix " The Right Honourable" to his or her name. Membership of the Council is retained for life (unless the individual resigns it, or is expelledboth rare phenomena). It is a constitutional convention that only a Privy Counsellor can be appointed Prime Minister, but invariably all potential candidates have already attained this status. The only occasion when a non-Privy Councillor was the natural appointment was Ramsay MacDonald in 1924, but the issue was resolved by appointing him to the Council immediately prior to his appointment as Prime Minister.


          


          Retirement honours


          It is customary for the Sovereign to grant a Prime Minister some honour or dignity when that individual retires from politics. The honour commonly, but not invariably, bestowed on Prime Ministers is membership of the United Kingdom's most senior order of chivalry, the Order of the Garter. The practice of creating retired Prime Ministers Knights of the Garter has been fairly prevalent since the middle-nineteenth century. On the retirement of a Prime Minister who is Scottish, it is likely that the primarily Scottish honour of the Order of the Thistle will be used instead of the Order of the Garter, which is generally regarded as an English honour.


          It has also been common for Prime Ministers to be granted peerages upon their retirement as a Member of Parliament, which elevates the individual to the House of Lords. For this reason, the peerage is rarely awarded immediately on the Prime Minister's resignation from that post, unless he or she steps down as an MP at the same time. Formerly, the peerage bestowed was usually an earldom (which was always hereditary), with Churchill offered a dukedom. However, since the 1960s, hereditary peerages have generally been eschewed, and life peerages have been preferred, although in the 1980s Harold Macmillan was created Earl of Stockton on retirement. Sir Alec Douglas-Home, Harold Wilson, James Callaghan and Margaret Thatcher accepted life peerages. However, neither Edward Heath nor John Major accepted peerages of any kind on stepping down as MPs. Margaret Thatcher's son Mark is a baronet, which he inherited from his father Denis, but this is not a peerage.


          Of the nineteen Prime Ministers since 1902, eight have been created both peers and Knights of the Garter; three were ennobled but not knighted; three became Knights of the Garter but not peers; and five were not granted either honourin two cases due to their death while still active in politics; two others declined honours.


          The retired Prime Ministers who are still living are:


          
            	The Rt Hon Baroness Thatcher LG OM PC


            	The Rt Hon Sir John Major KG CH


            	The Rt Hon Tony Blair

          


          In November 2004, the polling company MORI, in association with the University of Leeds, questioned 258 political science academics in the United Kingdom (139 of whom replied) on the perceived success of twentieth century Prime Ministers. The results showed that Clement Attlee was rated as most successful, followed by Churchill and Lloyd George. Anthony Eden was rated as the least successful.


          In August 2006, BBC History Magazine historian, Francis Beckett ranked each 20th century Prime Minister on how well they implemented their policies. Margaret Thatcher and Clement Attlee topped this poll, with Anthony Eden and Neville Chamberlain coming bottom. Beckett said that Lady Thatcher, "took one sort of society, and turned it into another".


          


          Form of address


          According to the Department for Constitutional Affairs, the Prime Minister is made a Privy Counsellor as a result of taking office and should be addressed by the official title prefixed by "The Right Honourable" and not by a personal name.


          This form of address is employed at formal occasions but is rarely used by the media. Tony Blair, the previous Prime Minister, was frequently referred to in print as "the Prime Minister", "Mr Blair", "Tony Blair" or "Blair". Colleagues sometimes referred to him simply as "Tony". He was usually addressed as "Prime Minister".


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Prime_Minister_of_the_United_Kingdom"
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          In mathematics, a prime number (or a prime) is a natural number (greater than one) which has exactly two distinct natural number divisors: 1 and itself. An infinitude of prime numbers exists, as demonstrated by Euclid around 300 BC. The first thirty prime numbers are:


          
            	2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47, 53, 59, 61, 67, 71, 73, 79, 83, 89, 97, 101, 103, 107, 109, 113

            (sequence A000040 in OEIS)

          


          See the list of prime numbers for a longer list. The number one is by definition not a prime number; see the discussion below under Primality of one.


          The property of being a prime is called primality, and the word prime is also used as an adjective. Since two is the only even prime number, the term odd prime refers to any prime number greater than two.


          The study of prime numbers is part of number theory, the branch of mathematics which encompasses the study of natural numbers. Prime numbers have been the subject of intense research, yet some fundamental questions, such as the Riemann hypothesis and the Goldbach conjecture, have been unresolved for more than a century. The problem of modelling the distribution of prime numbers is a popular subject of investigation for number theorists: when looking at individual numbers, the primes seem to be randomly distributed, but the global distribution of primes follows well-defined laws.


          The notion of prime number has been generalized in many different branches of mathematics.


          
            	In ring theory, a branch of abstract algebra, the term prime element has a specific meaning. Here, a non-zero, non-unit ring element a is defined to be prime if whenever a divides bc for ring elements b and c, then a divides at least one of b or c. With this meaning, the additive inverse of any prime number is also prime. In other words, when considering the set of integers as a ring, 7 is a prime element. Without further specification, however, prime number always means a positive integer prime. Among rings of complex algebraic integers, Eisenstein primes, and Gaussian primes may also be of interest.


            	In knot theory, a prime knot is a knot which can not be written as the knot sum of two lesser nontrivial knots.

          


          


          History of prime numbers


          
            [image: The Sieve of Eratosthenes is a simple, ancient algorithm for finding all prime numbers up to a specified integer. It is the predecessor to the modern Sieve of Atkin, which is faster but more complex. The eponymous Sieve of Eratosthenes was created in the 3rd century BC by Eratosthenes, an ancient Greek mathematician.]

            
              The Sieve of Eratosthenes is a simple, ancient algorithm for finding all prime numbers up to a specified integer. It is the predecessor to the modern Sieve of Atkin, which is faster but more complex. The eponymous Sieve of Eratosthenes was created in the 3rd century BC by Eratosthenes, an ancient Greek mathematician.
            

          


          There are hints in the surviving records of the ancient Egyptians that they had some knowledge of prime numbers: the Egyptian fraction expansions in the Rhind papyrus, for instance, have quite different forms for primes and for composites. However, the earliest surviving records of the explicit study of prime numbers come from the Ancient Greeks. Euclid's Elements (circa 300 BC) contain important theorems about primes, including the infinitude of primes and the fundamental theorem of arithmetic. Euclid also showed how to construct a perfect number from a Mersenne prime. The Sieve of Eratosthenes, attributed to Eratosthenes, is a simple method to compute primes, although the large primes found today with computers are not generated this way.


          After the Greeks, little happened with the study of prime numbers until the 17th century. In 1640 Pierre de Fermat stated (without proof) Fermat's little theorem (later proved by Leibnitz and Euler). A special case of Fermat's theorem may have been known much earlier by the Chinese. Fermat conjectured that all numbers of the form 22n + 1 are prime (they are called Fermat numbers) and he verified this up to n = 4. However, the very next Fermat number 232+1 is composite (one of its prime factors is 641), as Euler discovered later, and in fact no further Fermat numbers are known to be prime. The French monk Marin Mersenne looked at primes of the form 2p - 1, with p a prime. They are called Mersenne primes in his honour.


          Euler's work in number theory included many results about primes. He showed the infinite series 1/2 + 1/3 + 1/5 + 1/7 + 1/11 +  is divergent. In 1747 he showed that the even perfect numbers are precisely the integers of the form 2p-1(2p-1) where the second factor is a Mersenne prime. It is believed no odd perfect numbers exist, but there is still no proof.


          At the start of the 19th century, Legendre and Gauss independently conjectured that as x tends to infinity, the number of primes up to x is asymptotic to x/log(x), where log(x) is the natural logarithm of x. Ideas of Riemann in his 1859 paper on the zeta-function sketched a program which would lead to a proof of the prime number theorem. This outline was completed by Hadamard and de la Valle Poussin, who independently proved the prime number theorem in 1896.


          Proving a number is prime is not done (for large numbers) by trial division. Many mathematicians have worked on primality tests for large numbers, often restricted to specific number forms. This includes Ppin's test for Fermat numbers (1877), Proth's theorem (around 1878), the LucasLehmer test for Mersenne numbers (originated 1856), and the generalized LucasLehmer test. More recent algorithms like APRT-CL, ECPP and AKS work on arbitrary numbers but remain much slower.


          For a long time, prime numbers were thought as having no possible application outside of pure mathematics; this changed in the 1970s when the concepts of public-key cryptography were invented, in which prime numbers formed the basis of the first algorithms such as the RSA cryptosystem algorithm.


          Since 1951 all the largest known primes have been found by computers. The search for ever larger primes has generated interest outside mathematical circles. The Great Internet Mersenne Prime Search and other distributed computing projects to find large primes have become popular in the last ten to fifteen years, while mathematicians continue to struggle with the theory of primes.


          


          Primality of one


          Until the 19th century, most mathematicians considered the number 1 a prime, and there is still a large body of mathematical work that is valid despite labeling 1 a prime, such as the work of Stern and Zeisel. Derrick Norman Lehmer's list of primes up to 10006721, reprinted as late as 1956,, started with 1 as its first prime. Henri Lebesgue is said to be the last professional mathematician to call 1 prime. The change in label occurred so that the fundamental theorem of arithmetic, as stated, is valid, i.e., each number has a unique factorization into primes


          


          Prime divisors


          
            [image: Illustration showing that 11 is a prime number while 12 is not.]

            
              Illustration showing that 11 is a prime number while 12 is not.
            

          


          The fundamental theorem of arithmetic states that every positive integer larger than 1 can be written as a product of one or more primes in a way which is unique except possibly for the order of the prime factors. The same prime factor may occur multiple times. Primes can thus be considered the basic building blocks of the natural numbers. For example, we can write


          
            	[image: 23244 = 2^2 \times 3 \times 13 \times 149]

          


          and any other factorization of 23244 as the product of primes will be identical except for the order of the factors. There are many prime factorization algorithms to do this in practice for larger numbers.


          The importance of this theorem is one of the reasons for the exclusion of 1 from the set of prime numbers. If 1 were admitted as a prime, the precise statement of the theorem would require additional qualifications.


          


          Properties of primes


          
            	When written in base 10, all prime numbers except 2 and 5 end in 1, 3, 7 or 9. (Numbers ending in 0, 2, 4, 6 or 8 represent multiples of 2 and numbers ending in 0 or 5 represent multiples of 5.)

          


          
            	If p is a prime number and p divides a product ab of integers, then p divides a or p divides b. This proposition was proved by Euclid and is known as Euclid's lemma. It is used in some proofs of the uniqueness of prime factorizations.

          


          
            	The ring Z/nZ (see modular arithmetic) is a field if and only if n is a prime. Put another way: n is prime if and only if (n) = n1.

          


          
            	If p is prime and a is any integer, then apa is divisible by p ( Fermat's little theorem).

          


          
            	If p is a prime number other than 2 and 5, 1/p is always a recurring decimal, whose period is p1 or a divisor of p1. This can be deduced directly from Fermat's little theorem. 1/p expressed likewise in base q (other than base 10) has similar effect, provided that p is not a prime factor of q. The article on recurring decimals shows some of the interesting properties.

          


          
            	An integer p > 1 is prime if and only if the factorial (p1)! + 1 is divisible by p ( Wilson's theorem). Conversely, an integer n > 4 is composite if and only if (n1)! is divisible by n.

          


          
            	If n is a positive integer greater than 1, then there is always a prime number p with n < p < 2n ( Bertrand's postulate).

          


          
            	Adding the reciprocals of all primes together results in a divergent infinite series ( proof). More precisely, if S(x) denotes the sum of the reciprocals of all prime numbers p with p  x, then S(x) = ln ln x + O(1) for x  .

          


          
            	In every arithmetic progression a, a + q, a + 2q, a + 3q, where the positive integers a and q are coprime, there are infinitely many primes ( Dirichlet's theorem on arithmetic progressions).

          


          
            	The characteristic of every field is either zero or a prime number.

          


          
            	If G is a finite group and pn is the highest power of the prime p which divides the order of G, then G has a subgroup of order pn. ( Sylow theorems.)

          


          
            	If G is a finite group and p is a prime number dividing the order of G, then G contains an element of order p. ( Cauchy Theorem)

          


          
            	The prime number theorem says that the proportion of primes less than x is asymptotic to 1/ln x (in other words, as x gets very large, the likelihood that a number less than x is prime is inversely proportional to the number of digits in x).

          


          
            	The Copeland-Erdős constant 0.235711131719232931374143, obtained by concatenating the prime numbers in base ten, is known to be an irrational number.

          


          
            	The value of the Riemann zeta function at each point in the complex plane is given as a meromorphic continuation of a function, defined by a product over the set of all primes for Re(s) > 1:

          


          
            	
              
                	[image: \zeta(s)= \sum_{n=1}^\infin \frac{1}{n^s} = \prod_{p} \frac{1}{1-p^{-s}}.]

              

            


            	
              Evaluating this identity at different integers provides an infinite number of products over the primes whose values can be calculated, the first two being

              
                	[image: \prod_{p} \frac{1}{1-p^{-1}} = \infty]


                	[image: \prod_{p} \frac{1}{1-p^{-2}}= \frac{\pi^2}{6}.]

              

            

          


          
            	If p > 1, the polynomial [image:  x^{p-1}+x^{p-2}+ \cdots + 1 ] is irreducible over Z/pZ if and only if p is prime.

          


          


          Classification of prime numbers


          Two ways of classifying prime numbers, class n+ and class n, were studied by Paul Erdős and John Selfridge.


          Determining the class n+ of a prime number p involves looking at the largest prime factor of p + 1. If that largest prime factor is 2 or 3, then p is class 1+. But if that largest prime factor is another prime q, then the class n+ of p is one more than the class n+ of q. Sequences A005105 through A005108 list class 1+ through class 4+ primes.


          The class n is almost the same as class n+, except that the factorization of p1 is looked at instead.


          


          The number of prime numbers


          


          There are infinitely many prime numbers


          The oldest known proof for the statement that there are infinitely many prime numbers is given by the Greek mathematician Euclid in his Elements (Book IX, Proposition 20). Euclid states the result as "there are more than any given [finite] number of primes", and his proof is essentially the following:


          
            Consider any finite set of primes. Multiply all of them together and add one (see Euclid number). The resulting number is not divisible by any of the primes in the finite set we considered, because dividing by any of these would give a remainder of one. Because all non-prime numbers can be decomposed into a product of underlying primes, then either this resultant number is prime itself, or there is a prime number or prime numbers which the resultant number could be decomposed into but are not in the original finite set of primes. Either way, there is at least one more prime that was not in the finite set we started with. This argument applies no matter what finite set we began with. So there are more primes than any given finite number.

          


          This previous argument explains why the product P of finitely many primes plus 1 must be divisible by some prime not among those finitely many primes (possibly itself).


          The proof is sometimes phrased in a way that leads the student to conclude that P + 1 must itself be prime, and think that Euclid's proof says the prime product plus 1 is always prime. The simple example of (2  3  5  7  11  13) + 1 = 30,031 = 59  509 (both primes) shows that this is not the case. In fact, any set of primes which does not include 2 will have an odd product. Adding 1 to this product will always produce an even number, which will be divisible by 2 (and therefore not be prime).


          Other mathematicians have given other proofs. One of these (due to Euler) shows that the sum of the reciprocals of all prime numbers diverges. Another proof based on Fermat numbers was given by Goldbach. Kummer's is particularly elegant and Harry Furstenberg provides one using general topology.


          


          Counting the number of prime numbers below a given number


          Even though the total number of primes is infinite, one could still ask "Approximately how many primes are there below 100,000?", or "How likely is a random 20-digit number to be prime?".


          The prime-counting function (x) is defined as the number of primes up to x. There are known algorithms to compute exact values of (x) faster than it would be possible to compute each prime up to x. Values as large as (1020) can be calculated quickly and accurately with modern computers. Thus, e.g., (100000) = 9592, and (1020) = 2,220,819,602,560,918,840.


          For larger values of x, beyond the reach of modern equipment, the prime number theorem provides a good estimate: (x) is approximately x/ln(x). Even better estimates are known.


          


          Location of prime numbers


          


          Finding prime numbers


          The ancient Sieve of Eratosthenes is a simple way to compute all prime numbers up to a given limit, by making a list of all integers and repeatedly striking out multiples of already found primes. The modern Sieve of Atkin is more complicated, but faster when properly optimized.


          In practice one often wants to check whether a given number is prime, rather than generate a list of primes. Further, it is often satisfactory to know the answer with a high probability. It is possible to quickly check whether a given large number (say, up to a few thousand digits) is prime using probabilistic primality tests. These typically pick a random number called a "witness" and check some formula involving the witness and the potential prime N. After several iterations, they declare N to be "definitely composite" or "probably prime". Some of these tests are not perfect: there may be some composite numbers, called pseudoprimes for the respective test, that will be declared "probably prime" no matter what witness is chosen. However, the most popular probabilistic tests do not suffer from this drawback.


          One method for determining whether a number is prime is to divide by all primes less than or equal to the square root of that number. If any of the divisions come out as an integer, then the original number is not a prime. Otherwise, it is a prime. One need not actually calculate the square root; once one sees that the quotient is less than the divisor, one can stop. This is known as trial division; it is the simplest primality test and it quickly becomes impractical for testing large integers because the number of possible factors grows exponentially as the number of digits in the number-to-be-tested increases.


          


          Primality tests


          A primality test algorithm is an algorithm which tests a number for primality, i.e. whether the number is a prime number.


          
            	AKS primality test


            	Fermat primality test


            	Lucas-Lehmer test


            	Solovay-Strassen primality test


            	Miller-Rabin primality test


            	Elliptic curve primality proving

          


          A probable prime is an integer which, by virtue of having passed a certain test, is considered to be probably prime. Probable primes which are in fact composite (such as Carmichael numbers) are called pseudoprimes.


          In 2002, Indian scientists at IIT Kanpur discovered a new deterministic algorithm known as the AKS algorithm. The amount of time that this algorithm takes to check whether a number N is prime depends on a polynomial function of the number of digits of N (i.e. of the logarithm of N).


          


          Formulas yielding prime numbers


          There is no known formula for primes which is more efficient at finding primes than the methods mentioned above under Finding prime numbers.


          There is a set of Diophantine equations in 9 variables and one parameter with the following property: the parameter is prime if and only if the resulting system of equations has a solution over the natural numbers. This can be used to obtain a single formula with the property that all its positive values are prime.


          There is no polynomial, even in several variables, that takes only prime values. For example, the curious polynomial in one variable f(n) = n2  n + 41 yields primes for n = 0,, 40,43 but f(41) and f(42) are composite. However, there are polynomials in several variables, whose positive values as the variables take all positive integer values are exactly the primes.


          Another formula is based on Wilson's theorem mentioned above, and generates the number two many times and all other primes exactly once. There are other similar formulas which also produce primes.


          


          Special types of primes from formulas for primes


          A prime p is called primorial or prime-factorial if it has the form p = n#  1 for some number n, where n# stands for the product 2  3  5  7  11   of all the primes  n. A prime is called factorial if it is of the form n!  1. The first factorial primes are:


          
            	n!  1 is prime for n = 3, 4, 6, 7, 12, 14, 30, 32, 33, 38, 94, 166, 324,  (sequence A002982 in OEIS)

          


          
            	n! + 1 is prime for n = 0, 1, 2, 3, 11, 27, 37, 41, 73, 77, 116, 154, 320,  (sequence A002981 in OEIS)

          


          The largest known primorial prime is (392113) + 1, found by Heuer in 2001. The largest known factorial prime is 34790!  1, found by Marchal, Carmody and Kuosa in 2002. It is not known whether there are infinitely many primorial or factorial primes.


          Primes of the form 2p  1, where p is a prime number, are known as Mersenne primes, while primes of the form [image: 2^{2^n} + 1] are known as Fermat primes. Prime numbers p where 2p + 1 is also prime are known as Sophie Germain primes. The following list is of other special types of prime numbers that come from formulas:


          
            
              	Wieferich primes,


              	Wilson primes,


              	Wall-Sun-Sun primes,


              	Wolstenholme primes,


              	Unique primes,


              	Newman-Shanks-Williams primes (NSW primes),


              	Smarandache-Wellin primes,


              	Wagstaff primes, and


              	Supersingular primes.

            

          


          Some primes are classified according to the properties of their digits in decimal or other bases. For example, numbers whose digits form a palindromic sequence are called palindromic primes, and a prime number is called a truncatable prime if successively removing the first digit at the left or the right yields only new prime numbers.


          
            	For a list of special classes of prime numbers see List of prime numbers

          


          


          The distribution of the prime numbers


          
            [image: The distribution of all the prime numbers in the range of 1 to 76,800, from left to right and top to bottom, where each pixel represents a number. Black pixels mean that number is prime and white means it is not prime.]

            
              The distribution of all the prime numbers in the range of 1 to 76,800, from left to right and top to bottom, where each pixel represents a number. Black pixels mean that number is prime and white means it is not prime.
            

          


          The problem of modelling the distribution of prime numbers is a popular subject of investigation for number theorists. The prime numbers are distributed among the natural numbers in a (so far) unpredictable way, but there do appear to be laws governing their behaviour. Leonhard Euler commented


          
            	Mathematicians have tried in vain to this day to discover some order in the sequence of prime numbers, and we have reason to believe that it is a mystery into which the mind will never penetrate. (Havil 2003, p. 163)

          


          Paul Erdős said


          
            	God may not play dice with the universe, but something strange is going on with the prime numbers. [Referring to Albert Einstein's famous belief that "God does not play dice with the universe."]

          


          In a 1975 lecture, Don Zagier commented


          
            There are two facts about the distribution of prime numbers of which I hope to convince you so overwhelmingly that they will be permanently engraved in your hearts. The first is that, despite their simple definition and role as the building blocks of the natural numbers, the prime numbers grow like weeds among the natural numbers, seeming to obey no other law than that of chance, and nobody can predict where the next one will sprout. The second fact is even more astonishing, for it states just the opposite: that the prime numbers exhibit stunning regularity, that there are laws governing their behaviour, and that they obey these laws with almost military precision.

          


          (Havil 2003, p. 171)


          Additional image with 2310 columns is linked here, preserving multiples of 2,3,5,7,11 in respective columns.


          


          Gaps between primes


          Let pn denote the nth prime number (i.e. p1 = 2, p2 = 3, etc.). The gap gn between the consecutive primes pn and pn + 1 is the difference between them, i.e.


          
            	gn = pn + 1  pn.

          


          We have g1 = 3  2 = 1, g2 = 5  3 = 2, g3 = 7  5 = 2, g4 = 11  7 = 4, and so on. The sequence (gn) of prime gaps has been extensively studied.


          For any natural number N larger than 1, the sequence (for the notation N! read factorial)


          
            	N! + 2, N! + 3, , N! + N

          


          is a sequence of N  1 consecutive composite integers. Therefore, there exist gaps between primes which are arbitrarily large, i.e. for any natural number N, there is an integer n with gn > N. (Choose n so that pn is the greatest prime number less than N! + 2.)


          On the other hand, the gaps get arbitrarily small in proportion to the primes: the quotient gn/pn approaches zero as n approaches infinity. Note also that the twin prime conjecture asserts that gn = 2 for infinitely many integers n.


          


          Location of the largest known prime


          The largest known prime, as of August 2007, is 232,582,657  1 (this number is 9,808,358 digits long); it is the 44th known Mersenne prime. M32582657 was found on September 4, 2006 by Curtis Cooper and Steven Boone, professors at the University of Central Missouri (formerly Central Missouri State University) and members of a collaborative effort known as GIMPS. Before finding the prime, Cooper and Boone ran the GIMPS software on a peak of 700 university computers for 9 years.


          The next two largest known primes are also Mersenne Primes: M30,402,457 = 230,402,457  1 (43rd known Mersenne prime, 9,152,052 digits long) and M25,964,951 = 225,964,951  1 (42nd known Mersenne prime, 7,816,230 digits long). Historically, the largest known prime has almost always been a Mersenne prime since the dawn of electronic computers, because there exists a particularly fast primality test for numbers of this form, the LucasLehmer test for Mersenne numbers.


          The largest known prime that is not a Mersenne prime is 19,249  213,018,586 + 1 (3,918,990 digits), a Proth number. This is also the seventh largest known prime of any form. It was found on March 26, 2007 by the Seventeen or Bust project and it brings them one step closer to solving the Sierpinski problem.


          Some of the largest primes not known to have any particular form (that is, no simple formula such as that of Mersenne primes) have been found by taking a piece of semi-random binary data, converting it to a number n, multiplying it by 256k for some positive integer k, and searching for possible primes within the interval [256kn + 1, 256k(n + 1)  1].


          


          Awards for finding primes


          The Electronic Frontier Foundation (EFF) has offered a US$100,000 prize to the first discoverers of a prime with at least 10 million digits. They also offer $150,000 for 100 million digits, and $250,000 for 1 billion digits. In 2000 they paid out $50,000 for 1 million digits.


          The RSA Factoring Challenge offered prizes up to US$200,000 for finding the prime factors of certain semiprimes of up to 2048 bits. However, the challenge was closed in 2007 after much smaller prizes for smaller semiprimes had been paid out.


          


          Generalizations of the prime concept


          The concept of prime number is so important that it has been generalized in different ways in various branches of mathematics.


          


          Prime elements in rings


          One can define prime elements and irreducible elements in any integral domain. For any unique factorization domain, such as the ring Z of integers, the set of prime elements equals the set of irreducible elements, which for Z is {, 11, 7, 5, 3, 2, 2, 3, 5, 7, 11, }.


          As an example, we consider the Gaussian integers Z[i], that is, complex numbers of the form a + bi with a and b in Z. This is an integral domain, and its prime elements are the Gaussian primes. Note that 2 is not a Gaussian prime, because it factors into the product of the two Gaussian primes (1 + i) and (1  i). The element 3, however, remains prime in the Gaussian integers. In general, rational primes (i.e. prime elements in the ring Z of integers) of the form 4k + 3 are Gaussian primes, whereas rational primes of the form 4k + 1 are not.


          


          Prime ideals


          In ring theory, one generally replaces the notion of number with that of ideal. Prime ideals are an important tool and object of study in commutative algebra, algebraic number theory and algebraic geometry. The prime ideals of the ring of integers are the ideals (0), (2), (3), (5), (7), (11), 


          A central problem in algebraic number theory is how a prime ideal factors when it is lifted to an extension field. For example, in the Gaussian integer example above, (2) ramifies into a prime power (1 + i and 1  i generate the same prime ideal), prime ideals of the form (4k + 3) are inert (remain prime), and prime ideals of the form (4k + 1) split (are the product of 2 distinct prime ideals).


          


          Primes in valuation theory


          In class field theory yet another generalization is used. Given an arbitrary field K, one considers valuations on K, certain functions from K to the real numbers R. Every such valuation yields a topology on K, and two valuations are called equivalent if they yield the same topology. A prime of K (sometimes called a place of K) is an equivalence class of valuations. With this definition, the primes of the field Q of rational numbers are represented by the standard absolute value function (known as the "infinite prime") as well as by the p-adic valuations on Q, for every prime number p.


          


          Prime knots


          In knot theory, a prime knot is a knot which is, in a certain sense, indecomposable. Specifically, it is one which cannot be written as the knot sum of two nontrivial knots.


          


          Open questions


          There are many open questions about prime numbers. A very significant one is the Riemann hypothesis, which essentially says that the primes are as regularly distributed as possible. From a physical viewpoint, it roughly states that the irregularity in the distribution of primes only comes from random noise. From a mathematical viewpoint, it roughly states that the asymptotic distribution of primes (about 1/ log x of numbers less than x are primes, the prime number theorem) also holds for much shorter intervals of length about the square root of x (for intervals near x). This hypothesis is generally believed to be correct, in particular, the simplest assumption is that primes should have no significant irregularities without good reason.


          Many famous conjectures appear to have a very high probability of being true (in a formal sense, many of them follow from simple heuristic probabilistic arguments):


          
            	Prime Euclid numbers: It is not known whether or not there are an infinite number of prime Euclid numbers.

          


          
            	Strong Goldbach conjecture: Every even integer greater than 2 can be written as a sum of two primes.

          


          
            	Weak Goldbach conjecture: Every odd integer greater than 5 can be written as a sum of three primes.

          


          
            	Twin prime conjecture: There are infinitely many twin primes, pairs of primes with difference 2.

          


          
            	Polignac's conjecture: For every positive integer n, there are infinitely many pairs of consecutive primes which differ by 2n. When n = 1 this is the twin prime conjecture.

          


          
            	A weaker form of Polignac's conjecture: Every even number is the difference of two primes.

          


          
            	It is widely believed there are infinitely many Mersenne primes, but not Fermat primes.

          


          
            	It is conjectured there are infinitely many primes of the form n2 + 1.

          


          
            	Many well-known conjectures are special cases of the broad Schinzel's hypothesis H.

          


          
            	It is conjectured that there are infinitely many Fibonacci primes.

          


          
            	Legendre's conjecture: There is a prime number between n2 and (n + 1)2 for every positive integer n.

          


          
            	Cramr's conjecture: [image: \limsup_{n\rightarrow\infty} \frac{p_{n+1}-p_n}{(\log p_n)^2} = 1]. This conjecture implies Legendre's, but its status is more unsure.

          


          
            	Brocard's conjecture: There are always at least four primes between the squares of consecutive primes greater than 2.

          


          All four of Landau's problems from 1912 are listed above and still unsolved: Goldbach, twin primes, Legendre, n2+1 primes.


          


          Applications


          For a long time, number theory in general, and the study of prime numbers in particular, was seen as the canonical example of pure mathematics, with no applications outside of the self-interest of studying the topic. In particular, number theorists such as British mathematician G. H. Hardy prided themselves on doing work that had absolutely no military significance. However, this vision was shattered in the 1970s, when it was publicly announced that prime numbers could be used as the basis for the creation of public key cryptography algorithms. Prime numbers are also used for hash tables and pseudorandom number generators.


          Some rotor machines were designed with a different number of pins on each rotor, with the number of pins on any one rotor either prime, or coprime to the number of pins on any other rotor. This helped generate the full cycle of possible rotor positions before repeating any position.


          


          Public-key cryptography


          Several public-key cryptography algorithms, such as RSA, are based on large prime numbers (for example with 512 bits).


          


          Prime numbers in nature


          Many numbers occur in nature, and inevitably some of these are prime. There are, however, relatively few examples of numbers that appear in nature because they are prime. For example, most starfish have 5 arms, and 5 is a prime number. However there is no evidence to suggest that starfish have 5 arms because 5 is a prime number. Indeed, some starfish have different numbers of arms. Echinaster luzonicus normally has six arms, Luidia senegalensis has nine arms, and Solaster endeca can have as many as twenty arms. Why the majority of starfish (and most other echinoderms) have five-fold symmetry remains a mystery.


          One example of the use of prime numbers in nature is as an evolutionary strategy used by cicadas of the genus Magicicada. These insects spend most of their lives as grubs underground. They only pupate and then emerge from their burrows after 13 or 17 years, at which point they fly about, breed, and then die after a few weeks at most. The logic for this is believed to be that the prime number intervals between emergences makes it very difficult for predators to evolve that could specialise as predators on Magicicadas. If Magicicadas appeared at a non-prime number intervals, say every 12 years, then predators appearing every 2, 3, 4, 6, or 12 years would be sure to meet them. Over a 200-year period, average predator populations during hypothetical outbreaks of 14- and 15-year cicadas would be up to 2% higher than during outbreaks of 13- and 17-year cicadas. Though small, this advantage appears to have been enough to drive natural selection in favour of a prime-numbered life-cycle for these insects.


          There is speculation that the zeros of the zeta function are connected to the energy levels of complex quantum systems.


          


          Prime numbers in the arts and literature


          Prime numbers have influenced many artists and writers. The French composer Olivier Messiaen used prime numbers to create ametrical music through "natural phenomena". In works such as La Nativit du Seigneur (1935) and Quatre tudes de rythme (1949-50), he simultaneously employs motifs with lengths given by different prime numbers to create unpredictable rhythms: the primes 41, 43, 47 and 53 appear in one of the tudes. According to Messiaen this way of composing was "inspired by the movements of nature, movements of free and unequal durations".


          In his science fiction novel Contact, later made into a film of the same name, the NASA scientist Carl Sagan suggested that prime numbers could be used as a means of communicating with aliens, an idea that he had first developed informally with American astronomer Frank Drake in 1975.


          Tom Stoppard's award-winning 1993 play Arcadia was a conscious attempt to discuss mathematical ideas on the stage. In the opening scene, the 13 year old heroine puzzles over Fermat's last theorem, a theorem involving prime numbers.


          Many films reflect a popular fascination with the mysteries of prime numbers and cryptography: films such as The Cube, Sneakers, The Mirror Has Two Faces and A Beautiful Mind, based on the biography of the mathematician and Nobel laureate John Forbes Nash by Sylvia Nasar.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Prime_number"
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          Prince Henry of Wales (Henry Charles Albert David; born 15 September 1984), commonly known as Prince Harry, is the younger son of Charles, Prince of Wales, and his first wife, the late Diana, Princess of Wales. A grandson of Queen Elizabeth II, he is third in the line of succession to the thrones of the United Kingdom and the other fifteen Commonwealth realms, behind his father and his older brother, Prince William.


          Prince Harry holds the rank of Second Lieutenant (known in the regiment as Cornet) in the Blues and Royals regiment of the Household Cavalry of the British Army, the lowest Officer rank just like his brother, Prince William. Harry was a tank commander, trained to lead a 12-man team in four armoured reconnaissance vehicles. After the decision not to send him to Iraq, he retrained as a battlefield air controller, the job he performed in Afghanistan. He was serving on the front line in Afghanistan although he was pulled out on February 29, 2008 after the world media found out about his presence there and the British authorities became concerned for his safety and the safety of those around him. He had served in Afghanistan between December 14, 2007 and February 29, 2008, for a total of 77 days.


          Harry's full title is His Royal Highness Prince Henry of Wales, although he is commonly referred to as Prince Harry. As a prince, he does not need a surname (which would be Mountbatten-Windsor, if needed). Like his brother William, however, Harry often uses "Wales" in place of a surname when required.
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          Family


          Prince Harry was born on 15 September 1984, at St Mary's Hospital, Paddington, in central London, England, and was christened on 21 December of the same year at St. George's Chapel, Windsor Castle, by the Archbishop of Canterbury, Dr. Robert Runcie. His godparents were his uncle, the Duke of York; Lady Sarah Chatto; Lady Vestey; Mrs. William Bartholomew; the portrait painter, Mr. Bryan Organ; and Mr. Gerald Ward.


          


          Education


          Harry attended Mrs. Jane Mynors's nursery school in West London, as did William. He later followed his brother to the Wetherby School, and later to Ludgrove School in Berkshire. He then attended Eton College located in Berkshire in 1998. In June 2003, he completed his education at Eton with two A-levels obtaining a B in Art and a D in Geography. At school, he developed his love of sport, particularly polo and rugby union. The Prince has shown a keen interest in abseiling. He has also participated in the Eton Wall Game.


          After finishing Eton, Harry undertook a gap year, visiting Australia and Africa. In Australia, he, like his father before him, worked on a cattle station, and watched the 2003 Rugby World Cup being held in the country. In Africa, he worked in an orphanage in Lesotho. Later in the year, he travelled to Argentina on holiday.


          On 8 May 2005, the Prince entered the Royal Military Academy Sandhurst. There, he was known as Officer Cadet Wales instead of using his royal title, and was part of Alamein Company.


          


          Royal duties


          As a serving soldier, Prince Harry currently has no official Royal Engagements. However, at the age of 21, and as third in line to the throne, he became eligible to serve as a Counsellor of State (first filling this role in 2005 when the Queen was on a state visit to Malta).


          In April 2006, Prince Harry launched a charity with Prince Seeiso of Lesotho to aid children orphaned by HIV/AIDS. The charity is named Sentebale: The Princes' Fund for Lesotho; the name, Sentebale being a Sesotho word meaning forget-me-not, is meant to honour both princes' mothers: the Princess of Wales, who died in 1997; and Queen 'MaMohato of Lesotho, who died in 2003. Prince Harry was in Lesotho to launch the charity and to make a return visit to Mants'ase Children's Home near Mohale's Hoek, which he visited in 2004 during his gap year.


          Along with his elder brother, Harry spearheaded the Concert for Diana at Wembley Stadium, on 1 July 2007. Attended by 63,000 people, and broadcast in 140 countries, the concert raised funds for charities such as the Diana, Princess of Wales Memorial Fund, Centrepoint and Harry's own Sentebale.


          


          Patronages, presidencies and chancellorships


          As with any member of the Royal Family, Prince Harry is expected to take up honorary positions as patron, president or chancellor of charitable or academic institutions throughout the Commonwealth Realms. Prince Harry is currently patron of:


          
            	WellChild


            	Sentebale


            	Dolen Cymru


            	MapAction

          


          


          Army


          
            [image: Officer Cadet Wales (standing to attention next to the horse) on parade at Sandhurst, 21 June 2005.]

            
              Officer Cadet Wales (standing to attention next to the horse) on parade at Sandhurst, 21 June 2005.
            

          


          Prince Harry graduated as a newly commissioned officer at the Sovereign's Parade at the Royal Military Academy Sandhurst in April, 2006. Currently ranked as a Lieutenant, he uses Wales as his surname, and is known in the army as Troop Commander Wales. The following month Prince Harry joined the Blues and Royals, a regiment of the Household Cavalry in the British Army, followed by training as a tank reconnaissance troop commander. That year Prince Harry was also appointed as one of nine new Commodores-in-Chief of the Royal Navy, alongside other members of his family, being appointed as Commodore-in-Chief, Small Ships and Diving.


          On 22 February 2007, the Ministry of Defence and Clarence House made a joint statement that Prince Harry would be deployed with his regiment in Iraq, to serve as part of the 1st Mechanised Brigade of the 3rd (UK) Mechanised Division, although this decision was later rescinded. The last member of the Royal Family to serve in a war zone was Prince Harry's uncle, Prince Andrew, Duke of York, who flew helicopters during the Falklands War in 1982. At the time, Prince Andrew was second in line to the thrones of the Commonwealth Realms, although this changed to third on the 21 June 1982, the birthday of Prince William and the day after the British Government declared hostilities to be over. According to a BBC news article, Prince Harry had made it clear that he would leave the army if he was left in safety while his regiment was sent to a war zone.


          The head of the British army, General Sir Richard Dannatt, first said on 30 April 2007 that he had personally decided that the Prince will serve with his unit in Iraq. The Ministry of Defence had been considering whether the Prince should be exposed to a combat situation; concerns included the Prince being a high-value target, as several threats by various groups have already been made against him, and the dangers the soldiers around him would face should any attempt be made on his life or capture. However, families of serving soldiers have expressed concern over any decision which would exempt Prince Harry from active service in Iraq. The Prince has been quoted as saying "There's no way I'm going to put myself through Sandhurst and then sit on my arse back home while my boys are out fighting for their country." Although friends of the Prince have indicated that he would be "disappointed" if he were not allowed to go, they are also quoted as saying he would not resign from the army in protest.


          Harry was scheduled to leave for Iraq in May or June 2007, with the regiment becoming responsible for patrolling the Maysan province, trying to stop Iranian smugglers bringing hi-tech weapons across the border of desert and marshes. The province, known to Coalition forces as Iraqs " Wild West", has been described as "a dangerous wilderness that is being used by Iraq's Shia extremist groups as a testing ground for their latest explosive devices." On 16 May 2007, Dannatt, contrary to his previous remarks, announced "I have decided today that Prince Harry will not be deployed to Iraq." Clarence House subsequently issued a statement that "Prince Harry is very disappointed that he will not be able to go to Iraq with his troop on this deployment, as he had hoped. He fully understands and accepts General Dannatts difficult decision, and remains committed to his Army career. Prince Harrys thoughts are with his troop and the rest of the Battle Group in Iraq."


          In May 2007 British soldiers in Iraq were reported to be wearing t-shirts bearing the statement "I'm Harry!": a reference to the scene in the movie Spartacus in which the survivors of Spartacus's army, defeated by Roman legions, are offered leniency by Crassus if they will identify their leader. Every survivor declares: "I'm Spartacus!"


          By early June, it was being reported that Prince Harry, third in line to the Canadian Throne, had arrived in Canada to train, along with other soldiers of the Canadian and British Armies, at CFB Suffield, near Medicine Hat, for a tour of duty in Afghanistan.


          On February 28, 2008, the Ministry of Defence stated that Prince Harry had secretly been deployed to fight the Taliban in Afghanistan, in Helmand Province as a Forward Air Controller. The Ministry of Defence had a deal with the media of the United Kingdom running to keep his whereabouts secret. The German newspaper Bild and the Australian magazine New Idea were the first to report rumours on January 7, 2008, followed by a story on the American website the Drudge Report on February 28, leading to the confirmation by the British Ministry of Defence.


          According to reports, the Prince's combat tour in Afghanistan began on December 14, 2007. Reports have also revealed that by February 29, 2008, the prince had killed up to thirty Taliban insurgents by directing at least three air strikes. Other details of Prince Harry's combat experience have revealed that he has personally fired a machine gun at insurgents during a battle. In that battle, he helped Gurkha troops repel an attack of sixteen to twenty Taliban insurgents. He has also performed patrol duty in hostile areas. On February 29, 2008, Prince Harry was withdrawn from Afghanistan, following the outbreak of news that could potentially jeopardise his safety and the safety of his fellow sub-ordinates, he returned to RAF Brize Norton with 169 other soldiers. He was welcomed back to Britain by his brother and his father, who said he was "incredibly proud" of his son. The Queen's senior courtiers also stated that "[Harry] had performed a good job in a very difficult climate."
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          Titles and styles


          
            	15 September 1984  present: His Royal Highness Prince Henry of Wales

          


          Prince Harry is currently third-in-line for succession to the Throne (behind his father and elder brother). Should his father succeed to the throne he will be known as His Royal Highness The Prince Henry.


          


          Surname usage


          Under an Order-in-Council in 1960, the non-titled descendants of Queen Elizabeth and the Duke of Edinburgh were given the surname Mountbatten-Windsor, combining the dynasty name of Elizabeth and the assumed surname of Philip. However, although titled, the Queen's children have all decided to use the surname also in honour of their father. For their banns for their first marriages, both Harry's aunt, Anne, Princess Royal and his own father, Charles, Prince of Wales, used Mountbatten-Windsor rather than Windsor. Mountbatten-Windsor is now treated as being the surname of all descendants of the Queen and the Duke except those, like the children of the Princess Royal, who have a new paternal surname (in that case, "Phillips").


          In the British Monarchy's website, it is stated that "members of the Royal Family who are entitled to the style and dignity of HRH Prince or Princess do not need a surname, but if at any time any of them do need a surname, that surname is Mountbatten-Windsor."


          As with Royal Family tradition, both Prince William and Prince Harry used "Wales" as a last name during his years of education. Harry's York cousins in turn use "York" (other Royal Families also use their parents' title as their own working surname). Past precedent, however, is that such title-surnames are dropped from usage in adulthood, with either title alone or name and Mountbatten-Windsor being used on legal documents and banns of marriage.
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            	The Operational Service Medal for Afghanistan:[image: Image:OSM AF.JPG]

          


          


          Honorary military appointments


          
            	2006present: Commodore-in-Chief, Small Ships and Diving
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              Coat of arms of Prince Henry of Wales.
            

          


          On his 18th birthday, his grandmother, Elizabeth II, granted Prince Harry his own personalised coat of arms, the Royal coat of arms of the United Kingdom with a label for difference: Quarterly, 1st and 4th Gules three Lions passant guardant in pale Or (England), 2nd Or a Lion rampant within a Double Tressure flory counterflory Gules (Scotland), 3rd Azure a Harp Or stringed Argent (Ireland), the whole differenced by a Label of five points Argent the first third and fifth points charged with an Escallop Gules.


          Prince Harry's coat of arms has a label of five points, as the grandchild of the sovereign. The escallops (seashells) allude to his late mother Diana, Princess of Wales, whose Spencer coat of arms includes three escallops argent.
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          Princeton University is a private coeducational research university located in Princeton, New Jersey. It is one of the eight universities that belong to the Ivy League.


          Originally founded at Elizabeth, New Jersey, in 1746 as the College of New Jersey, it moved to Princeton in 1756 and was renamed Princeton University in 1896. Princeton was the fourth institution of higher education in the U.S. to conduct classes. Princeton has never had any official religious affiliation, rare among American universities of its age. At one time, it had close ties to the Presbyterian Church, but today it is nonsectarian and makes no religious demands on its students. The university has ties with the Institute for Advanced Study, Princeton Theological Seminary and the Westminster Choir College of Rider University.


          Princeton has traditionally focused on undergraduate education, though it also has a small number of graduate students. Although lacking medical, law, or business schools, it offers professional master's degrees (mostly through the Wilson School) and doctoral programs in the sciences, humanities, and social sciences. In addition to the research conducted on the main campus, the Forrestal Campus has special facilities for the study of plasma physics and meteorology.


          


          History
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          The history of Princeton goes back to its establishment by " New Light" Presbyterians; Princeton was originally intended to train Presbyterian ministers. It opened at Elizabeth, New Jersey, under the presidency of Jonathan Dickinson as the College of New Jersey. Its second president was Aaron Burr, Sr.; the third was Jonathan Edwards. In 1756, the college moved to Princeton, New Jersey.


          Between the time of the move to Princeton in 1756 and the construction of Stanhope Hall in 1803, the college's sole building was Nassau Hall, named for the Dutch William III of England of the House of Orange-Nassau. (A proposal was made to name it for the colonial Governor, Jonathan Belcher, but he declined.) The college also got one of its colors, orange, from William III. During the American Revolution, Princeton was occupied by both sides, and the college's buildings were heavily damaged. The Battle of Princeton, fought in a nearby field in January of 1777, proved to be a decisive victory for General George Washington and his troops. Two of Princeton's leading citizens signed the United States Declaration of Independence, and during the summer of 1783, the Continental Congress met in Nassau Hall, making Princeton the country's capital for four months. The much-abused landmark survived bombardment with cannonballs in the Revolutionary War when General Washington struggled to wrest the building from British control, as well as later fires that left only its walls standing in 1802 and 1855. Rebuilt by Joseph Henry Latrobe, John Notman, and John Witherspoon, the modern Nassau Hall has been much revised and expanded from the original designed by Robert Smith. Over the centuries, its role shifted from an all-purpose building, comprising office, dormitory, library, and classroom space, to classrooms only, to its present role as the administrative centre of the university. Originally, the sculptures in front of the building were lions, as a gift in 1879. These were later replaced with tigers in 1911.


          The Princeton Theological Seminary broke off from the college in 1812, since the Presbyterians wanted their ministers to have more theological training, while the faculty and students would have been content with less. This reduced the student body and the external support for Princeton for some time. The two institutions currently enjoy a close relationship based on common history and shared resources.
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          President James McCosh took office in 1868, lifting the university out of a low period brought on by the Civil War. During his two decades in power, he overhauled the curriculum, oversaw an expansion of inquiry into the sciences, and supervised the addition of a number of buildings in the High Victorian Gothic style to the campus. McCosh Hall is named in his honour.


          In 1896, the college officially changed its name from the College of New Jersey to Princeton University to honour the town in which it resided. During this year, the college also underwent large expansion and officially became a university. Under Woodrow Wilson, Princeton introduced the preceptorial system in 1905, a then-unique concept that augmented the standard lecture method of teaching with a more personal form where small groups of students, or precepts, could interact with a single instructor, or preceptor, in their field of interest.


          In 1969, Princeton University first admitted women as undergraduates. In 1887, the university had actually maintained and staffed a sister college in the town of Princeton on Evelyn and Nassau streets, called the Evelyn College for Women, which was closed after roughly a decade of operation. After abortive discussions in 1967 with Sarah Lawrence College to relocate the women's college to Princeton and merge it with the university, the administration decided to admit women and turned to the issue of transforming the school's operations and facilities into a female-friendly campus. The administration barely finished these plans by April 1969 when the admission's office began mailing out its acceptance letters. Its five-year coeducation plan provided $7.8 million for the development of new facilities that would eventually house and educate 650 women students at Princeton by 1974. Ultimately, 148 women, consisting of 100 freshwomen and transfer students of other years, entered Princeton on September 6, 1969 amidst much media attention. (Princeton enrolled its first female graduate student, Sabra Follett Meserve, as a Ph.D. candidate in Turkish history in 1961. A handful of women had studied at Princeton as undergraduates from 1963 on, spending their junior year there to study subjects in which Princeton's offerings surpassed those of their home institutions. They were considered regular students for their year on campus, but were not candidates for a Princeton degree.)


          


          Campus
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          Princeton's campus features buildings designed by noted architects such as Benjamin Latrobe, Ralph Adams Cram, McKim, Mead & White, Robert Venturi, and Nick Yeager. The campus, located on 2 km of landscaped grounds, features a large number of Neo-gothic-style buildings, most dating from the late 19th and early 20th centuries. It is situated about one hour from New York City and Philadelphia. The first Princeton building constructed was Nassau Hall, situated in the north end of Campus on Nassau Street. Stanhope Hall (once a library, now home of the University's Centre for African-American Studies) and East and West College, both dormitories, followed. While many of the succeeding buildingsparticularly the dormitories of the Northern campuswere built in a Collegiate Gothic style, the university is something of a mixture of American architectural movements. Greek Revival temples (Whig and Clio Halls) abut the lawn south of Nassau Hall, while a crenellated theatre (Murray-Dodge) guards the route west to the library. Modern buildings are confined to the east and south of the campus, a quarter overlooked by the 14-story Fine Hall. Fine, the Math Department's home, designed by Warner, Burns, Toan and Lunde and completed in 1970, is the tallest building at the university. Contemporary additions feature a number of big-name architects, including IM Pei's Spelman Halls, Robert Venturi's Frist Campus Centre, Rafael Vinoly's Carl Icahn Laboratory, the Hillier Group's Bowen Hall, and Demetri Porphyrios' Whitman College. A science library by Frank Gehry is under construction. Much sculpture adorns the campus, including pieces by Henry Moore (Oval with Points, also nicknamed "Nixon's Nose"), Clement Meadmore (Upstart II), and Alexander Calder (Five Disks: One Empty). At the base of campus is the Delaware and Raritan Canal, dating from 1830, and Lake Carnegie, a man-made lake donated by the steel magnate Andrew Carnegie, used for crew (rowing) and sailing.


          


          Cannon Green


          Cannon Green is located on the south end of the main lawn. Buried in the ground at the centre is the "Big Cannon", the top of which protrudes from the earth and is traditionally spray-painted in orange with the current senior class year. A second "Little Cannon" is buried in the lawn in front of nearby Whig Hall. Both were buried in response to periodic thefts by Rutgers students. The "Big Cannon" is said to have been left in Princeton by Hessians after the Revolutionary War but moved to New Brunswick during the War of 1812. Ownership of the cannon was disputed and the cannon was eventually taken back to Princeton partly by a military company and then by 100 Princeton students. The "Big Cannon" was eventually buried in its current location behind Nassau Hall in 1840. In 1875, Rutgers students attempting to recover the original cannon stole the "Little Cannon" instead. The smaller cannon was subsequently recovered and buried as well. The protruding cannons are occasionally painted scarlet by Rutgers students who continue the traditional dispute.


          The Academy Award-winning movie, A Beautiful Mind, contains a scene on Cannon Green. John Nash plays Go with his college rival while sitting on stone benches in the middle of the green. (The benches do not exist; like many elements of the Princeton setting, they were introduced for the film.) Additional scenes were filmed around Holder Courtyard.


          


          Buildings


          


          McCarter Theatre
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          The Tony-award-winning McCarter Theatre was built by the Princeton Triangle Club using club profits and a gift from Princeton University alumnus Thomas McCarter. Today the Triangle Club is an official student group and performs its annual freshmen revue and fall musicals in McCarter. The McCarter is also recognized as one of the leading regional theaters in the United States. 


          Art Museum


          The Princeton University Art Museum was established to give students direct, intimate, and sustained access to original works of art to complement and enrich instruction and research at the university, and this continues to be its primary function.


          Numbering nearly 60,000 objects, the collections range chronologically from ancient to contemporary art, and concentrate geographically on the Mediterranean regions, Western Europe, China, the United States, and Latin America. There is a collection of Greek and Roman antiquities, including ceramics, marbles, bronzes, and Roman mosaics from Princeton Universitys excavations in Antioch. Medieval Europe is represented by sculpture, metalwork, and stained glass. The collection of Western European paintings includes examples from the early Renaissance through the nineteenth century, and there is a growing collection of twentieth-century and contemporary art.


          Among the strengths in the museum are the collections of Chinese art, with important holdings in bronzes, tomb figurines, painting, and calligraphy; and pre-Columbian art, with examples of the art of the Maya. The museum has collections of old master prints and drawings and a comprehensive collection of original photographs. African art is represented as well as Northwest Coast Indian art. Other works include those of the John B. Putnam, Jr., Memorial Collection of twentieth-century sculpture, including works by such modern masters as Alexander Calder, Jacques Lipchitz, Henry Moore and Pablo Picasso. The Putnam Collection is overseen by the Museum but exhibited outdoors around campus.


          


          University Chapel
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          Princeton University Chapel is the third-largest university chapel in the world. Known for its gothic architecture, the chapel houses one of the largest and most precious stained glass collections in the country. Both the Opening Exercises for entering freshmen and the Baccalaureate Service for graduating seniors take place in the University Chapel. Construction on the Princeton University Chapel began in 1924 was completed in 1927, at a cost of $2.4 million. Princeton's Chapel is the world's third-largest university chapel, behind those of Valparaiso University and King's College, Cambridge, England. It was designed by the University's lead consulting architect, Ralph Adams Cram, previously of Boston's architectural firm Cram, Goodhue and Ferguson, leading proponents of the Gothic revival style. The vaulting was built by the Guastavino Company, whose thin Spanish tile vaults can be found in Ellis Island, Grand Central Terminal, and hundreds of other significant works of 20th century architecture.


          The 270-foot-long, 76-foot-high, cruciform church is in the collegiate Gothic style, and is made largely from Pennsylvania sandstone and Indiana limestone. It seats 2000 people, many in pews made from wood salvaged from Civil War-era gun carriages. Seats in the chancel are made from oak from Sherwood Forest. The 16th century pulpit was brought from France and the primary pipe organ has 8000 pipes and 109 stops.


          One of the most prominent features of the chapel is its stained glass windows which have an unusually academic leaning. Three of the large windows have religious themes: the north aisle windows shows the life of Jesus, the north clerestory shows the spirtual development of the Jews, while the south aisle has the teachings of Jesus. The stained glass in the south clerestory portrays the evolution of human thought from the Greeks to modern times. It has windows on such topics as Science, Law, Poetry and War.


          


          Organization


          Princeton is among the wealthiest universities in the world, with an endowment of US$15.8 billion. Ranked as the fourth largest endowment in the United States, the university has the greatest per-student endowment in the world. This is sustained through the continued donations of its alumni and is maintained by investment advisors. Some of Princeton's wealth is invested in its art museum, which features works by Claude Monet and Andy Warhol, among other prominent artists.


          
            [image: This watercolor shows Cleveland Tower as seen from just outside Procter Hall at the Old Graduate College in the noon autumn sun. The tower was built in 1913 as a memorial to former United States President Grover Cleveland, who also served as a university trustee. One of the largest carillons in the world, the class of 1892 bells, was installed in 1927. The Chapel Music program plays the bells Sunday afternoons during each semester, except during exam periods.]

            
              This watercolor shows Cleveland Tower as seen from just outside Procter Hall at the Old Graduate College in the noon autumn sun. The tower was built in 1913 as a memorial to former United States President Grover Cleveland, who also served as a university trustee. One of the largest carillons in the world, the class of 1892 bells, was installed in 1927. The Chapel Music program plays the bells Sunday afternoons during each semester, except during exam periods.
            

          


          University housing is guaranteed to all undergraduates for all four years, and more than 95 percent of students live on campus in dormitories. Freshmen and sophomores live in residential colleges. Juniors and seniors have the option to live off-campus, but high rent in the Princeton area encourages almost all students to live in dorms. Undergraduate social life revolves around the residential colleges and a number of coeducational " eating clubs", which students may choose to join at the end of their sophomore year. Eating clubs serve as dining halls and communal spaces for their members and also host a number of social events throughout the academic year.


          Princeton has six undergraduate residential colleges, each housing approximately 500 freshmen, sophomores, and a handful of junior and senior resident advisers. Each college consists of a set of dormitories, a dining hall, a variety of other amenities  such as study spaces, libraries, performance spaces, and darkrooms  and a collection of administrators and associated faculty. Two colleges, Wilson College and Forbes College (formerly Princeton Inn College), date to the 1970s; three others, Rockefeller, Mathey, and Butler Colleges, were created in 1983 following the Committee on Undergraduate Residential Life (CURL) report suggesting colleges as a solution to a perception of fragmented campus social life. The construction of Whitman College, the university's sixth, was completed in 2007.


          Rockefeller College and Mathey College are located in the northwest corner of the campus; their Collegiate Gothic architecture often graces University brochures. Like most of Princeton's Gothic buildings, they predate the residential college system and were fashioned into colleges from individual dormitories.


          Wilson College and Butler College, located south of the centre of the campus, were built in the 1960s, with Wilson serving as an early experiment in Residential Colleges. Butler, like Rockefeller and Mathey, was a collection of ordinary dorms (called the "New New Quad") before the addition of a dining hall made it a residential college. Widely disliked for its edgy modernist design, the dormitories on the Butler Quad were demolished in 2007, and the college is being partially housed in converted upperclass dormitories until its reconstruction is completed. The new Butler buildings will be designed in the modern style again for fear of a sharp clashing with the modern math and science buildings in proximity to the new Quad.


          Forbes College, located slightly beyond the southwest corner of the campus, is a former hotel, purchased by the university and expanded to form a residential college. The "Princeton Inn College" was one of the first residential colleges in the 1970s along with Wilson College. Butler and most of Forbes are in a different municipality, Princeton Township, from the rest of the main campus, which is in Princeton Borough.


          In 2003, Princeton broke ground for a sixth college, named Whitman College after its principal sponsor, Meg Whitman, the former CEO of eBay and a member of the Princeton Class of 1977. The new dormitories were constructed in the neo-Gothic architectural style and were designed by renowned architect Demetri Porphyrios. Construction finished in 2007, and Whitman College was inaugurated as Princeton's sixth residential college that year.


          A variant on the present college system was originally proposed by University President Woodrow Wilson in the early twentieth century. Wilson's model was much closer to Yale's present system, which features four-year colleges. Lacking the support of the Trustees, the plan languished until 1968, when Wilson College was established, capping a series of alternatives to the eating clubs. A series of often fierce debates raged before the present underclass-college system emerged. The plan was first attempted at Yale, but the administration was initially uninterested; an exasperated alum, Edward Harkness, finally paid to have the college system implemented at Harvard in the 1920s, leading to the oft-quoted aphorism that the college system is a Princeton idea done at Harvard with Yale's money.


          Princeton has one graduate residential college, known simply as the Graduate College, located beyond Forbes College at the outskirts of campus. The far-flung location of the G.C. was the spoil of a squabble between Woodrow Wilson and then-Graduate School Dean Andrew Fleming West, which the latter won. (Wilson preferred a central location for the College; West wanted the graduate students as far as possible from the campus.) The G.C. is composed of a large Collegiate Gothic section crowned by Cleveland Tower, a local landmark that also houses a world-class carillon. The attached New Graduate College houses more students. Its design departs from collegiate gothic, and is reminiscent of Butler College, the newest of the five pre-Whitman undergraduate colleges.


          


          Academics
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          Princeton offers two main undergraduate degrees: the Bachelor of Arts (A.B.) and the Bachelor of Science in engineering (B.S.E.). Courses in the humanities are traditionally either seminars or semi-weekly lectures with an additional discussion seminar, called a "precept" (short for "preceptorial"). To graduate, all A.B. candidates must complete a senior thesis and one or two extensive pieces of independent research, known as "junior papers" or "J.P.s." Juniors in some departments, including architecture and the creative arts, complete independent projects that differ from written research papers. A.B. candidates must also fulfill a two-semester foreign language requirement and distribution requirements with a total of 31 classes. B.S.E. candidates follow a parallel track with an emphasis on a rigorous science and math curriculum, a computer science requirement, and at least two semesters of independent research including an optional senior thesis. All B.S.E. students must complete at least 36 classes. A.B. candidates typically have more freedom in course selection than B.S.E. candidates because of the fewer number of required classes, though both enjoy a comparatively high degree of latitude in creating a self-structured curriculum.


          Undergraduates at Princeton University agree to conform to an academic honesty policy called the Honour Code. Students write and sign the honor pledge, "I pledge my honor that I have not violated the Honor Code during this examination," on every in-class exam they take at Princeton. (The form of the pledge was changed slightly in 1980; it formerly read, "I pledge my honor that during this examination, I have neither given nor received assistance.") The Code carries a second obligation: upon matriculation, every student pledges to report any suspected cheating to the student-run Honor Committee. Because of this code, students take all tests unsupervised by faculty members. Violations of the Honor Code incur the strongest of disciplinary actions, including suspension and expulsion. Out-of-class exercises are outside the Honour Committee's jurisdiction. In these cases, students are often expected to sign a pledge on their papers that they have not plagiarized their work ("This paper represents my own work in accordance with University regulations."), and allegations of academic violations are heard by the University Committee on Discipline.


          Princeton offers postgraduate research degrees in mathematics, physics, astronomy and plasma physics, economics, geosciences, history, political science, philosophy, and English. Although Princeton offers professional graduate degrees in engineering, architecture, and finance, it has no medical school, law school, or business school like other research universities. Its most famous professional school is the Woodrow Wilson School of Public and International Affairs, founded in 1930 as the School of Public and International Affairs and renamed in 1948.


          The university's library system houses over eleven million holdings including six million bound volumes; The main university library, Firestone Library, housing almost four million volumes, is one of the largest university libraries in the world (and among the largest "open stack" libraries in existence). Its collections include the Blickling homilies. In addition to Firestone, many individual disciplines have their own libraries, including architecture, art history, East Asian studies, engineering, geology, international affairs and public policy, and Near Eastern studies. Seniors in some departments can register for enclosed carrels in the main library for workspace and the private storage of books and research materials. In February 2007, Princeton became the 12th major library system to join Google's ambitious project to scan the world's great literary works and make them searchable over the Web.


          Princeton is one of the most selective colleges in the United States, admitting only 9.25% of undergraduate applicants in 2008. In September 2006, Princeton University announced that all applicants for the Class of 2012 would be considered in a single pool, effectively ending the Early Decision program. In 2001, Princeton was the first university to eliminate loans for all students who qualify for aid, expanding on earlier reforms. U.S. News & World Report and Princeton Review both cite Princeton as having the fewest number of students graduating with debt even though 60% of incoming students are on some type of financial aid. The Office of Financial Aid estimates that Princeton seniors on aid will graduate with average indebtedness of $2,360, compared to the national average of about $20,000.


          


          Rankings


          From 2001 to 2008, Princeton University has been ranked first among national universities by U.S. News and World Report (USNWR). Among other outlets, Princeton ranked eighth among world universities by Shanghai Jiao Tong University, sixth among world universities and third in North America by THES - QS World University Rankings.


          
            [image: Clio Hall]

            
              Clio Hall
            

          


          Princeton University also participates in the National Association of Independent Colleges and Universities ( NAICU)'s University and College Accountability Network (U-CAN).
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          See also List of Princeton University people#Notable Princeton professors.


          Princeton University has an IBM BlueGeneL supercomputer, called Orangena, which was 79th fastest in the world in 2005 ( LINPACK performance of 4713; compared to 12250 for other U. S. universities and 280600 for the top-ranked supercomputer, belonging to the U. S. Department of Energy).


          


          Student life and culture


          Princeton hosts two Model United Nations conferences, PMUNC in the fall for high school students and PICSim in the spring for college students. It also hosts the Princeton Invitational Speech and Debate tournament each year at the end of November.


          Princeton also runs Princeton Model Congress, held once a year in mid-November. The 4-day conference is for high school students from around the country and the fierce competition gives the conference its prestige.
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          Each residential college hosts social events and activities, guest speakers (such as Edward Norton, who showed a special sneak-preview of Fight Club on campus), and trips. The residential colleges are best known for their performing arts trips to New York City. Students sign up to take trips to see the ballet, the opera, Broadway shows, sports events, and other activities.


          The eating clubs are co-ed organizations for upperclassmen located on the east end of campus. Most upperclassmen eat their meals at one of the 10 eating clubs, whose houses also serve as evening and weekend social venues for members and guests.


          Although the school's admissions policy is " need-blind" Princeton was ranked near the bottom (based on the proportion of students receiving Pell Grants) in economic diversity among all national universities ranked by U.S. News & World Report. However, this statistic is potentially misleading, as the university offers its own aid in the form of grants. The rankings article cautions that "the proportion of students on Pell Grants isn't a perfect measure of an institution's efforts to achieve economic diversity."


          
            	Arch Sings - Free late-night concerts in one of the larger arches on campus offered by one or several of Princeton's thirteen undergraduate a cappella groups. Most often held in Blair Arch or Class of 1879 Arch.


            	Bonfire - ceremonial bonfire on Cannon Green behind Nassau Hall, held only if Princeton beats both Harvard and Yale at football in the same season; the most recent bonfire was lit November 17, 2006, after a 12-year drought.


            	Bicker - Selection process for new-members employed by selective eating clubs


            	Cane Spree - an athletic competition between freshmen and sophomores held in the fall


            	The Clapper or Clapper Theft - climbing to the top of Nassau Hall and stealing the bell clapper so as to prevent the bell from ringing and, thus, from starting class on the first day of the school year. For safety reasons, the clapper has now been removed permanently.


            	Class Jackets (Beer Jackets) - Each graduating class (and each class at its multiple-of-5 reunion thereafter5th, 10th, etc.) designs a Class Jacket featuring their class year. The artwork is almost invariably dominated by the school colors and tiger motifs.


            	Communiversity - an annual street fair with performances, arts and crafts, and other activities in an attempt to foster interaction between the university and residents of the Princeton community


            	Dean's Date Theatre - tradition of gathering late in the afternoon on the final deadline for written work for the semester ("Dean's Date") outside McCosh Hall to watch other students run to hand in their papers. Some students perform cartwheels and other antics (if they are not running too late).


            	FitzRandolph Gate - at the end of Princeton's graduation ceremony, the new graduates process out through the main gate of the university as a symbol of their leaving college and entering the real world. According to tradition, anyone who leaves campus through FitzRandolph Gate before his or her own graduation date will not graduate (though entering through the gate is fine).


            	Holder Howl - The midnight before Dean's Date (when most final papers and assignments are due) students from Holder Hall and elsewhere come to the Holder courtyard and "howl" to release the frustration of last-minute work on their assignments.


            	Houseparties - formal parties thrown simultaneously by all of the eating clubs at the end of the spring term


            	Lawnparties - parties with live bands thrown simultaneously by all of the eating clubs at the start of classes and conclusion of the year.


            	Locomotive - chant traditionally used by Princetonians to acknowledge a particular year or class. Goes: "Hip... hip... rah rah rah tiger tiger tiger sis sis sis boom boom boom bah!" followed by three chants of the class which is being acknowledged. Commonly heard at Opening Exercises in the fall, as alumni and current students welcome the freshman class.


            	Newman's Day - Students attempt to drink 24 beers in the 24 hours of April 24. According to the New York Times, "the day got its name from an apocryphal quote attributed to Mr. Newman: '24 beers in a case, 24 hours in a day. Coincidence? I think not.'" Newman has spoken out against the tradition, however.


            	Nude Olympics - annual (nude and partially nude) frolic in Holder Courtyard during the first snow of the winter. Started in the early 1970s, the Nude Olympics went co-ed in 1979 and gained much notoriety with the American press. For safety reasons, the administration banned the Olympics in 2000.


            	Prospect 11 - referring to the act of drinking a beer at all eleven eating clubs on The Street in one night. With the recent closure of Campus Club, this has become impossible and has been replaced by the Prospect 10; however, the historical Cannon Club is due to reopen in Spring 2008, and the Prospect 11 will return.


            	P-rade - traditional parade of alumni and their families, who process by class year, during Reunions


            	Reunions - annual gathering of alumni, held the weekend before graduation


            	The Phantom of Fine Hall - a former tradition - before 1993, this was the legend of an obscure, shadowy figure that would infest Fine Hall (the Mathematics department's building) and write complex equations on blackboards. Although mentioned in Rebecca Goldstein's 1980s book The Mind-Body Problem about Princeton graduate student life (Penguin, reissued 1993), the legend self-deconstructed in the 1990s when the Phantom turned out to be in reality the inventor, in the 1950s, of the Nash equilibrium result in game theory, John Forbes Nash. The former Phantom, by then also haunting the computation centre where courtesy of handlers in the math department he was a sacred monster with a guest account, shared the 1994 Nobel Prize and is now a recognized member of the University community. (Unlike the book, the film version of A Beautiful Mind does not attempt to be factual; its screenwriter called it "a stab at the truth but not by way of the facts.")

          


          


          Athletics


          The Princeton Review (unaffiliated with the university) declared Princeton the 10th strongest "jock school" in the nation. It has also consistently been ranked at the top of TIME's "Strongest College Sports Teams" lists. Most recently, Princeton was ranked as a top 10 school for athletics by Sports Illustrated. Princeton is well known for its men and women's crews, winning several NCAA and Eastern Sprints titles in recent years.


          Princeton won a record 21 conference titles from 20002001. By the end of 2004, Princeton had garnered 36 Ivy League conference titles from 20012004 sports seasons. In 2005, its women's soccer team made the NCAA Final Four, the first Ivy League team to do so. The Tigers have taken every field hockey conference title since 1994.


          Princeton's men's and women's squash teams have become a formidable force during the past decade. The men have won the Ivy League championship from 2006-2008 and have placed second nationally in five of the past seven years. The women's team are reigning national champions.


          Princeton's basketball team is perhaps the second-best known team within the Ivy League, nicknamed the "perennial giant killer" which it acquired during Pete Carril's coaching career from 19671996. Its most notable upset was the defeat of defending NCAA basketball champion, UCLA, in its opening round and Carril's final collegiate victory in that season's collegiate basketball playoffs. During that 29-year span, Pete Carril won 13 Ivy League championships and received 11 NCAA berths and 2 NIT bids. Princeton won the NIT championship in 1975. A legacy of his coaching career is the deliberate " Princeton offense" employed by a number of other collegiate basketball teams.


          From 19922001, a nine year span, Princeton's men's basketball team had entered the NCAA tournament 4 timesfrom a conference that has never had an at-large entry in the NCAA tournament. For the last half-century, Princeton and Penn have traditionally battled for men's basketball dominance in the Ivy League; Princeton had its first losing season in 50 years of Ivy League basketball in 2005. Princeton tied the record for fewest points in a Division I game since the 3-point line started in 198687 when they scored 21 points in a loss against Monmouth University on December 14, 2005.


          Princeton's men's lacrosse team has enjoyed much success since the early 1990s and is widely recognized as a perennial powerhouse in the Division I ranks. The team has won thirteen Ivy League titles (1992, 1993, 19952004, 2006) and six national titles (1992, 1994, 19961998, 2001).


          Princeton's women's track & field team has also enjoyed much success under Head Coach Peter Farrell.


          The Princeton women's volleyball team has won 13 Ivy League titles, and its men's volleyball team in 1998 became the first non-scholarship school to make the NCAA Final Four in 25 years.


          Princeton also boasts a strong women's soccer program. In 2004 the team went to the Final Four in the NCAA tournament, the only Ivy League team (men's or women's) to do so in a 64-team tournament.


          The first football game played between teams representing American colleges was an unfamiliar ancestor of today's college football, as it was played under rugby-style Association rules [1]. The game between teams from Rutgers College (now Rutgers University) and the College of New Jersey (now Princeton University) took place on November 6, 1869 at College Field (now the site of the College Avenue Gymnasium at Rutgers University) in New Brunswick, New Jersey. Rutgers won by a score of 6 "runs" to Princeton's 4.[2][3] The 1869 game between Rutgers and Princeton is important in that it is the first documented game of any sport called "football" (which also encompasses the game of "soccer") between two American colleges. It is also notable in that it came a full-two years before a codified rugby game would be played in England. The Princeton/Rutgers game was undoubtedly different from what we today know as American football. Nonetheless it was the forerunner of what evolved into American Football. Another similar game took place between Rutgers and Columbia University in 1870 and the popularity of intercollegiate competition in football would spread throughout the country.


          


          Old Nassau


          This phrase can refer to:


          
            	Princeton's alma mater since 1859, with words by then-freshman Harlan Page Peck and music by Karl A. Langlotz. Before the Langlotz tune was written, the song was sung to the melody of " Auld Lang Syne", which also fits. The text of "Old Nassau" is available from Wikisource.


            	Nassau Hall, to which the song refers, built in 1756 and named after William III of England, of the House of Orange-Nassau. When built, it was the largest college building in North America. It served briefly as the capitol of the United States when the Continental Congress convened there in the summer of 1783.


            	By metonymy, Princeton University as a whole.


            	A chemical reaction, an example of a "clock reaction", dubbed "Old Nassau" because the solution turns first orange and then black, the Princeton colors. It is also known as the "Halloween reaction".


            	Alumni of Princeton University


            	The president of Princeton University

          


          


          Notable alumni and faculty


          Princeton University has been home to scholars, scientists, writers, and statesmen, including four United States presidents, two of whom graduated from the university. James Madison and Woodrow Wilson graduated from Princeton, Grover Cleveland was not an alumnus but served as a trustee for some time while spending his retirement in the town of Princeton, and John F. Kennedy spent his freshman fall at the university before leaving due to illness and transferring to Harvard.


          


          In fiction


          
            	F. Scott Fitzgerald's literary debut, This Side of Paradise, is a loosely autobiographical story of his years at Princeton. A Princeton Alumni Weekly on Princeton fiction called it the " Ur novel of Princeton life."


            	In Ernest Hemingway's The Sun Also Rises, the character Robert Cohn attended Princeton.


            	Geoffrey Wolff's The Final Club is a coming-of-age book about Nathaniel Auerbach Clay, a fictional member of the Princeton Class of 1960 (Wolff was an actual member of this class). The Final Club is written as homage to F. Scott Fitzgerald's This Side of Paradise and The Great Gatsby.


            	Princeton plays a large part in the second half of Stephen Fry's Making History, in which the protagonist, Michael Young, attends Princeton.


            	Mohsin Hamid's The Reluctant Fundamentalist is partly set at Princeton and the characters Changez and Erica are fictional members of the Princeton Class of 2001 (Hamid was an actual member of the Princeton Class of 1993).


            	A Beautiful Mind, the Academy Award-winning film about the famous mathematician John Forbes Nash features a major part depicting Nash's initial days at Princeton University. Although the film is a fictionalized biography, in real life Nash did receive his doctorate from Princeton and is a Senior Research Mathematician there. (The book of the same title by Sylvia Nasar, on which the movie is very loosely based with a great deal of artistic license, is a non-fictional biography and thus ineligible for a listing in this section.)


            	The movie I.Q., starring Meg Ryan and Tim Robbins with Walter Matthau as Albert Einstein takes place in Princeton. A scene where Tim Robbins' character gives a lecture is in Room 302 of the Palmer Physics Laboratory, which is now the Frist Campus Centre.


            	The book The Rule of Four, as well as a series of mystery books by Ann Waldron, including The Princeton Murders, Death of a Princeton President, Unholy Death in Princeton, A Rare Murder in Princeton, and newest The Princeton Impostor are set on Princeton's campus and the campus of neighboring Princeton Theological Seminary.


            	In Harold & Kumar Go to White Castle, Princeton is one of their destinations. However, the film was not shot on the undergraduate campus (where the movie implies the protagonists are) but rather in the graduate dormitories.


            	In House, M.D., the teaching hospital is Princeton-Plainsboro Teaching Hospital. The exterior shots of the fictional hospital are of Frist Campus Centre. In reality, Princeton lacks a medical school, and the fictional hospital is directly based on Yale-New Haven Hospital, the only other Ivy League hospital to combine the name of the University with the physical location of the hospital. Lisa Sanders, M.D., of Internal Medicine at Yale-New Haven, is one of the show's three medical advisors.


            	In the film Risky Business, Tom Cruise as Joel Goodson proves himself Princeton material by becoming a pimp, leading to his interviewer's sexual gratification.


            	The movie Spanglish is presented as an essay on a fictional Princeton application. The film was released in 2004.


            	In the movie A Cinderella Story, a major part of the storyline revolves around Chad Michael Murray's and Hilary Duff's characters both aiming to attend Princeton to study writing.


            	In the movie Across the Universe Jude, played by Jim Sturgess, comes to America to find his lost father at Princeton University. While there he encounters Max, played by Joe Anderson, a student at the school.
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        Principality


        
          

          A principality (or princedom) is a monarchical feudatory or sovereign state, ruled or reigned over by a monarch with the title of prince or princess, or (in the widest sense) a monarch with another title within the generic use of the term prince. Currently the largest principality in the world is Wales in the United Kingdom.


          


          Terminology


          Some have never been an actual polity, but simply a territorial denomination in chief of which a princely style is held, with or even without an often more modest estate or income, both of which may even be (at least partially) outside the geographical confines of the principality.


          Surviving sovereign principalities are Liechtenstein, Monaco, and the co-principality of Andorra. Extant royal primogenitures styled principality include Asturias (Spain), and Wales (UK).


          The term is also sometimes used as a generic term for any monarchy, especially for other small sovereign states ruled by a Monarch of a lesser rank (compare Frst) than King, for instance grand duchies, whose monarch is a Grand Duke or Duchess. No sovereign duchy currently exists, but Luxembourg is a surviving example of a sovereign grand duchy. Historically there have been sovereign principalities of many ruler styles, such as Countships, Margraviates and even Lordships.


          Notable principalities existed until the early 20th century in various regions of France, Germany and Italy.


          While the definition would fit a princely state perfectly, the historical tradition is to reserve that word for native monarchies in colonial countries, principality for the Western monarchies, which this page is therefore devoted to.


          


          Western principalities


          


          Development


          Though principalities existed in Antiquity, before the height of the Roman Empire, the modern principality as it is known today evolved into being in the Middle Ages between 350 and 1450 when feudalism was the primary economic system employed by Eurasian societies. Feudalism increased the power of local princes to govern the king's lands. As princes continued to gain more power over time, the authority of the king was diminished in many places. This led to political fragmentation and the king's lands were broken into mini-states led by princes and dukes who wielded absolute power over their small territories. This was especially prevalent in Europe, and particularly with the Princes of the Holy Roman Empire.


          During the period known as the Renaissance from 1200 to 1500, principalities were engaged in constant warfare with each other as royal houses asserted sovereignty over smaller principalities. These wars caused a great deal of instability and economies were destroyed. To add insult to injury, the bubonic plague reduced the power of principalities to survive independently. But eventually, agricultural successes, development of new goods and services to trade and patronisation by the Roman Catholic Church boosted commerce between principalities. These states became wealthy and expanded their territories and improved the services provided to their citizens. Princes and dukes developed their lands, established new ports and chartered large thriving cities. Some took their newfound wealth and built the first palaces and elaborate government offices people now associate with principalities. Wales still remains the largest principality in the world.


          


          Consolidation


          While some principalities prospered in their independence, less successful states were swallowed by stronger royal houses. Europe saw consolidation of small principalities into larger kingdoms and empires. This trend directly led to the creation of such states as England, France, Portugal, and Spain. Another form of consolidation was orchestrated in Italy during the Renaissance by the Medici family. A banking family from Florence, the Medici took control of governments in various Italian regions and even assumed the papacy. They then appointed family members to become princes and assured their protection by the Medici-controlled Vatican.


          


          Nationalism


          Nationalism, the belief that the nation-state is the best vehicle to realise the aspirations of a people became popular in the late 19th century. Characteristic of nationalism is the preference for loyalty to the people instead of loyalty to monarchs. With this development, principalities fell out of favour. As a compromise, many principalities united with neighbouring regions and adopted constitutional forms of government with the monarch as a mere figurehead while administration was left at the hands of elected parliaments. The trend after World War II was the abolition of various forms of monarchy like principalities and the creation of republican governments led by popularly elected presidents.


          


          Ecclesiastical principalities


          Principalities where genealogical inheritance is replaced by succession in a religious office have existed in significant number in the Roman Catholic Church, in each case consisting of a feudal polity (often a former secular principality sensu lato, such as a Lordship, Countship...) held ex offico -the closest possible equivalent to hereditary succession- by a Prince of the church, styled more precisely according to his ecclesiastical rank, such as Prince-bishop, Prince-abbot and, especially as a form of crusader state, Grand Master.


          


          Other principalities


          


          Non-western and colonial world


          Principalities have existed in ancient and modern civilisations of Africa, Asia, Pre-Columbian America and Oceania.


          However in the colonial context, the term princely states is generally preferred, specially for those that came under the sway of a Western colonising power, e.g. the British Indian and neighbouring or associated (e.g. Arabian) princely states were ruled by Monarchs called Princes by the British, regardless of the native styles, which could be equivalent to royal or even imperial rank in the autochthonous cultures.


          


          Micronations claiming to be principalities


          Several micronations, which claim sovereignty but are not recognised as states, also claim the status of sovereign principalities, the most notable in Europe being Sealand off the coast of England and Seborga, a small town in Italy; other micronational principalities elsewhere include the Principality of Hutt River in Australia and the Principality of Minerva in the South Pacific.


          


          Other uses


          A fictional country, The Principality of Belka, is one of the countries in the Ace Combat game series.


          In the TV anime Mobile Suit Gundam universe, the Principality of Zeon was a space colony which declared its independence and waged war against the Earth Federation.


          In Meg Cabot's series the Princess Diaries, the protagonist, Mia Thermopolis, is the Crown Princess of the imaginary country of Genovia. Mia's father is the Prince Regnant of the country, making it a principality by definition.


          Some of the kingdoms in the Society for Creative Anachronisms include principalities among the smaller regions which comprise the overall kingdom. The principalities are governed by a Prince and Princess, chosen through rite of combat, and these in turn are governed by the King and Queen of the kingdom in which they exist.


          Users of the internet game Nationstates may create principalities.
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        Printmaking


        
          

          Printmaking is the process of making artworks by printing, normally on paper. Except in the case of Monotyping, the process is capable of producing multiple copies of the same piece, which is called a print. Each copy is known as an impression. Painting or drawing, on the other hand, create a unique original piece of artwork. Prints are created from a single original surface, known technically as a matrix. Common types of matrices include: plates of metal, usually copper or zinc for engraving or etching; stone, used for lithography; blocks of wood for woodcuts and linoleum for linocuts. But there are many other kinds, discussed below. Each print is considered an original work of art, not a copy. Works printed from a single plate create an edition, in modern times usually each signed and numbered to form a limited edition. Prints may also be published in book form, as Artists' Books. A single print could be the product of one or multiple techniques.
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          Colour


          Printmakers apply color to their prints in many different ways. Often colour in printmaking that involves etching, screenprinting, woodcut, or linocut is applied by either using separate plates, blocks or screens or by using a reductionist approach. In multiple plate color techniques are a number of plates, screens or blocks produced, each providing a different color. Each separate plate, screen, or block will be inked up in a different color and applied in a particular sequence to produce the entire picture. On average about 3 to 4 plates are produced but there are occasions where a printmaker may use up to seven plates. Every application of another plate of color will interact with the colour already applied to the paper and this must be kept in mind when producing the separation of colors. The lightest colors are often applied first and then that darker colors successively until the last one.


          The reductionist approach to producing color is to start with a lino or wood block that is either blank or with a simple etching. Upon each printing of color the printmaker will then further cut into the lino or woodblock removing more material and then apply another color and reprint. Each successive removal of lino or wood from the block will expose the already printed colour to the viewer of the print.


          With some printing techniques like chine-coll or monotyping the printmaker may sometimes just paint into the colors they want like a painter would and then print.


          The subtractive colour concept is also used in offset or digital print and is present in bitmap or vectorial software in CMYK or other colour spaces.


          


          Techniques


          


          Overview


          Printmaking techniques can be divided into the following basic families or categories:


          
            	relief printing, where the ink goes on the original surface of the matrix. Relief techniques include: woodcut or woodblock as the Asian forms are usually known, wood engraving, linocut and metalcut;

          


          
            	intaglio, where the ink goes beneath the original surface of the matrix. Intaglio techniques include: engraving, etching, mezzotint, aquatint, chine-coll and drypoint;

          


          
            	planographic, where the matrix retains its entire surface, but some parts are treated to make the image. Planographic techniques include: lithography, monotyping, and digital techniques.

          


          
            	stencil, including: screen-printing and pochoir

          


          
            	Viscosity printing

          


          Other types of printmaking techniques outside these groups include collography and foil imaging. Digital processes include gicle, photographic mediums and combination of both digital process and conventional processes.


          Many of these techniques can also be combined, especially within the same family. For example Rembrandt's prints are usually referred to as "etchings" for convenience, but very often include work in engraving and drypoint as well, and sometimes have no etching at all.


          


          Woodcut
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          Woodcut, a type of relief print, is the earliest printmaking technique, and the only one traditionally used in the Far East. It was probably first developed as a means of printing patterns on cloth, and by the 5th century was used in China for printing text and images on paper. Woodcuts of images on paper developed around 1400 in Europe, and slightly later in Japan. These are the two areas where woodcut has been most extensively used purely as a process for making images without text.


          The artist draws a sketch either on a plank of wood, or on paper which is transferred to the wood. Traditionally the artist then handed the work to a specialist cutter, who then uses sharp tools to carve away the parts of the block that he/she does not want to receive the ink. The raised parts of the block are inked with a brayer, then a sheet of paper, perhaps slightly damp, is placed over the block. The block is then rubbed with a baren or spoon, or is run through a press. If in colour, separate blocks are used for each colour.


          
            Artists using this technique include

            Albrecht Drer, Werner Drewes, Hiroshige, Hokusai.

          


          



          
            [image: "Melancholia I", engraving by Albrecht D�rer, one of the most important printmakers.]

            
              " Melancholia I", engraving by Albrecht Drer, one of the most important printmakers.
            

          


          


          Engraving


          The process was developed in Germany in the 1430s from the engraving used by goldsmiths to decorate metalwork. Using the burin is a difficult skill to learn.


          Engravers use a hardened steel tool called a burin to cut the design into the surface of a metal, traditionally copper, plate. Gravers come in a variety of shapes and sizes that yield different line types. The burin produces a unique and recognizable quality of line that is characterized by its steady, deliberate appearance and clean edges. Other tools such as mezzotint rockers, roulets and burnishers are used for texturing effects.


          The plate is inked all over, and then the ink wiped off the surface, leaving only the ink in the engraved lines. The plate is then put through a high-pressure printing-press together with a sheet of paper (often moistened to soften it). The paper picks up the ink from the engraved lines, making a print. The process can be repeated many times; typically several hundred impressions (copies) could be printed before the plate shows much sign of wear. The work on the plate can also be added to by repeating the whole process; this creates an engraving which exists in more than one state.


          In the 20th Century copper-plate engraving as a serious art form was revived by Josef Hecht and Stanley William Hayter (founder of the hugely influential Atelier 17 and closely associated with the revival of experimental printmaking in France and later in the USA)


          


          Etching


          
            [image: "The sleep of Reason creates monsters", etching and aquatint by Francisco Goya]

            
              "The sleep of Reason creates monsters", etching and aquatint by Francisco Goya
            

          


          Etching is part of the intaglio family (along with engraving, drypoint, mezzotint, and aquatint.) The process is believed to have been invented by Daniel Hopfer (circa 1470-1536) of Augsburg, Germany, who decorated armour in this way, and applied the method to printmaking. Etching soon came to challenge engraving as the most popular printmaking medium. Its great advantage was that, unlike engraving which requires special skill in metalworking, etching is relatively easy to learn for an artist trained in drawing.


          Etching prints are generally linear and often contain fine detail and contours. Lines can vary from smooth to sketchy. An etching is opposite of a woodcut in that the raised portions of an etching remain blank while the crevices hold ink. In pure etching, a metal (usually copper, zinc or steel) plate is covered with a waxy ground. The artist then scratches off the ground with a pointed etching needle where he wants a line to appear in the finished piece, so exposing the bare metal. The plate is then dipped in a bath of acid, or has acid washed over it. The acid "bites" into the metal, where it is exposed, leaving behind lines to the plate. The remaining ground is then cleaned off the plate, and the printing process is then just the same as for engraving.


          
            [image: The Three Crosses, etching by Rembrandt]

            
              The Three Crosses, etching by Rembrandt
            

          


          
            Artists using this technique include

            Albrecht Drer, Rembrandt, Francisco Goya, Whistler, Jim Dine, Otto Dix, James Ensor, Lucian Freud, Paul Klee, Einar Hakonarson, Edward Hopper, Horst Janssen, Kthe Kollwitz, Mauricio Lasansky, Brice Marden, Henri Matisse, Giorgio Morandi, Pablo Picasso, Peter Milton, Paula Rego and Cy Twombly.

          


          

          


          Mezzotint


          An intaglio variant of engraving where the plate first is roughened evenly all over; the image is then brought out by scraping smooth the surface, creating the image by working from dark to light. It is possible to create the image by only roughening the plate selectively, so working from light to dark.


          Mezzotint is known for the luxurious quality of its tones: first, because an evenly, finely roughened surface holds a lot of ink, allowing deep solid colors to be printed; secondly because the process of smoothing the texture with burin, burnisher and scraper allows fine gradations in tone to be developed.


          The mezzotint printmaking method was invented by Ludwig von Siegen (1609-1680). The process was especially widely used in England from the mid-eighteenth century, to reproduce portraits and other paintings.


          


          Aquatint


          A variant of etching. Like etching, Aquatint uses the application of acid to make the marks in the metal plate. Where the etching technique uses a needle to make lines that print in black (or whatever colour ink is used), aquatint uses powdered resin which is acid resistant in the ground to create a tonal effect. The tonal variation is controlled by the level of acid exposure over large areas, and thus the image is shaped by large sections at a time.


          Goya used aquatint for most of his prints.


          


          Drypoint


          A variant of engraving, done with a sharp point, rather than a v-shaped burin. While engraved lines are very smooth and hard-edged, drypoint scratching leaves a rough burr at the edges of each line. This burr gives drypoint prints a characteristically soft, and sometimes blurry, line quality. Because the pressure of printing quickly destroys the burr, drypoint is useful only for very small editions; as few as ten or twenty impressions. To counter this, and allow for longer print runs, electro-plating (here called steelfacing) has been used since the nineteenth century to harden the surface of a plate.


          The technique appears to have been invented by the Housebook Master, a south German fifteenth century artist, all of whose prints are in drypoint only. Among the most famous artists of the old master print: Albrecht Drer produced 3 drypoints before abandoning the technique; Rembrandt used it frequently, but usually in conjunction with etching and engraving.


          


          Lithography


          
            [image: La Goulue, Lithograph poster by Toulouse-Lautrec.]

            
              La Goulue, Lithograph poster by Toulouse-Lautrec.
            

          


          Lithography is a technique invented in 1798 by Alois Senefelder and based on the chemical repulsion of oil and water. A porous surface, normally limestone, is used; the image is drawn on the limestone with a greasy medium. Acid is applied, transferring the grease to the limestone, leaving the image 'burned' into the surface. Gum arabic, a water soluble substance, is then applied, sealing the surface of the stone not covered with the drawing medium. The stone is wetted, with water staying only on the surface not covered in grease-based residue of the drawing; the stone is then 'rolled up', meaning oil ink is applied with a roller covering the entire surface; since water repels the oil in the ink, the ink adheres only to the greasy parts, perfectly inking the image. A sheet of dry paper is placed on the surface, and the image is transferred to the paper by the pressure of the printing press. Lithography is known for its ability to capture fine gradations in shading and very small detail.


          A variant is photo-lithography, in which the image is captured by photographic processes on metal plates; printing is carried out in the same way.


          
            Artists using this technique include

            George Bellows, Pierre Bonnard, Honor Daumier, M.C. Escher, Ellsworth Kelly, Willem de Kooning, Joan Mir, Edvard Munch, Emil Nolde, Pablo Picasso, Odilon Redon, Henri de Toulouse-Lautrec and Stow Wengenroth

          


          

          


          Screen-printing


          
            Screen-printing (also known as "screenprinting", "silk-screening", or "serigraphy") creates bold colour using a stencil technique. The artist draws an image on a piece of paper or plastic (film can also be used.) The image is cut out creating a stencil. (Keep in mind the pieces that are cut away are the areas that will be colored.) A screen is made of a piece of fabric (originally silk) stretched over a wood frame. The stencil is affixed to the screen. The screen is then placed on top of a piece of dry paper or fabric. Ink is then placed across the top length of the screen. A squeegee (rubber blade) is used to spread the ink across the screen, over the stencil, and onto the paper/fabric. The screen is lifted once the image has been transferred onto the paper/fabric. Each colour requires a separate stencil. The screen can be re-used after cleaning.

          


          
            Artists using this technique include

            Josef Albers, Chuck Close, Ralston Crawford, Robert Indiana, Roy Lichtenstein, Julian Opie, Robert Rauschenberg, Bridget Riley, Edward Ruscha, and Andy Warhol.

          


          

          


          Digital prints


          
            Digital prints refers to editions of images created with a computer using drawings, other prints, photographs, light pen and tablet, and so on. These images can be printed to a variety of substrates including paper and cloth or plastic canvas. Accurate color reproduction is key to distinguishing high quality from low quality digital prints. Metallics (silvers, golds) are particularly difficult to reproduce accurately because they reflect light back to digital scanners. High quality digital prints typically are reproduced with very high-resolution data files with very high-precision printers. The substrate used has an effect on the final colors and cannot be ignored when selecting a colour palette.


            Digital images can be printed on standard desktop-printer paper and then transferred to traditional art papers (Velin Arch or Stonehenge 200gsm, for example). One way to transfer an image is to place the printout face down upon the art paper and rub Wintergreen oil upon the back of the print, and pass it through a press.


            Digital prints that are stored and sold electronically are problematic when it comes to authorship of the print and the protection of pecuniary interests. Adobe Systems tried to overcome the digital edition problem with their Adobe Reader application.


            Electronic images are truly multiple originals as they rely upon code to produce the image and every copy is actually the writing of code upon a disk or reproduction of code. Prints produced via any other medium are copies and not truly original unless a process of manual editing of the final result or plate is applied.


            Sociologist Jean Baudrillard has had a large influence upon digital printmaking with theories expounded on in Simulacra and Simulation.

          


          
            Artists using this technique include

            Istvan Horkay, Zazie (surrealist)

          


          

          


          Foil imaging


          In art, foil imaging is a printmaking technique made using the Iowa Foil Printer, developed by Viginia A. Myers from the commercial foil stamping process. This uses gold leaf and foil in the printmaking process.


          


          Protective printmaking equipment


          Protective clothing is very important for printmakers who engage in etching. In the past many printmakers did not live far past 35 to 40 years of age due to their exposure and soaking up of various acids and liquids or their inhaling of rosin from aquatinting.


          Whereas in the past printmakers used to put their plates in and out of acid baths with their bare hands, nowadays printmakers use industrial strength rubber gloves. They also wear industrial gas masks that are fitted with fume filters for the acid baths. Acid baths are often built with fumigators above them also.


          Often an emergency cold shower is nearby in case of acid spillages and eye wash. Some printmakers wear goggles when dealing with acid.


          The masks often have particle filters for aquatinting. Plates are put into an aquatinting cabinet and a fan is turned by hand blowing rosin up into the top of the cabinet. The rosin floats down and settles upon the plate (anywhere between 5 to 15 minutes until covering the plate properly). When the plate is taken out of the cabinet often rosin powder is still floating down and comes out into the area where the printmaker is. Should this rosin powder be inhaled it is taken into the lungs where it remains throughout life, without dissolving or being removed from the lungs. Rosin is a serious health hazard and especially to printmakers in the past who used to just hold their breath inside an aquatinting room.


          Barrier cream is often used upon a printmaker's hands both when putting them inside the protective gloves and if using their hands to wipe-back plates (remove ink from plates).


          Sterile plasters and bandages are always available especially if using steel plates that become extremely sharp when beveling the edges of the plate down so as not to tear the paper with the edges of the plate when passing the print through the press.


          


          Suggested reading


          
            	Griffiths, Antony, Prints and Printmaking, British Museum Press, 2nd ed, 1996 ISBN 0-7141-2608-X


            	Ivins, William Jr. Prints and Visual Communication. Cambridge: Harvard University Press, 1953. ISBN 0-262-59002-6


            	Gill Saunders and Rosie Miles Prints Now: Directions and Definitions Victoria and Albert Museum (May 1, 2006) ISBN 1-85177-480-7
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          A prion (IPA: /ˈpriːɒn/ listen)  combination of the first two syllables of the words proteinaceous and infectious (-on by analogy to virion)  is a poorly-understood hypothetical infectious agent that, according to the "protein only" hypothesis, is composed entirely of proteins. Prions are thought to cause a number of diseases in a variety of mammals, including bovine spongiform encephalopathy (BSE, also known as "mad cow disease") in cattle and Creutzfeldt-Jakob disease (CJD) in humans. All thus-far hypothesized prion diseases affect the structure of the brain or other neural tissue, and all are currently untreatable and are always fatal. In general usage, prion can refer to both the theoretical unit of infection or the specific protein (e.g. PrP) that is thought to be the infective agent, whether or not it is in an infective state.


          Prions are hypothesized to infect and propagate by refolding abnormally into a structure which is able to convert normal molecules of the protein into the abnormally structured form. All known prions induce the formation of an amyloid fold, in which the protein polymerises into an aggregate consisting of tightly packed beta sheets. This altered structure is extremely stable and accumulates in infected tissue, causing cell death and tissue damage. This stability means that prions are resistant to denaturation by chemical and physical agents, making disposal and containment of these particles difficult.


          Proteins showing prion-type behaviour are also found in some fungi and this has been quite important in helping to understand mammalian prions. However, fungal prions do not appear to cause disease in their hosts and may even confer an evolutionary advantage through a form of protein-based inheritance.


          


          Discovery


          The radiation biologist Tikvah Alper and the mathematician John Stanley Griffith developed the hypothesis during the 1960s that some transmissible spongiform encephalopathies are caused by an infectious agent consisting solely of proteins. This theory was developed to explain the discovery that the mysterious infectious agent causing the diseases scrapie and Creutzfeldt-Jakob Disease resisted ultraviolet radiation (UV radiation causes direct DNA damage by exciting individual molecules in the DNA polymer, which causes errors to be introduced into base pair sequence). Sir Francis Crick recognized the potential importance of the Griffith protein-only hypothesis for scrapie propagation in the second edition of his famous " Central dogma of molecular biology". While asserting that the flow of sequence information from protein to protein, or from protein to RNA and DNA was "precluded" by this dogma, he noted that Griffith's hypothesis was a potential contradiction to this dogma (although it was not so promoted by Griffith). Since the revised "dogma" was formulated, in part, to accommodate the then-recent discovery of reverse transcription by Howard Temin and David Baltimore (who won the Nobel Prize in 1975), proof of the protein-only hypothesis might be seen as a "sure bet" for a future Nobel Prize.


          Stanley B. Prusiner of the University of California, San Francisco announced in 1982 that his team had purified the hypothetical infectious prion, and that the infectious agent consisted mainly of a specific protein - though they did not manage to satisfactorily isolate the protein until two years after Prusiner's announcement. Prusiner coined the word "prion" as a name for the infectious agent, by combining the first two syllables of the words proteinaceous and infectious (-on by analogy to virion). While the infectious agent was named a prion, the specific protein that the prion was made of was named PrP, an abbreviation for "protease resistant protein". Prusiner was awarded the Nobel Prize in Physiology or Medicine in 1997 for his research into prions.


          


          Structure


          


          Isoforms


          The protein that prions are made of is found throughout the body, even in healthy people and animals. However, the prion protein found in infectious material has a different folding pattern and is resistant to proteases, the enzymes in the body that can normally break down proteins. The normal form of the protein is called PrPC, while the infectious form is called PrPSc  the C refers to 'cellular' or 'common' PrP, while the Sc refers to ' scrapie', a prion disease occurring in sheep. While PrPC is structurally well-defined, PrPSc is certainly polydisperse and defined at a relatively poor level. PrP can be induced to fold into other more-or-less well-defined isoforms in vitro, and their relationship to the form(s) that are pathogenic in vivo is not yet clear.


          


          PrPC


          PrPC is a normal protein found on the membranes of cells. It has 209 amino acids (in humans), one disulfide bond, a molecular weight of 35-36kDa and a mainly alpha-helical structure. Several topological forms exist; one cell surface form anchored via glycolipid and two transmembrane forms. Its function has not been fully resolved. PrPC binds copper (II) ions with high affinity. The significance of this is not clear, but it presumably relates to PrP structure or function. PrPC is readily digested by proteinase K and can be liberated from the cell surface in vitro by the enzyme phosphoinositide phospholipase C (PI-PLC), which cleaves the glycophosphatidylinositol (GPI) glycolipid anchor.


          


          PrPSc


          The infectious isoform of PrPC, known as PrPSc, is able to convert normal PrPC proteins into the infectious isoform by changing their conformation. Although the exact 3D structure of PrPSc is not known, there is increased -sheet content in the diseased form of the molecule, replacing normal areas of -helix. Aggregations of these abnormal isoforms may form highly structured amyloid fibers. The end of a fiber acts as a template for the free protein molecules, causing the fiber to grow. Small differences in the amino acid sequence of prion-forming regions lead to distinct structural features on the surface of prion fibers. As a result, only free protein molecules that are identical in amino acid sequence to the prion protein can be recruited into the growing fibre.


          


          Function


          It has now been conclusively proven that the prion protein's normal cellular role is as a copper dependent antioxidant. While a small number of researchers in the field pursue other possibilities, the majority of evidence from many researcher supports this finding.


          


          PrP and long-term memory


          There is evidence that PrP may have a normal function in maintenance of long term memory. Maglio and colleagues have shown that mice without the genes for normal cellular PrP protein have altered hippocampal LTP.


          


          PrP and stem cell renewal


          A 2006 article from the Whitehead Institute for Biomedical Research indicates that PrP expression on stem cells is necessary for an organism's self-renewal of bone marrow. The study showed that all long-term hematopoietic stem cells expressed PrP on their cell membrane and that hematopoietic tissues with such PrP-null stem cells exhibited increased sensitivity to cell depletion.


          


          Prion disease


          
            [image: Microscopic "holes" are characteristic in prion-affected tissue sections, causing the tissue to develop a "spongy" architecture.]
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          Prions cause neurodegenerative disease by aggregating extracellularly within the central nervous system to form plaques known as amyloids, which disrupt the normal tissue structure. This disruption is characterized by "holes" in the tissue with resultant spongy architecture due to the vacuole formation in the neurons. Other histological changes include astrogliosis and the absence of an inflammatory reaction. While the incubation period for prion diseases is generally quite long, once symptoms appear the disease progresses rapidly, leading to brain damage and death. Neurodegenerative symptoms can include convulsions, dementia, ataxia (balance and coordination dysfunction), and behavioural or personality changes.


          All known prion diseases, collectively called transmissible spongiform encephalopathies (TSEs), are untreatable and fatal. However, a vaccine has been developed in mice that may provide insight into providing a vaccine in humans to resist prion infections. Additionally, in 2006 scientists announced that they had genetically engineered cattle lacking a necessary gene for prion production - thus theoretically making them immune to BSE, building on research indicating that mice lacking normally-occurring prion protein are resistant to infection by scrapie prion protein.


          Many different mammalian species can be affected by prion diseases, as the prion protein (PrP) is very similar in all mammals. Due to small differences in PrP between different species, it is unusual for a prion disease to be transmitted from one species to another. However, the human prion disease variant Creutzfeldt-Jakob disease is believed to be caused by a prion which typically infects cattle and is transmitted through infected meat.


          Some researchers have suggested that metal ion interactions with prion proteins might be relevant to the progression of prion-mediated disease, based on epidemiological studies of clusters of prion disease in locales with low soil concentrations of copper.


          The following diseases are believed to be caused by prions.


          
            	In animals:

              
                	Scrapie in sheep and goats


                	Bovine spongiform encephalopathy (BSE) in cattle (known as mad cow disease)


                	Transmissible mink encephalopathy (TME) in mink


                	Chronic wasting disease (CWD) in elk and mule deer


                	Feline spongiform encephalopathy in cats


                	Exotic ungulate encephalopathy (EUE) in nyala, oryx and greater kudu


                	Spongiform encephalopathy of the ostrich

              

            


            	In humans:

              
                	Creutzfeldt-Jakob disease (CJD) and its varieties: iatrogenic Creutzfeldt-Jakob disease (iCJD), variant Creutzfeldt-Jakob disease (vCJD), familial Creutzfeldt-Jakob disease (fCJD), and sporadic Creutzfeldt-Jakob disease (sCJD)


                	Gerstmann-Strussler-Scheinker syndrome (GSS)


                	Fatal familial insomnia (sFI)


                	Kuru

              

            

          


          


          Transmission
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          Although the identity and general properties of prions are now well understood, the mechanism of prion infection and propagation remains mysterious. It is often assumed that the diseased form directly interacts with the normal form to make it rearrange its structure. One idea, the "Protein X" hypothesis, is that an as-yet unidentified cellular protein (Protein X) enables the conversion of PrPC to PrPSc by bringing a molecule of each of the two together into a complex.


          Current research suggests that the primary method of infection in animals is through ingestion. It is thought that prions may be deposited in the environment through the remains of dead animals and via urine, saliva, and other body fluids. They may then linger in the soil by binding to clay and other minerals.


          


          Sterilization


          Infectious particles possessing nucleic acid are dependent upon it to direct their continued replication. Prions however, are infectious by their effect on normal versions of the protein. Therefore, sterilizing prions involves the denaturation of the protein to a state where the molecule is no longer able to induce the abnormal folding of normal proteins. However, prions are generally quite resistant to denaturation by proteases, heat, radiation, and formalin treatments, although their infectivity can be reduced by such treatments.


          


          Prion-specific methods


          Prions can be denatured by subjecting them to a temperatures of 134 degrees Celsius (274 degrees Fahrenheit) for 18 minutes in a pressurised steam autoclave. Ozone sterilization is currently being studied as a potential method for prion deactivation. Renaturation of a completely denatured prion to infectious status has not yet been achieved, however partially denatured prions can be renatured to an infective status under certain artificial conditions.


          The World Health Organization recommends any of the following three procedures for the sterilization of all heat-resistant surgical instruments that are potentially contaminated with prions:


          
            	Immerse in a pan containing 1NNaOH and heat in a gravity-displacement autoclave at 121C for 30minutes; clean; rinse in water; and then subject to routine sterilization.


            	Immerse in 1NNaOH or sodium hypochlorite (20,000parts per million available chlorine) for 1hour; transfer instruments to water; heat in a gravity-displacement autoclave at 121C for 1hour; clean; and then subject to routine sterilization


            	Immerse in 1NNaOH or sodium hypochlorite (20,000parts per million available chlorine) for 1hour; remove and rinse in water, then transfer to an open pan and heat in a gravity-displacement (121C) or in a porous-load (134C) autoclave for 1hour; clean; and then subject to routine sterilization '

          


          


          Generic methods


          One method that will decompose any organic material to its basic constituents uses cold (non-equilibrium) oxygen ion plasmas. [This converts the organic materials into carbon dioxide, water, nitrogen gas, nitrogen oxides, phosphorous oxides, sulfur dioxide, etc.] Even basal graphite can be converted to carbon dioxide using this method. Another way uses chromerge (Cr2O6) in concentrated sulfuric acid. This is a common method to clean glassware used in organic and analytical chemistry.


          Another method for decomposing and disposing of any organic compound is burning it at high temperatures in an oxygen-rich atmosphere. This method is used for the disposal of deadly chemical weapons such as nerve gasses and mustard gas. This reduces it all to simple gaseous compounds, including water vapor, that are safe to release into the environment.


          


          Debate


          Whether prions are the agent which causes disease or merely a symptom caused by a different agent is still under debate. The following sections describe several contending hypotheses.


          


          Protein-only hypothesis


          Prior to the discovery of prions, it was thought that all pathogens used nucleic acids to direct their replication. The "protein-only hypothesis" states that a protein structure can replicate without the use of nucleic acid. This was initially controversial as it contradicts the so-called " central dogma of molecular biology," which describes nucleic acid as the central form of replicative information.


          Evidence in favour of a protein-only hypothesis include:


          
            	No virus particles, bacteria, or fungi have been conclusively associated with prion diseases


            	No nucleic acid has been conclusively associated with infectivity; agent is resistant to degradation by nucleases


            	No immune response to infection


            	PrPSc experimentally transmitted between one species and another results in PrPSc with the amino-acid sequence of the recipient species, suggesting that replication of the donor agent does not occur


            	Level of infectivity is associated with levels of PrPSc


            	PrPSc and PrPC do not differ in amino-acid sequence, therefore a PrPSc-specific nucleic acid is a redundant concept


            	Familial prion disease occurs in families with a mutation in the PrP gene, and mice with PrP mutations develop prion disease despite controlled conditions where transmission is prevented

          


          


          Multi-component hypothesis


          In 2007, biochemist Surachai Supattapone and his colleagues at Dartmouth College produced purified infectious prions de novo from defined components (PrPC, co-purified lipids, and a synthetic polyanionic molecule) . These researchers also showed that the polyanionic molecule required for prion formation was selectively incorporated into high-affinity complexes with PrP molecules, leading them to hypothesize that infectious prions may be composed of multiple host components, including PrP, lipid, and polyanionic molecules, rather than PrPSc alone .


          


          Viral hypothesis


          The protein-only hypothesis has been criticised by those who feel that the simplest explanation of the evidence to date is viral. For more than a decade, Yale University neuropathologist Laura Manuelidis has been proposing that prion diseases are caused instead by an unidentified "slow" virus. In January 2007, she and her colleagues published an article in the Proceedings of the National Academy of Science reporting to have found the virus in 10%, or less, of their scrapie-infected cells in culture.


          The virion hypothesis states that TSEs are caused by a replicable informational molecule (which is likely to be a nucleic acid) bound to PrP. Many TSEs, including scrapie and BSE, show strains with specific and distinct biological properties, a feature which supporters of the virion hypothesis feel is not explained by prions. The presence of a nucleic acid bound to the protein would explain the strains observed. It has also been shown that TSEs including BSE retain their host-specific properties after passage through many different species.


          Evidence in favour of a viral hypothesis include:


          
            	No bacteria or other living organisms have been found in prion-affected organisms.


            	Differences in prion infectivity, incubation, symptomology and progression among species resembles the "strain variation" seen between viruses, especially RNA viruses


            	The long incubation and rapid onset of symptoms resembles some viral infections, such as HIV-induced AIDS


            	A number of other properties may match the virion hypothesis more closely than the prion hypothesis, including the size of TSE agents (on which there are conflicting findings), noninfectivity induced by the disruption of what may be the agent's nucleic acid-protein structure, route of dissemination in the body (if by white blood cells, as concluded by some studies), and capacities of TSE agents similar to viral interference.


            	Viral-like particles that do not appear to be composed of PrP have been found in some of the cells of scrapie- or CJD-infected cell lines.

          


          


          Heavy metal poisoning hypothesis


          Mark Purdey and Dr. David R. Brown have suggested that common prion is a beneficial molecule when bound to copper ions and that loss of this activity could cause disease. They have hypothesised that abnormal amounts of copper and manganese in the environment or animal feed could precipitate this.


          Evidence favouring a pollutant cause:


          
            	Manganese present increases the percentage of helical protein, while Copper decreases it.


            	Alzheimer's disease has similar symptoms, and has been attributed to excessive Aluminium at various times.


            	Copper deficiency and Manganese proficiency have been found in the environment of affected cattle.


            	Sporadic occurrences of diseased prion rule out genetics.

          


          Prions in yeast and other fungi


          Prion proteins were discovered in the yeast Saccharomyces cerevisiae by Reed Wickner in the early 1990's. Subsequently, a prion has also been found in the fungus Podospora anserina. These prions behave similarly to PrP, but are generally non-toxic to their hosts. Susan Lindquist's group at the Whitehead Institute has argued that some of the fungal prions are not associated with any disease state, but may have a useful role; however, researchers at the NIH have also provided strong arguments demonstrating that fungal prions should be considered a diseased state. Research into fungal prions has given strong support to the protein-only hypothesis for mammalian prions, since it has been demonstrated that purified protein extracted from cells with the prion state can convert the normal form of the protein into the infectious form in vitro, and in the process, preserve the information corresponding to different strains of the prion state. It has also shed some light on prion domains, which are regions in a protein that promote the conversion into a prion. Fungal prions have helped to suggest mechanisms of conversion that may apply to all prions.
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          Probability is the likelihood or chance that something is the case or will happen. Probability theory is used extensively in areas such as statistics, mathematics, science and philosophy to draw conclusions about the likelihood of potential events and the underlying mechanics of complex systems.


          


          Interpretations


          The word probability does not have a consistent direct definition. Actually, there are two broad categories of probability interpretations: Frequentists talk about probabilities only when dealing with well defined random experiments. The relative frequency of occurrence of an experiment's outcome, when repeating the experiment, is a measure of the probability of that random event. Bayesians, however, assign probabilities to any statement whatsoever, even when no random process is involved, as a way to represent its subjective plausibility.


          


          History


          The scientific study of probability is a modern development. Gambling shows that there has been an interest in quantifying the ideas of probability for millennia, but exact mathematical descriptions of use in those problems only arose much later.


          According to Richard Jeffrey, "Before the middle of the seventeenth century, the term 'probable' (Latin probabilis) meant approvable, and was applied in that sense, univocally, to opinion and to action. A probable action or opinion was one such as sensible people would undertake or hold, in the circumstances."


          Aside from some elementary considerations made by Girolamo Cardano in the 16th century, the doctrine of probabilities dates to the correspondence of Pierre de Fermat and Blaise Pascal (1654). Christiaan Huygens (1657) gave the earliest known scientific treatment of the subject. Jakob Bernoulli's Ars Conjectandi (posthumous, 1713) and Abraham de Moivre's Doctrine of Chances (1718) treated the subject as a branch of mathematics. See Ian Hacking's The Emergence of Probability for a history of the early development of the very concept of mathematical probability.


          The theory of errors may be traced back to Roger Cotes's Opera Miscellanea (posthumous, 1722), but a memoir prepared by Thomas Simpson in 1755 (printed 1756) first applied the theory to the discussion of errors of observation. The reprint (1757) of this memoir lays down the axioms that positive and negative errors are equally probable, and that there are certain assignable limits within which all errors may be supposed to fall; continuous errors are discussed and a probability curve is given.


          Pierre-Simon Laplace (1774) made the first attempt to deduce a rule for the combination of observations from the principles of the theory of probabilities. He represented the law of probability of errors by a curve y = (x), x being any error and y its probability, and laid down three properties of this curve:


          
            	it is symmetric as to the y-axis;


            	the x-axis is an asymptote, the probability of the error [image: \infty] being 0;


            	the area enclosed is 1, it being certain that an error exists.

          


          He deduced a formula for the mean of three observations. He also gave (1781) a formula for the law of facility of error (a term due to Lagrange, 1774), but one which led to unmanageable equations. Daniel Bernoulli (1778) introduced the principle of the maximum product of the probabilities of a system of concurrent errors.


          The method of least squares is due to Adrien-Marie Legendre (1805), who introduced it in his Nouvelles mthodes pour la dtermination des orbites des comtes (New Methods for Determining the Orbits of Comets). In ignorance of Legendre's contribution, an Irish-American writer, Robert Adrain, editor of "The Analyst" (1808), first deduced the law of facility of error,


          
            	[image: \phi(x) = ce^{-h^2 x^2},]

          


          h being a constant depending on precision of observation, and c a scale factor ensuring that the area under the curve equals 1. He gave two proofs, the second being essentially the same as John Herschel's (1850). Gauss gave the first proof which seems to have been known in Europe (the third after Adrain's) in 1809. Further proofs were given by Laplace (1810, 1812), Gauss (1823), James Ivory (1825, 1826), Hagen (1837), Friedrich Bessel (1838), W. F. Donkin (1844, 1856), and Morgan Crofton (1870). Other contributors were Ellis (1844), De Morgan (1864), Glaisher (1872), and Giovanni Schiaparelli (1875). Peters's (1856) formula for r, the probable error of a single observation, is well known.


          In the nineteenth century authors on the general theory included Laplace, Sylvestre Lacroix (1816), Littrow (1833), Adolphe Quetelet (1853), Richard Dedekind (1860), Helmert (1872), Hermann Laurent (1873), Liagre, Didion, and Karl Pearson. Augustus De Morgan and George Boole improved the exposition of the theory.


          On the geometric side (see integral geometry) contributors to The Educational Times were influential (Miller, Crofton, McColl, Wolstenholme, Watson, and Artemas Martin).


          


          Mathematical treatment


          In mathematics a probability of an event, A is represented by a real number in the range from 0 to 1 and written as P(A), p(A) or Pr(A). An impossible event has a probability of 0, and a certain event has a probability of 1. However, the converses are not always true: probability 0 events are not always impossible, nor probability 1 events certain. The rather subtle distinction between "certain" and "probability 1" is treated at greater length in the article on " almost surely".


          The opposite or complement of an event A is the event [not A] (that is, the event of A not occurring); its probability is given by


          . As an example, the chance of not rolling a six on a six-sided die is


          = [image: {1} - \tfrac{1}{6} = \tfrac{5}{6}]. See Complementary event for a more complete treatment.


          If two events, A and B are independent then the joint probability is


          
            	[image: P(A \mbox{ and }B) = P(A \cap B) = P(A) P(B),\,]

          


          for example if two coins are flipped the chance of both being heads is [image: \tfrac{1}{2}\times\tfrac{1}{2} = \tfrac{1}{4}].


          If two events are mutually exclusive then the probability of either occurring is


          
            	[image: P(A\mbox{ or }B) = P(A \cup B)= P(A) + P(B).]

          


          For example, the chance of rolling a 1 or 2 on a six-sided die is [image: P(1\mbox{ or }2) = P(1) + P(2) = \tfrac{1}{6} + \tfrac{1}{6} = \tfrac{1}{3}].


          If the events are not mutually exclusive then


          
            	[image: \mathrm{P}\left(A \hbox{ or } B\right)=\mathrm{P}\left(A\right)+\mathrm{P}\left(B\right)-\mathrm{P}\left(A \mbox{ and } B\right)].

          


          Conditional probability is the probability of some event A, given the occurrence of some other event B. Conditional probability is written P(A|B), and is read "the probability of A, given B". It is defined by


          
            	[image: P(A \mid B) = \frac{P(A \cap B)}{P(B)}.\,]

          


          If P(B) = 0 then [image: P(A \mid B)] is undefined.


          
            
              Summary of probabilities
            

            
              	Event

              	Probability
            


            
              	A

              	[image: P(A)\in[0,1]\,]
            


            
              	not A

              	[image: P(A')=1-P(A)\,]
            


            
              	A or B

              	[image: \begin{align} P(A\cup B) & = P(A)+P(B)-P(A\cap B) \ & = P(A)+P(B) \qquad\mbox{if A and B are mutually exclusive}\ \end{align}]
            


            
              	A and B

              	[image: \begin{align} P(A\cap B) & = P(A|B)P(B) \ & = P(A)P(B) \qquad\mbox{if A and B are independent}\ \end{align}]
            


            
              	A given B

              	[image: P(A|B)\,]
            

          


          


          Theory


          Like other theories, the theory of probability is a representation of probabilistic concepts in formal termsthat is, in terms that can be considered separately from their meaning. These formal terms are manipulated by the rules of mathematics and logic, and any results are then interpreted or translated back into the problem domain.


          There have been at least two successful attempts to formalize probability, namely the Kolmogorov formulation and the Cox formulation. In Kolmogorov's formulation (see probability space), sets are interpreted as events and probability itself as a measure on a class of sets. In Cox's theorem, probability is taken as a primitive (that is, not further analyzed) and the emphasis is on constructing a consistent assignment of probability values to propositions. In both cases, the laws of probability are the same, except for technical details.


          There are other methods for quantifying uncertainty, such as the Dempster-Shafer theory and possibility theory, but those are essentially different and not compatible with the laws of probability as they are usually understood.


          


          Applications


          Two major applications of probability theory in everyday life are in risk assessment and in trade on commodity markets. Governments typically apply probabilistic methods in environmental regulation where it is called " pathway analysis", often measuring well-being using methods that are stochastic in nature, and choosing projects to undertake based on statistical analyses of their probable effect on the population as a whole. It is not correct to say that statistics are involved in the modelling itself, as typically the assessments of risk are one-time and thus require more fundamental probability models, e.g. "the probability of another 9/11". A law of small numbers tends to apply to all such choices and perception of the effect of such choices, which makes probability measures a political matter.


          A good example is the effect of the perceived probability of any widespread Middle East conflict on oil prices - which have ripple effects in the economy as a whole. An assessment by a commodity trader that a war is more likely vs. less likely sends prices up or down, and signals other traders of that opinion. Accordingly, the probabilities are not assessed independently nor necessarily very rationally. The theory of behavioural finance emerged to describe the effect of such groupthink on pricing, on policy, and on peace and conflict.


          It can reasonably be said that the discovery of rigorous methods to assess and combine probability assessments has had a profound effect on modern society. Accordingly, it may be of some importance to most citizens to understand how odds and probability assessments are made, and how they contribute to reputations and to decisions, especially in a democracy.


          Another significant application of probability theory in everyday life is reliability. Many consumer products, such as automobiles and consumer electronics, utilize reliability theory in the design of the product in order to reduce the probability of failure. The probability of failure is also closely associated with the product's warranty.


          


          Relation to randomness


          In a deterministic universe, based on Newtonian concepts, there is no probability if all conditions are known. In the case of a roulette wheel, if the force of the hand and the period of that force are known, then the number on which the ball will stop would be a certainty. Of course, this also assumes knowledge of inertia and friction of the wheel, weight, smoothness and roundness of the ball, variations in hand speed during the turning and so forth. A probabilistic description can thus be more useful than Newtonian mechanics for analysing the pattern of outcomes of repeated rolls of roulette wheel. Physicists face the same situation in kinetic theory of gases, where the system, while deterministic in principle, is so complex (with the number of molecules typically the order of magnitude of Avogadro constant ([image: 6\cdot 10^{23}]) that only statistical description of its properties is feasible.


          A revolutionary discovery of 20th century physics was the random character of all physical processes that occur at microscopic scales and are governed by the laws of quantum mechanics. The wave function itself evolves deterministically as long as no observation is made, but, according to the prevailing Copenhagen interpretation, the randomness caused by the wave function collapsing when an observation is made, is fundamental. This means that probability theory is required to describe nature. Others never came to terms with the loss of determinism. Albert Einstein famously remarked in a letter to Max Born: Jedenfalls bin ich berzeugt, da der Alte nicht wrfelt. (I am convinced that God does not play dice). Although alternative viewpoints exist, such as that of quantum decoherence being the cause of an apparent random collapse, at present there is a firm consensus among the physicists that probability theory is necessary to describe quantum phenomena.


          


          Quotations


          
            	Damon Runyon, "It may be that the race is not always to the swift, nor the battle to the strong - but that is the way to bet."


            	Pierre-Simon Laplace "It is remarkable that a science which began with the consideration of games of chance should have become the most important object of human knowledge." Thorie Analytique des Probabilits, 1812.


            	Richard von Mises "The unlimited extension of the validity of the exact sciences was a characteristic feature of the exaggerated rationalism of the eighteenth century" (in reference to Laplace). Probability, Statistics, and Truth, p 9. Dover edition, 1981 (republication of second English edition, 1957).
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          A probability distribution describes the values and probabilities that a random event can take place. The values must cover all of the possible outcomes of the event, while the total probabilities must sum to exactly 1, or 100%. For example, a single coin flip can take values Heads or Tails with a probability of exactly 1/2 for each; these two values and two probabilities make up the probability distribution of the single coin flipping event. This distribution is called a discrete distribution because there are a countable number of discrete outcomes with positive probabilities.


          A continuous distribution describes events over a continuous range, where the probability of a specific outcome is zero. For example, a dart thrown at a dartboard has essentially zero probability of landing at a specific point, since a point is vanishingly small, but it has some probability of landing within a given area. The probability of landing within the small area of the bullseye would (hopefully) be greater than landing on an equivalent area elsewhere on the board. A smooth function that describes the probability of landing anywhere on the dartboard is the probability distribution of the dart throwing event. The integral of the probability density function (pdf) over the entire area of the dartboard (and, perhaps, the wall surrounding it) must be equal to 1, since each dart must land somewhere.


          The concept of the probability distribution and the random variables which they describe underlies the mathematical discipline of probability theory, and the science of statistics. There is spread or variability in almost any value that can be measured in a population (e.g. height of people, durability of a metal, etc.); almost all measurements are made with some intrinsic error; in physics many processes are described probabilistically, from the kinetic properties of gases to the quantum mechanical description of fundamental particles. For these and many other reasons, simple numbers are often inadequate for describing a quantity, while probability distributions are often more appropriate models. There are, however, considerable mathematical complications in manipulating probability distributions, since most standard arithmetic and algebraic manipulations cannot be applied.


          


          Rigorous definitions


          In probability theory, every random variable may be attributed to a function defined on a state space equipped with a probability distribution that assigns a probability to every subset (more precisely every measurable subset) of its state space in such a way that the probability axioms are satisfied. That is, probability distributions are probability measures defined over a state space instead of the sample space. A random variable then defines a probability measure on the sample space by assigning a subset of the sample space the probability of its inverse image in the state space. In other words the probability distribution of a random variable is the push forward measure of the probability distribution on the state space.


          


          Probability distributions of real-valued random variables


          Because a probability distribution Pr on the real line is determined by the probability of being in a half-open interval Pr(a,b], the probability distribution of a real-valued random variable X is completely characterized by its cumulative distribution function:


          
            	[image:  F(x) = \Pr \left[ X \le x \right] \qquad \forall x \in \mathbb{R}.]

          


          


          Discrete probability distribution


          A probability distribution is called discrete if its cumulative distribution function only increases in jumps.


          The set of all values that a discrete random variable can assume with non-zero probability is either finite or countably infinite because the sum of uncountably many positive real numbers (which is the smallest upper bound of the set of all finite partial sums) always diverges to infinity. Typically, the set of possible values is topologically discrete in the sense that all its points are isolated points. But, there are discrete random variables for which this countable set is dense on the real line.


          Discrete distributions are characterized by a probability mass function, p such that


          
            	[image:  F(x) = \Pr \left[X \le x \right] = \sum_{x_i \le x} p(x_i). ]

          


          


          Continuous probability distribution


          By one convention, a probability distribution is called continuous if its cumulative distribution function is continuous, which means that it belongs to a random variable X for which Pr[ X = x ] = 0 for all x in R.


          Another convention reserves the term continuous probability distribution for absolutely continuous distributions. These distributions can be characterized by a probability density function: a non-negative Lebesgue integrable function f defined on the real numbers such that


          
            	[image:  F(x) = \Pr \left[ X \le x \right] = \int_{-\infty}^x f(t)\,dt ]

          


          Discrete distributions and some continuous distributions (like the devil's staircase) do not admit such a density.


          


          Terminology


          The support of a distribution is the smallest closed set whose complement has probability zero.


          The probability distribution of the sum of two independent random variables is the convolution of each of their distributions.


          The probability distribution of the difference of two random variables is the cross-correlation of each of their distributions.


          A discrete random variable is a random variable whose probability distribution is discrete. Similarly, a continuous random variable is a random variable whose probability distribution is continuous.


          


          List of important probability distributions


          



          Certain random variables occur very often in probability theory, in some cases due to their application to many natural and physical processes, and in some cases due to theoretical reasons such as the central limit theorem, the Poisson limit theorem, or properties such as memorylessness or other characterizations. Their distributions therefore have gained special importance in probability theory.


          


          Discrete distributions


          


          With finite support


          
            	The Bernoulli distribution, which takes value 1 with probability p and value 0 with probability q = 1  p.


            	The Rademacher distribution, which takes value 1 with probability 1/2 and value 1 with probability 1/2.


            	The binomial distribution describes the number of successes in a series of independent Yes/No experiments.


            	The degenerate distribution at x0, where X is certain to take the value x0. This does not look random, but it satisfies the definition of random variable. It is useful because it puts deterministic variables and random variables in the same formalism.


            	The discrete uniform distribution, where all elements of a finite set are equally likely. This is supposed to be the distribution of a balanced coin, an unbiased die, a casino roulette or a well-shuffled deck. Also, one can use measurements of quantum states to generate uniform random variables. All these are "physical" or "mechanical" devices, subject to design flaws or perturbations, so the uniform distribution is only an approximation of their behaviour. In digital computers, pseudo-random number generators are used to produce a statistically random discrete uniform distribution.


            	The hypergeometric distribution, which describes the number of successes in the first m of a series of n Yes/No experiments, if the total number of successes is known.


            	Zipf's law or the Zipf distribution. A discrete power-law distribution, the most famous example of which is the description of the frequency of words in the English language.


            	The Zipf-Mandelbrot law is a discrete power law distribution which is a generalization of the Zipf distribution.

          


          


          With infinite support


          
            	The Boltzmann distribution, a discrete distribution important in statistical physics which describes the probabilities of the various discrete energy levels of a system in thermal equilibrium. It has a continuous analogue. Special cases include:

              
                	The Gibbs distribution


                	The Maxwell-Boltzmann distribution


                	The Bose-Einstein distribution


                	The Fermi-Dirac distribution

              

            


            	The geometric distribution, a discrete distribution which describes the number of attempts needed to get the first success in a series of independent Yes/No experiments.

          


          
            [image: Poisson distribution]

            
              Poisson distribution
            

          


          
            	The logarithmic (series) distribution


            	The negative binomial distribution, a generalization of the geometric distribution to the nth success


            	The parabolic fractal distribution


            	The Poisson distribution, which describes a very large number of individually unlikely events that happen in a certain time interval.

          


          
            [image: Skellam distribution]

            
              Skellam distribution
            

          


          
            	The Skellam distribution, the distribution of the difference between two independent Poisson-distributed random variables


            	The Yule-Simon distribution


            	The zeta distribution has uses in applied statistics and statistical mechanics, and perhaps may be of interest to number theorists. It is the Zipf distribution for an infinite number of elements.

          


          


          Continuous distributions


          


          Supported on a bounded interval


          
            [image: Beta distribution]

            
              Beta distribution
            

          


          
            	The Beta distribution on [0,1], of which the uniform distribution is a special case, and which is useful in estimating success probabilities.

          


          
            [image: continuous uniform distribution]

            
              continuous uniform distribution
            

          


          
            	The continuous uniform distribution on [a,b], where all points in a finite interval are equally likely.

              
                	The rectangular distribution is a uniform distribution on [-1/2,1/2].

              

            


            	The Dirac delta function although not strictly a function, is a limiting form of many continuous probability functions. It represents a discrete probability distribution concentrated at 0  a degenerate distribution  but the notation treats it as if it were a continuous distribution.


            	The Kent distribution on the three-dimensional sphere


            	The Kumaraswamy distribution is as versatile as the Beta distribution but has simple closed forms for both the cdf and the pdf.


            	The logarithmic distribution (continuous)


            	The triangular distribution on [a, b], a special case of which is the distribution of the sum of two uniformly distributed random variables (the convolution of two uniform distributions).


            	The truncated normal distribution on [a, b]


            	The U-quadratic distribution on [a, b]


            	The von Mises distribution on the circle


            	The von Mises-Fisher distribution on the N-dimensional sphere has the von Mises distribution as a special case.


            	The Wigner semicircle distribution is important in the theory of random matrices.

          


          


          Supported on semi-infinite intervals, usually [0,)


          
            [image: chi-square distribution]

            
              chi-square distribution
            

          


          
            	The chi distribution


            	The noncentral chi distribution


            	The chi-square distribution, which is the sum of the squares of n independent Gaussian random variables. It is a special case of the Gamma distribution, and it is used in goodness-of-fit tests in statistics.

              
                	The inverse-chi-square distribution


                	The noncentral chi-square distribution


                	The scale-inverse-chi-square distribution

              

            

          


          
            [image: Exponential distribution]

            
              Exponential distribution
            

          


          
            	The exponential distribution, which describes the time between consecutive rare random events in a process with no memory.


            	The F-distribution, which is the distribution of the ratio of two (normalized) chi-square distributed random variables, used in the analysis of variance. (Called the beta prime distribution when it is the ratio of two chi-square variates which are not normalized by dividing them by their numbers of degrees of freedom.)

              
                	The noncentral F-distribution

              

            

          


          
            [image: Gamma distribution]

            
              Gamma distribution
            

          


          
            	The Gamma distribution, which describes the time until n consecutive rare random events occur in a process with no memory.

              
                	The Erlang distribution, which is a special case of the gamma distribution with integral shape parameter, developed to predict waiting times in queuing systems.


                	The inverse-gamma distribution

              

            


            	The folded normal distribution


            	The half-normal distribution


            	The inverse Gaussian distribution, also known as the Wald distribution


            	The Lvy distribution


            	The log-logistic distribution


            	The log-normal distribution, describing variables which can be modelled as the product of many small independent positive variables.

          


          
            [image: Pareto distribution]

            
              Pareto distribution
            

          


          
            	The Pareto distribution, or "power law" distribution, used in the analysis of financial data and critical behaviour.


            	The Pearson Type III distribution (see Pearson distributions)


            	The Rayleigh distribution


            	The Rayleigh mixture distribution


            	The Rice distribution


            	The Rosin Rammler distribution - used to describe the particle size distribution of particles generated by grinding, milling and crushing operations.


            	The type-2 Gumbel distribution


            	The Weibull distribution, of which the exponential distribution is a special case, is used to model the lifetime of technical devices.

          


          


          Supported on the whole real line


          
            [image: Cauchy distribution]

            
              Cauchy distribution
            

          


          
            [image: Laplace distribution]

            
              Laplace distribution
            

          


          
            [image: Levy distribution]

            
              Levy distribution
            

          


          
            [image: Normal distribution]

            
              Normal distribution
            

          


          
            	The Cauchy distribution, an example of a distribution which does not have an expected value or a variance. In physics it is usually called a Lorentzian profile, and is associated with many processes, including resonance energy distribution, impact and natural spectral line broadening and quadratic stark line broadening.


            	The Fisher-Tippett, extreme value, or log-Weibull distribution

              
                	The Gumbel distribution, a special case of the Fisher-Tippett distribution

              

            


            	Fisher's z-distribution


            	The generalized extreme value distribution


            	The hyperbolic distribution


            	The hyperbolic secant distribution


            	The Landau distribution


            	The Laplace distribution


            	The Lvy skew alpha-stable distribution is often used to characterize financial data and critical behaviour.


            	The map-Airy distribution


            	The normal distribution, also called the Gaussian or the bell curve. It is ubiquitous in nature and statistics due to the central limit theorem: every variable that can be modelled as a sum of many small independent variables is approximately normal.


            	The Pearson Type IV distribution (see Pearson distributions)


            	
              Student's t-distribution, useful for estimating unknown means of Gaussian populations.

              
                	The noncentral t-distribution

              

            


            	The type-1 Gumbel distribution


            	The Voigt distribution, or Voigt profile, is the convolution of a normal distribution and a Cauchy distribution. It is found in spectroscopy when spectral line profiles are broadened by a mixture of Lorentzian and Doppler broadening mechanisms.

          


          


          Joint distributions


          For any set of independent random variables the probability density function of their joint distribution is the product of their individual density functions.


          Matrix-valued distributions


          
            	Wishart distribution


            	matrix normal distribution


            	matrix t-distribution


            	Hotelling's T-square distribution
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        Probability space


        
          

          The definition of the probability space is the foundation of probability theory. It was introduced by Kolmogorov in the 1930s. For an algebraic alternative to Kolmogorov's approach, see algebra of random variables.


          


          Definition


          A probability space [image: (\Omega, \mathcal F, P)] is a measure space with a measure P that satisfies the probability axioms.


          The sample space , is a nonempty set whose elements are known as outcomes or states of nature and are often given the symbol .The set of all the possible outcomes of an experiment is known as the sample space of the experiment.


          


          Events


          The second item, [image: \mathcal F ], is a -algebra of subsets of . Its elements are called events, which are sets of outcomes for which one can ask a probability.


          Because [image: \mathcal F] is a -algebra, it contains ; also, the complement of any event is an event, and the union of any (finite or countably infinite) sequence of events is an event.


          Usually, the events are the Lebesgue-measurable or Borel-measurable sets of real numbers.


          


          Probability measure


          The probability measure P is a function from [image: \mathcal F] to the real numbers that assigns to each event a probability between 0 and 1. It must satisfy the probability axioms.


          Because P is a function defined on [image: \mathcal F] and not on , the set of events is not required to be the complete power set of the sample space; that is, not every set of outcomes is necessarily an event.


          When more than one measure is under discussion, probability measures are often written in blackboard bold to distinguish them. When there is only one probability measure under discussion, it is often denoted by Pr, meaning "probability of".


          


          Related concepts


          


          Probability distribution


          Any probability distribution defines a probability measure.


          


          Random variables


          A random variable X is a measurable function from the sample space ; to another measurable space called the state space.


          If X is a real-valued random variable, then the notation [image: {\scriptstyle\Pr(X \geq 60)}] is shorthand for [image: {\scriptstyle\Pr(\{ \omega \in \Omega \mid X(\omega) \geq 60 \})}], assuming that [image: {\scriptstyle X \geq 60}] is an event.


          Conditional probability


          Kolmogorov's definition of probability spaces gives rise to the natural concept of conditional probability. Every set A with non-zero probability (that is, P(A) > 0 ) defines another probability measure


          
            	[image: P(B \vert A) = {P(B \cap A) \over P(A)}]

          


          on the space. This is usually read as the "probability of B given A".


          


          Independence


          Two events, A and B are said to be independent if P(AB)=P(A)P(B).


          Two random variables, X and Y, are said to be independent if any event defined in terms of X is independent of any event defined in terms of Y. Formally, they generate independent -algebras, where two -algebras G and H, which are subsets of F are said to be independent if any element of G is independent of any element of H.


          The concept of independence is where probability theory departs from measure theory.


          


          Mutual exclusivity


          Two events, A and B are said to be mutually exclusive or disjoint if P(AB)=0. (This is weaker than AB=, which is the definition of disjoint for sets).


          If A and B are disjoint events, then P(AB)=P(A)+P(B). This extends to a (finite or countably infinite) sequence of events. However, the probability of the union of an uncountable set of events is not the sum of their probabilities. For example, if Z is a normally distributed random variable, then P(Z=x) is 0 for any x, but P(Z is real)=1.


          The event AB is referred to as A AND B, and the event AB as A OR B.


          


          Examples


          


          First example


          If the space concerns one flip of a fair coin, then the outcomes are heads and tails:


           = {H,T}


          The events are


          
            	{H}: heads,


            	{T}: tails,


            	{}: neither heads nor tails, and


            	{H,T}: heads or tails.

          


          So, F = {{H},{T},{},{H,T}}.


          There is a fifty percent chance of tossing either heads or tail: P({H}) = P({T}) = 0.5. The chance of tossing neither is zero: P({})=0, and the chance of tossing one or the other is one: P({H,T})=1.


          


          Second example


          If 100 voters are to be drawn randomly from among all voters in California and asked whom they will vote for governor, then the set of all sequences of 100 Californian votes would be the sample space .


          The set of all sequences of 100 Californian voters in which at least 60 will vote for Schwarzenegger is identified with the "event" that at least 60 of the 100 chosen voters will so vote.


          Then, [image:  \mathcal F ] contains: (1) the set of all sequences of 100 where at least 60 vote for Schwarzenegger; (2) the set of all sequences of 100 where fewer than 60 vote for Schwarzenegger (the converse of (1)); (3) the sample space  as above; and (4) the empty set.


          An example of a random variable is the number of voters who will vote for Schwarzenegger in the sample of 100.
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        Probability theory


        
          

          Probability theory is the branch of mathematics concerned with analysis of random phenomena. The central objects of probability theory are random variables, stochastic processes, and events: mathematical abstractions of non-deterministic events or measured quantities that may either be single occurrences or evolve over time in an apparently random fashion. Although an individual coin toss or the roll of a die is a random event, if repeated many times the sequence of random events will exhibit certain statistical patterns, which can be studied and predicted. Two representative mathematical results describing such patterns are the law of large numbers and the central limit theorem.


          As a mathematical foundation for statistics, probability theory is essential to many human activities that involve quantitative analysis of large sets of data. Methods of probability theory also apply to description of complex systems given only partial knowledge of their state, as in statistical mechanics. A great discovery of twentieth century physics was the probabilistic nature of physical phenomena at atomic scales, described in quantum mechanics.


          


          History


          The mathematical theory of probability has its roots in attempts to analyse games of chance by Gerolamo Cardano in the sixteenth century, and by Pierre de Fermat and Blaise Pascal in the seventeenth century (for example the " problem of points").


          Initially, probability theory mainly considered discrete events, and its methods were mainly combinatorial. Eventually, analytical considerations compelled the incorporation of continuous variables into the theory. This culminated in modern probability theory, the foundations of which were laid by Andrey Nikolaevich Kolmogorov. Kolmogorov combined the notion of sample space, introduced by Richard von Mises, and measure theory and presented his axiom system for probability theory in 1933. Fairly quickly this became the undisputed axiomatic basis for modern probability theory.


          


          Treatment


          Most introductions to probability theory treat discrete probability distributions and continuous probability distributions separately. The more mathematically advanced measure theory based treatment of probability covers both the discrete, the continuous, any mix of these two and more.


          


          Discrete probability distributions


          Discrete probability theory deals with events that occur in countable sample spaces.


          Examples: Throwing dice, experiments with decks of cards, and random walk.


          Classical definition: Initially the probability of an event to occur was defined as number of cases favorable for the event, over the number of total outcomes possible in an equiprobable sample space.


          For example, if the event is "occurrence of an even number when a die is rolled", the probability is given by [image: \tfrac{3}{6}=\tfrac{1}{2}], since 3 faces out of the 6 have even numbers and each face has the same probability of appearing.


          Modern definition: The modern definition starts with a set called the sample space, which relates to the set of all possible outcomes in classical sense, denoted by [image: \Omega=\left \{ x_1,x_2,\dots\right \}]. It is then assumed that for each element [image: x \in \Omega\,], an intrinsic "probability" value [image: f(x)\,] is attached, which satisfies the following properties:


          
            	[image: f(x)\in[0,1]\mbox{ for all }x\in \Omega\,;]


            	[image: \sum_{x\in \Omega} f(x) = 1\,.]

          


          That is, the probability function f(x) lies between zero and one for every value of x in the sample space , and the sum of f(x) over all values x in the sample space  is exactly equal to 1. An event is defined as any subset [image: E\,] of the sample space [image: \Omega\,]. The probability of the event [image: E\,] defined as


          
            	[image: P(E)=\sum_{x\in E} f(x)\,.]

          


          So, the probability of the entire sample space is 1, and the probability of the null event is 0.


          The function [image: f(x)\,] mapping a point in the sample space to the "probability" value is called a probability mass function abbreviated as pmf. The modern definition does not try to answer how probability mass functions are obtained; instead it builds a theory that assumes their existence.


          


          Continuous probability distributions


          Continuous probability theory deals with events that occur in a continuous sample space.


          Classical definition: The classical definition breaks down when confronted with the continuous case. See Bertrand's paradox.


          Modern definition: If the sample space is the real numbers ([image: \mathbb{R}]), then a function called the cumulative distribution function (or cdf) [image: F\,] is assumed to exist, which gives [image: P(X\le x) = F(x)\,] for a random variable X. That is, F(x) returns the probability that X will be less than or equal to x.


          The cdf must satisfy the following properties.


          
            	[image: F\,] is a monotonically non-decreasing, right-continuous function;


            	[image: \lim_{x\rightarrow -\infty} F(x)=0\,;]


            	[image: \lim_{x\rightarrow \infty} F(x)=1\,.]

          


          If [image: F\,] is differentiable, then the random variable X is said to have a probability density function or pdf or simply density [image: f(x)=\frac{dF(x)}{dx}\,.]


          For a set [image: E \subseteq \mathbb{R}], the probability of the random variable X being in [image: E\,] is defined as


          
            	[image: P(X\in E) = \int_{x\in E} dF(x)\,.]

          


          In case the probability density function exists, this can be written as


          
            	[image: P(X\in E) = \int_{x\in E} f(x)\,dx\,.]

          


          Whereas the pdf exists only for continuous random variables, the cdf exists for all random variables (including discrete random variables) that take values on [image: \mathbb{R}\,.]


          These concepts can be generalized for multidimensional cases on [image: \mathbb{R}^n] and other continuous sample spaces.


          


          Measure-theoretic probability theory


          The raison d'tre of the measure-theoretic treatment of probability is that it unifies the discrete and the continuous, and makes the difference a question of which measure is used. Furthermore, it covers distributions that are neither discrete nor continuous nor mixtures of the two.


          An example of such distributions could be a mix of discrete and continuous distributions, for example, a random variable which is 0 with probability 1/2, and takes a value from random normal distribution with probability 1/2. It can still be studied to some extent by considering it to have a pdf of [image: (\delta[x] + \varphi(x))/2], where [x] is the Kronecker delta function.


          Other distributions may not even be a mix, for example, the Cantor distribution has no positive probability for any single point, neither does it have a density. The modern approach to probability theory solves these problems using measure theory to define the probability space:


          Given any set , (also called sample space) and a -algebra [image: \mathcal{F}\,] on it, a measure P is called a probability measure if


          
            	[image: P\,] is non-negative;


            	[image: P(\Omega)=1\,.]

          


          If [image: \mathcal{F}\,] is a Borel -algebra then there is a unique probability measure on [image: \mathcal{F}\,] for any cdf, and vice versa. The measure corresponding to a cdf is said to be induced by the cdf. This measure coincides with the pmf for discrete variables, and pdf for continuous variables, making the measure-theoretic approach free of fallacies.


          The probability of a set [image: E\,] in the -algebra [image: \mathcal{F}\,] is defined as


          
            	[image: P(E) = \int_{\omega\in E} \mu_F(d\omega)\,.]

          


          where the integration is with respect to the measure [image: \mu_F\,] induced by [image: F\,.]


          Along with providing better understanding and unification of discrete and continuous probabilities, measure-theoretic treatment also allows us to work on probabilities outside [image: \mathbb{R}^n], as in the theory of stochastic processes. For example to study Brownian motion, probability is defined on a space of functions.


          


          Probability distributions


          Certain random variables occur very often in probability theory because they well describe many natural or physical processes. Their distributions therefore have gained special importance in probability theory. Some fundamental discrete distributions are the discrete uniform, Bernoulli, binomial, negative binomial, Poisson and geometric distributions. Important continuous distributions include the continuous uniform, normal, exponential, gamma and beta distributions.


          


          Convergence of random variables


          In probability theory, there are several notions of convergence for random variables. They are listed below in the order of strength, i.e., any subsequent notion of convergence in the list implies convergence according to all of the preceding notions.


          
            	Convergence in distribution: As the name implies, a sequence of random variables [image: X_1,X_2,\dots,\,] converges to the random variable [image: X\,] in distribution if their respective cumulative distribution functions [image: F_1,F_2,\dots\,] converge to the cumulative distribution function [image: F\,] of [image: X\,], wherever [image: F\,] is continuous.

          


          
            	
              
                	Most common short hand notation: [image: X_n \, \xrightarrow{\mathcal D} \, X\,.]

              

            

          


          
            	Weak convergence: The sequence of random variables [image: X_1,X_2,\dots\,] is said to converge towards the random variable [image: X\,] weakly if [image: \lim_{n\rightarrow\infty}P\left(\left|X_n-X\right|\geq\varepsilon\right)=0] for every  > 0. Weak convergence is also called convergence in probability.

          


          
            	
              
                	Most common short hand notation: [image: X_n \, \xrightarrow{P} \, X\,.]

              

            

          


          
            	Strong convergence: The sequence of random variables [image: X_1,X_2,\dots\,] is said to converge towards the random variable [image: X\,] strongly if [image: P(\lim_{n\rightarrow\infty} X_n=X)=1]. Strong convergence is also known as almost sure convergence.

          


          
            	
              
                	Most common short hand notation: [image: X_n \, \xrightarrow{\mathrm{a.s.}} \, X\,.]

              

            

          


          Intuitively, strong convergence is a stronger version of the weak convergence, and in both cases the random variables [image: X_1,X_2,\dots\,] show an increasing correlation with [image: X\,]. However, in case of convergence in distribution, the realized values of the random variables do not need to converge, and any possible correlation among them is immaterial.


          


          Law of large numbers


          Common intuition suggests that if a fair coin is tossed many times, then roughly half of the time it will turn up heads, and the other half it will turn up tails. Furthermore, the more often the coin is tossed, the more likely it should be that the ratio of the number of heads to the number of tails will approach unity. Modern probability provides a formal version of this intuitive idea, known as the law of large numbers. This law is remarkable because it is nowhere assumed in the foundations of probability theory, but instead emerges out of these foundations as a theorem. Since it links theoretically-derived probabilities to their actual frequency of occurrence in the real world, the law of large numbers is considered as a pillar in the history of statistical theory.


          

          The law of large numbers (LLN) states that the sample average [image: \overline{X}_n=\tfrac1n{\sum X_n}] of [image: X_1,X_2,\dots\,] (independent and identically distributed random variables with finite expectation ) converges towards the theoretical expectation .


          It is in the different forms of convergence of random variables that separates the weak and the strong law of large numbers


          [image:  \begin{array}{lll} \text{Weak law:} & \overline{X}_n \, \xrightarrow{P} \, \mu & \text{for } n \to \infty \ \text{Strong law:} & \overline{X}_n \, \xrightarrow{\mathrm{a.\,s.}} \, \mu & \text{for } n \to \infty . \end{array} ]


          It follows from LLN that if an event of probability p is observed repeatedly during independent experiments, the ratio of the observed frequency of that event to the total number of repetitions converges towards p.


          Putting this in terms of random variables and LLN we have [image: Y_1,Y_2,...\,] are independent Bernoulli random variables taking values 1 with probability p and 0 with probability 1-p. E(Yi) = p for all i and it follows from LLN that [image: \frac{\sum Y_n}{n}\,] converges to p almost surely.


          


          Central limit theorem


          The central limit theorem explains the ubiquitous occurrence of the normal distribution in nature; it is one of the most celebrated theorems in probability and statistics.


          The theorem states that the average of many independent and identically distributed random variables with finite variance tends towards a normal distribution irrespective of the distribution followed by the original random variables. Formally, let [image: X_1,X_2,\dots\,] be independent random variables with mean [image: \mu_\,] and variance [image: \sigma^2 > 0.\,] Then the sequence of random variables


          
            	[image: Z_n=\frac{\sum_{i=1}^n (X_i - \mu)}{\sigma\sqrt{n}}\,]

          


          converges in distribution to a standard normal random variable.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Probability_theory"
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        Programming language


        
          

          A programming language is an artificial language that can be used to control the behaviour of a machine, particularly a computer. Programming languages are defined by syntactic and semantic rules which describe their structure and meaning respectively. Many programming languages have some form of written specification of their syntax and semantics; some are defined by an official implementation (eg, an ISO Standard), while others have a dominant implementation (eg, Perl).


          Programming languages are also used to facilitate communication about the task of organizing and manipulating information, and to express algorithms precisely. Some authors restrict the term "programming language" to those languages that can express all possible algorithms; sometimes the term " computer language" is used for more limited artificial languages.


          
            
              	Programming language

              lists
            


            
              	
                
                  	Alphabetical


                  	Categorical


                  	Chronological


                  	Generational

                

              
            

          


          Thousands of different programming languages have been created so far, and new languages are created every year.


          


          Definitions


          Traits often considered important for constituting a programming language:


          
            	Function: A programming language is a language used to write computer programs, which involve a computer performing some kind of computation or algorithm and possibly control external devices such as printers, robots, and so on.

          


          
            	Target: Programming languages differ from natural languages in that natural languages are only used for interaction between people, while programming languages also allow humans to communicate instructions to machines. Some programming languages are used by one device to control another. For example PostScript programs are frequently created by another program to control a computer printer or display.

          


          
            	Constructs: Programming languages may contain constructs for defining and manipulating data structures or controlling the flow of execution.

          


          
            	Expressive power: The theory of computation classifies languages by the computations they are capable of expressing. All Turing complete languages can implement the same set of algorithms. ANSI/ISO SQL and Charity are examples of languages that are not Turing complete yet often called programming languages.

          


          Non-computational languages, such as markup languages like HTML or formal grammars like BNF, are usually not considered programming languages. A programming language (which may or may not be Turing complete) may be embedded in these non-computational (host) languages.


          


          Purpose


          A prominent purpose of programming languages is to provide instructions to a computer. As such, programming languages differ from most other forms of human expression in that they require a greater degree of precision and completeness. When using a natural language to communicate with other people, human authors and speakers can be ambiguous and make small errors, and still expect their intent to be understood. However, figuratively speaking, computers "do exactly what they are told to do", and cannot "understand" what code the programmer intended to write. The combination of the language definition, the program, and the program's inputs must fully specify the external behaviour that occurs when the program is executed.


          Many languages have been designed from scratch, altered to meet new needs, combined with other languages, and eventually fallen into disuse. Although there have been attempts to design one "universal" computer language that serves all purposes, all of them have failed to be accepted in this role. The need for diverse computer languages arises from the diversity of contexts in which languages are used:


          
            	Programs range from tiny scripts written by individual hobbyists to huge systems written by hundreds of programmers.


            	Programmers range in expertise from novices who need simplicity above all else, to experts who may be comfortable with considerable complexity.


            	Programs must balance speed, size, and simplicity on systems ranging from microcontrollers to supercomputers.


            	Programs may be written once and not change for generations, or they may undergo nearly constant modification.


            	Finally, programmers may simply differ in their tastes: they may be accustomed to discussing problems and expressing them in a particular language.

          


          One common trend in the development of programming languages has been to add more ability to solve problems using a higher level of abstraction. The earliest programming languages were tied very closely to the underlying hardware of the computer. As new programming languages have developed, features have been added that let programmers express ideas that are more remote from simple translation into underlying hardware instructions. Because programmers are less tied to the complexity of the computer, their programs can do more computing with less effort from the programmer. This lets them write more functionality per time unit.


          Natural language processors have been proposed as a way to eliminate the need for a specialized language for programming. However, this goal remains distant and its benefits are open to debate. Edsger Dijkstra took the position that the use of a formal language is essential to prevent the introduction of meaningless constructs, and dismissed natural language programming as "foolish." Alan Perlis was similarly dismissive of the idea.


          


          Elements


          


          Syntax


          
            [image: Parse tree of Python code with inset tokenization]

            
              Parse tree of Python code with inset tokenization
            

          


          
            [image: Syntax highlighting is often used to aid programmers in recognizing elements of source code. The language above is Python.]
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          A programming language's surface form is known as its syntax. Most programming languages are purely textual; they use sequences of text including words, numbers, and punctuation, much like written natural languages. On the other hand, there are some programming languages which are more graphical in nature, using spatial relationships between symbols to specify a program.


          The syntax of a language describes the possible combinations of symbols that form a syntactically correct program. The meaning given to a combination of symbols is handled by semantics (either formal or hard-coded in a reference implementation). Since most languages are textual, this article discusses textual syntax.


          Programming language syntax is usually defined using a combination of regular expressions (for lexical structure) and Backus-Naur Form (for grammatical structure). Below is a simple grammar, based on Lisp:


          expression::= atom | list

          atom ::= number | symbol

          number ::= [+-]?['0'-'9']+

          symbol ::= ['A'-'Z''a'-'z'].*

          list ::= '(' expression* ')'



          This grammar specifies the following:


          
            	an expression is either an atom or a list;


            	an atom is either a number or a symbol;


            	a number is an unbroken sequence of one or more decimal digits, optionally preceded by a plus or minus sign;


            	a symbol is a letter followed by zero or more of any characters (excluding whitespace); and


            	a list is a matched pair of parentheses, with zero or more expressions inside it.

          


          The following are examples of well-formed token sequences in this grammar: '12345', '()', '(a b c232 (1))'


          Not all syntactically correct programs are semantically correct. Many syntactically correct programs are nonetheless ill-formed, per the language's rules; and may (depending on the language specification and the soundness of the implementation) result in an error on translation or execution. In some cases, such programs may exhibit undefined behaviour. Even when a program is well-defined within a language, it may still have a meaning that is not intended by the person who wrote it.


          Using natural language as an example, it may not be possible to assign a meaning to a grammatically correct sentence or the sentence may be false:


          
            	" Colorless green ideas sleep furiously." is grammatically well-formed but has no generally accepted meaning.


            	"John is a married bachelor." is grammatically well-formed but expresses a meaning that cannot be true.

          


          The following C language fragment is syntactically correct, but performs an operation that is not semantically defined (because p is a null pointer, the operations p->real and p->im have no meaning):

          
complex *p = NULL;
complex abs_p = sqrt (p->real * p->real + p->im * p->im);



          The grammar needed to specify a programming language can be classified by its position in the Chomsky hierarchy. The syntax of most programming languages can be specified using a Type-2 grammar, i.e., they are context-free grammars.


          


          Static semantics


          The static semantics defines restrictions on the structure of valid texts that are hard or impossible to express in standard syntactic formalisms. The most important of these restrictions are covered by type systems.


          


          Type system


          A type system defines how a programming language classifies values and expressions into types, how it can manipulate those types and how they interact. This generally includes a description of the data structures that can be constructed in the language. The design and study of type systems using formal mathematics is known as type theory.


          Internally, all data in modern digital computers are stored simply as zeros or ones (binary).


          


          Typed versus untyped languages


          A language is typed if the specification of every operation defines types of data to which the operation is applicable, with the implication that it is not applicable to other types. For example, "this text between the quotes" is a string. In most programming languages, dividing a number by a string has no meaning. Most modern programming languages will therefore reject any program attempting to perform such an operation. In some languages, the meaningless operation will be detected when the program is compiled ("static" type checking), and rejected by the compiler, while in others, it will be detected when the program is run ("dynamic" type checking), resulting in a runtime exception.


          A special case of typed languages are the single-type languages. These are often scripting or markup languages, such as Rexx or SGML, and have only one data type  most commonly character strings which are used for both symbolic and numeric data.


          In contrast, an untyped language, such as most assembly languages, allows any operation to be performed on any data, which are generally considered to be sequences of bits of various lengths. High-level languages which are untyped include BCPL and some varieties of Forth.


          In practice, while few languages are considered typed from the point of view of type theory (verifying or rejecting all operations), most modern languages offer a degree of typing. Many production languages provide means to bypass or subvert the type system.


          


          Static versus dynamic typing


          In static typing all expressions have their types determined prior to the program being run (typically at compile-time). For example, 1 and (2+2) are integer expressions; they cannot be passed to a function that expects a string, or stored in a variable that is defined to hold dates.


          Statically-typed languages can be manifestly typed or type-inferred. In the first case, the programmer must explicitly write types at certain textual positions (for example, at variable declarations). In the second case, the compiler infers the types of expressions and declarations based on context. Most mainstream statically-typed languages, such as C++, C# and Java, are manifestly typed. Complete type inference has traditionally been associated with less mainstream languages, such as Haskell and ML. However, many manifestly typed languages support partial type inference; for example, Java and C# both infer types in certain limited cases. Dynamic typing, also called latent typing, determines the type-safety of operations at runtime; in other words, types are associated with runtime values rather than textual expressions. As with type-inferred languages, dynamically typed languages do not require the programmer to write explicit type annotations on expressions. Among other things, this may permit a single variable to refer to values of different types at different points in the program execution. However, type errors cannot be automatically detected until a piece of code is actually executed, making debugging more difficult. Ruby, Lisp, JavaScript, and Python are dynamically typed.


          


          Weak and strong typing


          Weak typing allows a value of one type to be treated as another, for example treating a string as a number. This can occasionally be useful, but it can also allow some kinds of program faults to go undetected at compile time and even at run time.


          Strong typing prevents the above. An attempt to perform an operation on the wrong type of value raises an error. Strongly-typed languages are often termed type-safe or safe.


          An alternative definition for "weakly typed" refers to languages, such as Perl, JavaScript, and C++, which permit a large number of implicit type conversions. In JavaScript, for example, the expression 2 * x implicitly converts x to a number, and this conversion succeeds even if x is null, undefined, an Array, or a string of letters. Such implicit conversions are often useful, but they can mask programming errors.


          Strong and static are now generally considered orthogonal concepts, but usage in the literature differs. Some use the term strongly typed to mean strongly, statically typed, or, even more confusingly, to mean simply statically typed. Thus C has been called both strongly typed and weakly, statically typed.


          


          Execution semantics


          Once data has been specified, the machine must be instructed to perform operations on the data. The execution semantics of a language defines how and when the various constructs of a language should produce a program behaviour.


          For example, the semantics may define the strategy by which expressions are evaluated to values, or the manner in which control structures conditionally execute statements.


          


          Core library


          Most programming languages have an associated core library (sometimes known as the 'Standard library', especially if it is included as part of the published language standard), which is conventionally made available by all implementations of the language. Core libraries typically include definitions for commonly used algorithms, data structures, and mechanisms for input and output.


          A language's core library is often treated as part of the language by its users, although the designers may have treated it as a separate entity. Many language specifications define a core that must be made available in all implementations, and in the case of standardized languages this core library may be required. The line between a language and its core library therefore differs from language to language. Indeed, some languages are designed so that the meanings of certain syntactic constructs cannot even be described without referring to the core library. For example, in Java, a string literal is defined as an instance of the java.lang.String class; similarly, in Smalltalk, an anonymous function expression (a "block") constructs an instance of the library's BlockContext class. Conversely, Scheme contains multiple coherent subsets that suffice to construct the rest of the language as library macros, and so the language designers do not even bother to say which portions of the language must be implemented as language constructs, and which must be implemented as parts of a library.


          


          Practice


          A language's designers and users must construct a number of artifacts that govern and enable the practice of programming. The most important of these artifacts are the language specification and implementation.


          


          Specification


          The specification of a programming language is intended to provide a definition that the language users and the implementors can use to determine whether the behaviour of a program is correct, given its source code.


          A programming language specification can take several forms, including the following:


          
            	An explicit definition of the syntax, static semantics, and execution semantics of the language. While syntax is commonly specified using a formal grammar, semantic definitions may be written in natural language (e.g., the C language), or a formal semantics (e.g., the Standard ML and Scheme specifications).


            	A description of the behaviour of a translator for the language (e.g., the C++ and Fortran specifications). The syntax and semantics of the language have to be inferred from this description, which may be written in natural or a formal language.


            	A reference or model implementation, sometimes written in the language being specified (e.g., Prolog or ANSI REXX). The syntax and semantics of the language are explicit in the behaviour of the reference implementation.

          


          


          Implementation


          An implementation of a programming language provides a way to execute that program on one or more configurations of hardware and software. There are, broadly, two approaches to programming language implementation: compilation and interpretation. It is generally possible to implement a language using either technique.


          The output of a compiler may be executed by hardware or a program called an interpreter. In some implementations that make use of the interpreter approach there is no distinct boundary between compiling and interpreting. For instance, some implementations of the BASIC programming language compile and then execute the source a line at a time.


          Programs that are executed directly on the hardware usually run several orders of magnitude faster than those that are interpreted in software.


          One technique for improving the performance of interpreted programs is just-in-time compilation. Here the virtual machine, just before execution, translates the blocks of bytecode which are going to be used to machine code, for direct execution on the hardware.


          


          History


          
            [image: A selection of textbooks that teach programming, in languages both popular and obscure. These are only a few of the thousands of programming languages and dialects that have been designed in history.]
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          Early developments


          The first programming languages predate the modern computer. The 19th century had "programmable" looms and player piano scrolls which implemented what are today recognized as examples of domain-specific programming languages. By the beginning of the twentieth century, punch cards encoded data and directed mechanical processing. In the 1930s and 1940s, the formalisms of Alonzo Church's lambda calculus and Alan Turing's Turing machines provided mathematical abstractions for expressing algorithms; the lambda calculus remains influential in language design.


          In the 1940s, the first electrically powered digital computers were created. The first high-level programming language to be designed for a computer was Plankalkl, developed for the German Z3 by Konrad Zuse between 1943 and 1945.


          The computers of the early 1950s, notably the UNIVAC I and the IBM 701 used machine language programs. First generation machine language programming was quickly superseded by a second generation of programming languages known as Assembly languages. Later in the 1950s, assembly language programming, which had evolved to include the use of macro instructions, was followed by the development of three higher-level programming languages: FORTRAN, LISP, and COBOL. Updated versions of all of these are still in general use, and each has strongly influenced the development of later languages. At the end of the 1950s, the language formalized as Algol 60 was introduced, and most later programming languages are, in many respects, descendants of Algol. The format and use of the early programming languages was heavily influenced by the constraints of the interface.


          


          Refinement


          The period from the 1960s to the late 1970s brought the development of the major language paradigms now in use, though many aspects were refinements of ideas in the very first Third-generation programming languages:


          
            	APL introduced array programming and influenced functional programming.


            	PL/I (NPL) was designed in the early 1960s to incorporate the best ideas from FORTRAN and COBOL.


            	In the 1960s, Simula was the first language designed to support object-oriented programming; in the mid-1970s, Smalltalk followed with the first "purely" object-oriented language.


            	C was developed between 1969 and 1973 as a systems programming language, and remains popular.


            	Prolog, designed in 1972, was the first logic programming language.


            	In 1978, ML built a polymorphic type system on top of Lisp, pioneering statically typed functional programming languages.

          


          Each of these languages spawned an entire family of descendants, and most modern languages count at least one of them in their ancestry.


          The 1960s and 1970s also saw considerable debate over the merits of structured programming, and whether programming languages should be designed to support it. Edsger Dijkstra, in a famous 1968 letter published in the Communications of the ACM, argued that GOTO statements should be eliminated from all "higher level" programming languages.


          The 1960s and 1970s also saw expansion of techniques that reduced the footprint of a program as well as improved productivity of the programmer and user. The card deck for an early 4GL was a lot smaller for the same functionality expressed in a 3GL deck.


          


          Consolidation and growth


          The 1980s were years of relative consolidation. C++ combined object-oriented and systems programming. The United States government standardized Ada, a systems programming language intended for use by defense contractors. In Japan and elsewhere, vast sums were spent investigating so-called "fifth generation" languages that incorporated logic programming constructs. The functional languages community moved to standardize ML and Lisp. Rather than inventing new paradigms, all of these movements elaborated upon the ideas invented in the previous decade.


          One important trend in language design during the 1980s was an increased focus on programming for large-scale systems through the use of modules, or large-scale organizational units of code. Modula-2, Ada, and ML all developed notable module systems in the 1980s, although other languages, such as PL/I, already had extensive support for modular programming. Module systems were often wedded to generic programming constructs.


          The rapid growth of the Internet in the mid-1990's created opportunities for new languages. Perl, originally a Unix scripting tool first released in 1987, became common in dynamic Web sites. Java came to be used for server-side programming. These developments were not fundamentally novel, rather they were refinements to existing languages and paradigms, and largely based on the C family of programming languages.


          Programming language evolution continues, in both industry and research. Current directions include security and reliability verification, new kinds of modularity ( mixins, delegates, aspects), and database integration.


          The 4GLs are examples of languages which are domain-specific, such as SQL, which manipulates and returns sets of data rather than the scalar values which are canonical to most programming languages. Perl, for example, with its ' here document' can hold multiple 4GL programs, as well as multiple JavaScript programs, in part of its own perl code and use variable interpolation in the 'here document' to support multi-language programming.


          


          Measuring language usage


          It is difficult to determine which programming languages are most widely used, and what usage means varies by context. One language may occupy the greater number of programmer hours, a different one have more lines of code, and a third utilize the most CPU time. Some languages are very popular for particular kinds of applications. For example, COBOL is still strong in the corporate data centre, often on large mainframes; FORTRAN in engineering applications; C in embedded applications and operating systems; and other languages are regularly used to write many different kinds of applications.


          Various methods of measuring language popularity, each subject to a different bias over what is measured, have been proposed:


          
            	counting the number of job advertisements that mention the language


            	the number of books sold that teach or describe the language


            	estimates of the number of existing lines of code written in the languagewhich may underestimate languages not often found in public searches


            	counts of language references found using a web search engine.

          


          


          Taxonomies


          There is no overarching classification scheme for programming languages. A given programming language does not usually have a single ancestor language. Languages commonly arise by combining the elements of several predecessor languages with new ideas in circulation at the time. Ideas that originate in one language will diffuse throughout a family of related languages, and then leap suddenly across familial gaps to appear in an entirely different family.


          The task is further complicated by the fact that languages can be classified along multiple axes. For example, Java is both an object-oriented language (because it encourages object-oriented organization) and a concurrent language (because it contains built-in constructs for running multiple threads in parallel). Python is an object-oriented scripting language.


          In broad strokes, programming languages divide into programming paradigms and a classification by intended domain of use. Paradigms include procedural programming, object-oriented programming, functional programming, and logic programming; some languages are hybrids of paradigms or multi-paradigmatic. An assembly language is not so much a paradigm as a direct model of an underlying machine architecture. By purpose, programming languages might be considered general purpose, system programming languages, scripting languages, domain-specific languages, or concurrent/distributed languages (or a combination of these). Some general purpose languages were designed largely with educational goals.


          A programming language may also be classified by factors unrelated to programming paradigm. For instance, most programming languages use English language keywords, while a minority do not. Other languages may be classified as being esoteric or not.
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          Project Vanguard was a program managed by the United States Naval Research Laboratory (NRL), which intended to launch the first artificial satellite into Earth orbit using a Vanguard rocket as the launch vehicle.


          In response to the surprise launch of Sputnik 1 on October 4, 1957, the U.S. restarted the Explorer program, which had been proposed earlier by the Army Ballistic Missile Agency (ABMA). Together with the Jet Propulsion Laboratory (JPL), ABMA built Explorer 1 in 84 days and launched it on January 31, 1958. Before work was completed, however, the Soviet Union launched a second satellite, Sputnik 2, on November 3, 1957. Meanwhile the spectacular televised failure of Vanguard TV3 on December 6, 1957 deepened American dismay over the country's position in the Space Race.


          On March 17, 1958, Vanguard 1 became the second artificial satellite successfully placed in Earth orbit by the United States. It was the first solar-powered satellite. Just 152 mm (6 in) in diameter and weighing just 1.4 kg (3 lb), Vanguard I was described by then- Soviet Premier Nikita Khrushchev as, "The grapefruit satellite."


          Vanguard 1 is the oldest artificial satellite still in space. Vanguard's predecessors, Sputnik 1, Sputnik 2 and Explorer 1 have fallen out of orbit.


          


          Project history


          As part of planning for the International Geophysical Year (19571958), the U.S. publicly undertook to place an artificial satellite with a scientific experiment into orbit around the Earth.


          


          The three services' proposals


          Proposals to do this were presented by the United States Air Force, the United States Army, and the United States Navy. The Army Ballistic Missile Agency (ABMA) under Dr. Wernher von Braun had suggested using a modified Redstone rocket (see: Juno I) while the Air Force had proposed using the Atlas rocket, which did not yet exist. The Navy proposed designing a rocket system based on the Viking and Aerobee rocket systems, for the purposes of launching the first US satellite.


          The Air Force proposal was not seriously considered, as Atlas development was years behind the other vehicles. Among other limitations, the Army submission focused on the vehicle, while a payload was assumed to become available from JPL, and the network of ground tracking stations was assumed to be a Navy project. Meanwhile, the NRL proposal detailed all three aspects of the mission.


          In August 1955, the DOD Committee on Special Capabilities chose the Navy's proposal as it appeared most likely, by spring 1958, to fulfill the following:


          
            	1) place a satellite in orbit during the IGY


            	2) accomplish a scientific experiment in orbit


            	3) track the satellite and ensure its attainment of orbit

          


          Another consideration was that the Navy proposal used civilian sounding rockets rather than military missiles, which were considered inappropriate for peaceful scientific exploration. What went unstated at the time was that the US already had a covert satellite program underway, WS-117, which was developing the ability to launch spy satellites using USAF Thor IRBMs. The US government was concerned that the Soviets would object to military satellites overflying the Soviet Union as they had to many aircraft incursions and the balloons of the Genetrix project. The idea was that if a clearly "civilian" and 'scientific' satellite went up first, the Soviets might not object, and thus the precedent would be established that 'space' was above national boundaries.


          Designated Project Vanguard, the program was placed under Navy management and DoD monitorship. The Naval Research Laboratory (NRL) in Washington was given overall responsibility, while initial funding came from the National Science Foundation. The director was John P. Hagen (19081990), an astronomer who in 1958 would become the assistant director of space flight development with the formation of NASA . The initial 1.4 kg spherical Vanguard satellites (designated "Test Vehicles" prior to launch) were built at the NRL, and contained as their payload seven mercury cell batteries in a hermetically sealed container, two tracking radio transmitters, a temperature sensitive crystal, and six clusters of solar cells on the surface of the sphere.


          NRL was also responsible for developing the launch vehicles, developing and installing the satellite tracking system, and designing, constructing, and testing the satellites. The tracking system was called Minitrack. The Minitrack stations, designed by NRL but subcontracted to the Army Corps of Engineers, were along a North-South line running along the east coast of North America and the west coast of South America. Minitrack was the forerunner of another NRL-developed system called NAVSPASUR, which remains operational today under the control of the Air Force and is a major producer of spacecraft tracking data.


          


          Sputnik and Explorer 1
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          On October 4, 1957, the Vanguard team learned of the launch of Sputnik 1 by the USSR while still working on a test vehicle (TV-2) designed to test the first stage of their launcher rocket. After the Soviet Union launched Sputnik 2, on November 3, 1957, then Secretary of Defense Neil H. McElroy directed the Army to use the Juno I and launch a satellite. At 11:45 AM on December 6, an attempt was made to launch TV-3. The rocket rose about four feet (1.2 m) into the air when the engine injectors failed. Deprived of its thrust the rocket immediately sank back down to the launch pad and exploded. The payload nosecone detached in the process and landed free of the exploding rocket. The satellite was too damaged for further use; it now resides in the National Air and Space Museum. On February 1, 1958, the ABMA managed to launch the Explorer 1 satellite.


          On March 17, 1958, the program successfully launched the Vanguard satellite TV-4. TV-4 achieved a stable orbit with an apogee of 3,969 kilometers (2466 mi) and a perigee of 650 kilometers (404 mi); it was estimated that it would remain in orbit for 240 years, and Vanguard 1 remains the oldest human-made satellite still in orbit at this time. The radio continued to transmit until 1964, and tracking data obtained with this satellite revealed that Earth is not quite a perfect sphere - it is elevated at the North Pole and flattened at the South Pole. The Vanguard program was transferred to NASA when that agency was created in mid-1958. The program ended with the launch of Vanguard 3 in 1959.


          In late 1958, with responsibility for Project Vanguard having been transferred to NASA, the nucleus of the Goddard Space Flight Centre was formed. After the transfer, NRL rebuilt their spacecraft technology capability and have developed some 87 satellites over the past 40 years for the Navy, DoD and NASA.


          


          Accomplishments


          Vanguard met 100 percent of its scientific objectives, providing a wealth of information on the size and shape of the Earth, air density, temperature ranges, and micrometeorite impact. It demonstrated that the Earth is slightly pear-shaped, not perfectly round; corrected ideas about the atmosphere's density at high altitudes and improved the accuracy of world maps.


          NRL space scientists say that the Vanguard 1 program introduced much of the technology that has since been applied in later U.S. satellite programs, from rocket launching to satellite tracking. For example, it validated in flight that solar cells could be used for several years to power radio transmitters. Vanguard's solar cells operated for about seven years, while conventional batteries used to power another on-board transmitter lasted only 20 days.


          Although Vanguard's solar-powered "voice" became silent in 1964, it continues to serve the scientific community. Ground-based optical tracking of the now-inert Vanguards continues to provide information about the effects of the Sun, Moon and atmosphere on satellite orbits. Vanguard I marked its 49th year in space on March 17, 2007. In the years following its launch, the small satellite has made more than 178,061 revolutions of the Earth and traveled over 9.4 billion kilometers (5.1 billion nautical miles).


          The Vanguard Satellite Launch Vehicle (the term was invented for the operation SLV models, as opposed to the Test Vehicle TV versions) of the first generation. It was a much smaller and lighter launcher than the Jupiter-C (Redstone) which launched the Explorer satellites, or the immense R-7 that the Soviets used to launch the early Sputniks.


          


          Launch history
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              Vanguard rocket explodes seconds after launch at Cape Canaveral (December 6, 1957).
            

          


          
            	Test vehicle launches

          


          The first Vanguard flight, a successful suborbital test of the TV-0 single-stage vehicle, was launched on December 8 1956. On May 1, 1957, the two-stage test vehicle TV-1 was successfully launched. Vanguard TV-2, another suborbital test, was launched October 23, 1957.


          The Vanguard rocket launched three satellites out of eleven launch attempts:


          
            	Vanguard TV3 - December 6, 1957 - Failed to orbit 1.36 kg (3 lb) satellite


            	Vanguard TV3 Backup - February 5, 1958 - Failed to orbit 1.36 kg (3 lb) satellite


            	Vanguard 1 - March 17, 1958 - Orbited 1.47 kg (3.25 lb) satellite


            	Vanguard TV5 - April 28, 1958 - Failed to orbit 9.98 kg (22 lb) satellite


            	Vanguard SLV 1 - May 27, 1958 - Failed to orbit 9.98 kg (22 lb) satellite


            	Vanguard SLV 2 - June 26, 1958 - Failed to orbit 9.98 kg (22 lb) satellite


            	Vanguard SLV 3 - September 26, 1958 - Failed to orbit 9.98 kg (22 lb) satellite


            	Vanguard 2 - February 17, 1959 - Orbited 10.8 kg (23.7 lb) satellite


            	Vanguard SLV 5 - April 13, 1959 - Failed to orbit 10.3 kg (22 lb 11 oz) satellite


            	Vanguard SLV 6 - June 22, 1959 - Failed to orbit 10.3 kg (22 lb 11 oz) satellite


            	Vanguard 3 - September 18, 1959 - Orbited 22.7 kg (50 lb) satellite
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              	General
            


            
              	Name, Symbol, Number

              	promethium, Pm, 61
            


            
              	Element category

              	lanthanides
            


            
              	Group, Period, Block

              	n/a, 6, f
            


            
              	Appearance

              	metallic
            


            
              	Standard atomic weight

              	[145] (0) gmol1
            


            
              	Electron configuration

              	[Xe] 4f5 6s2
            


            
              	Electrons per shell

              	2, 8, 18, 23, 8, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	7.26 gcm3
            


            
              	Melting point

              	1315 K

              (1042 C, 1908 F)
            


            
              	Boiling point

              	3273 K

              (3000 C, 5432 F)
            


            
              	Heat of fusion

              	7.13  kJmol1
            


            
              	Heat of vaporization

              	289  kJmol1
            


            
              	Atomic properties
            


            
              	Crystal structure

              	hexagonal
            


            
              	Oxidation states

              	3

              (mildly basic oxide)
            


            
              	Electronegativity

              	? 1.13 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 540  kJmol1
            


            
              	2nd: 1050 kJmol1
            


            
              	3rd: 2150 kJmol1
            


            
              	Atomic radius

              	185  pm
            


            
              	Atomic radius (calc.)

              	205 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	no data
            


            
              	Electrical resistivity

              	( r.t.) est. 0.75 m
            


            
              	Thermal conductivity

              	(300K) 17.9 Wm1K1
            


            
              	Thermal expansion

              	( r.t.) (, poly)

              est. 11 m/(mK)
            


            
              	Young's modulus

              	( form) est. 46 GPa
            


            
              	Shear modulus

              	( form) est. 18 GPa
            


            
              	Bulk modulus

              	( form) est. 33 GPa
            


            
              	Poisson ratio

              	( form) est. 0.28
            


            
              	CAS registry number

              	7440-12-2
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of promethium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	145Pm

                    	syn

                    	17.7 y

                    	

                    	0.163

                    	145Nd
                  


                  
                    	146Pm

                    	syn

                    	5.53 y

                    	

                    	1.472

                    	146Nd
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                    	1.542

                    	146Sm
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          Promethium (pronounced /prəˈmiːiəm/, /proʊˈmiːiəm/) is a chemical element with the symbol Pm and atomic number 61. It is notable for being the only other radioactive element besides technetium which is followed by chemical elements that have stable isotopes.


          


          Characteristics


          Promethium's longest lived isotope 145Pm is a soft beta emitter with a half-life of 17.7 years. It does not emit gamma rays, but beta particles impinging on elements of high atomic numbers can generate X-rays, and a sample of 145Pm does produce some such soft X-ray radiation in addition to beta particles.


          Pure promethium exists in two allotropic forms, and its chemistry is similar to other lanthanides. Promethium salts luminesce in the dark with a pale blue or greenish glow, due to their high radioactivity. Promethium can be found in traces in some uranium ores, as a fission product. Newly made promethium is also seen in the spectra of some stars.


          


          Applications


          Uses for promethium include:


          
            	As a beta radiation source for thickness gauges.


            	As a light source for signals that require reliable, independent operation (using phosphor to absorb the beta radiation and produce light).


            	In a nuclear battery in which photocells convert the light into electric current, yielding a useful life of about five years, using Pm-147.


            	Promethium(III) chloride (PmCl3) mixed with zinc sulfide (ZnS) was used for time as a major luminous paint for watches after radium was discontinued. This mixture is still occasionally used for some luminous paint applications (though most such uses with radioactive materials have switched to tritium for safety reasons).


            	Promethium has a possible future uses in portable X-ray sources, and as auxiliary heat or power sources for space probes and satellites (although the alpha emitter plutonium-238 has become standard for most space-exploration related uses  see Radioisotope thermoelectric generators).

          


          


          History


          The existence of promethium was first predicted by Bohuslav Brauner in 1902; this prediction was supported by Henry Moseley in 1914, who found a gap for a missing element which would have atomic number 61, but was unknown (however, Moseley of course had no sample of the element to verify this). Several groups claimed to have produced the element, but they could not confirm their discoveries because of the difficulty of separating promethium from other elements. Promethium was first produced and proved to exist at Oak Ridge National Laboratory (ORNL) in 1945 by Jacob A. Marinsky, Lawrence E. Glendenin and Charles D. Coryell by separation and analysis of the fission products of uranium fuel irradiated in the Graphite Reactor; however, being too busy with defense-related research during World War II, they did not announce their discovery until 1947. The name promethium is derived from Prometheus, the Titan, in Greek mythology, who stole the fire from Mount Olympus and brought it down to mankind. The name was suggested by Grace Mary Coryell, Charles Coryell's wife, who felt that they were stealing fire from the gods.


          In 1963, ion-exchange methods were used at ORNL to prepare about 10grams of promethium from nuclear reactor fuel processing wastes.


          Today, promethium is still recovered from the byproducts of uranium fission; it can also be produced by bombarding 146Nd with neutrons, turning it into 147Nd which decays into 147Pm through beta decay with a half-life of 11 days.


          


          Occurrence


          Promethium can be formed in nature as a product of spontaneous fission of uranium-238 and alpha decay of europium-151. Only trace amounts can be found in naturally occurring ores: a sample of pitchblende has been found to contain promethium at a concentration of four parts per quintillion (1018) by mass. It was calculated that the equilibrium mass of promethium in the earth crust is about 560 g due to uranium fission and about 12 g due to the recently observed alpha decay of europium-151


          Promethium has also been identified in the spectrum of the star HR 465 in Andromeda, and possibly HD 101065 ( Przybylski's star) and HD 965.


          


          Compounds


          Promethium compounds include:


          
            	Chlorides

              
                	PmCl3

              

            


            	Bromides

              
                	PmBr3

              

            


            	Oxides

              
                	Pm2O3

              

            

          


          


          Isotopes


          Thirty-six radioisotopes of promethium have been characterized, with the most stable being 145Pm with a half-life of 17.7 years, 146Pm with a half-life of 5.53 years, and 147Pm with a half-life of 2.6234 years. All of the remaining radioactive isotopes have half-lives that are less than 364 days, and the majority of these have half lives that are less than 27 seconds. This element also has 11 meta states with the most stable being 148Pmm (T 41.29 days), 152Pmm2 (T 13.8 minutes) and 152Pmm (T 7.52 minutes).


          The isotopes of promethium range in atomic weight from 127.9482600 u (128Pm) to 162.9535200 u (163Pm). The primary decay mode before the longest-lived isotope, 145Pm, is electron capture, and the primary mode after is beta minus decay. The primary decay products before 145Pm are neodymium (Nd) isotopes and the primary products after are samarium (Sm) isotopes.


          


          Stability of promethium isotopes


          Besides technetium, promethium is one of the two elements with atomic number less than 83 that have only unstable isotopes, which is a rarely occurring effect of the liquid drop model and stabilities of neighbour element isotopes.


          


          Precautions


          Promethium must be handled with great care because of its high radioactivity. In particular, promethium can emit X-rays during its beta decay. Its half-life is less than that of plutonium-239 by a factor of about 1350, and its biological toxicity is correspondingly higher. Promethium has no biological role.
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          Propaganda is a concerted set of messages aimed at influencing the opinions or behaviors of large numbers of people. As opposed to impartially providing information, propaganda in its most basic sense presents information in order to influence its audience. Propaganda often presents facts selectively (thus lying by omission) to encourage a particular synthesis, or gives loaded messages in order to produce an emotional rather than rational response to the information presented. The desired result is a change of the cognitive narrative of the subject in the target audience to further a political agenda.


          
            
              Propaganda is the deliberate, systematic attempt to shape perceptions, manipulate cognitions, and direct behaviour to achieve a response that furthers the desired intent of the propagandist.

            


            
              Garth S. Jowett and Victoria O'Donnell,Propaganda and Persuasion
            

          


          


          Etymology


          The word originates from the Latin name Congregatio de Propaganda Fide ("Congregation for the Spreading of the Faith") of a congregation founded by Pope Gregory XV in 1622. This department of the pontifical administration was charged with the spread of Catholicism and with the regulation of ecclesiastical affairs in mission territory.


          The Latin adjective propaganda, which is a form of the gerundive of the verb propago (from pro- "forth" + *pag-, root of pangere "to fasten"), means "that which is to be spread" and does not carry a connotation of information, misleading or otherwise. The modern sense dates from World War I, when the term evolved to be mainly associated with politics.
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          Types


          


          Propaganda shares techniques with advertising and public relations. Advertising and public relations can be thought of as propaganda that promotes a commercial product or shapes the perception of an organization, person or brand, though in post-World War II usage the word "propaganda" more typically refers to political or nationalist uses of these techniques or to the promotion of a set of ideas, since the term had gained a pejorative meaning, which commercial and government entities couldnt accept. The refusal phenomenon was eventually to be seen in politics itself by the substitution of political marketing and other designations for political propaganda.


          Propaganda was often used to influence opinions and beliefs on religious issues, particularly during the split between the Catholic Church and the Protestants. Propaganda has become more common in political contexts, in particular to refer to certain efforts sponsored by governments, political groups, but also often covert interests. In the early 20th century the term propaganda was also used by the founders of the nascent public relations industry to describe their activities. This usage died out around the time of World War II, as the industry started to avoid the word, given the pejorative connotation it had acquired.


          Literally translated from the Latin gerundive as "things which must be disseminated", in some cultures the term is neutral or even positive, while in others the term has acquired a strong negative connotation. The connotations of the term "propaganda" can also vary over time. For example, in Portuguese and some Spanish language speaking countries, particularly in the Southern Cone, the word "propaganda" usually refers to the most common manipulative media  "advertising".


          In English, "propaganda" was originally a neutral term used to describe the dissemination of information in favour of any given cause. During the 20th century, however, the term acquired a thoroughly negative meaning in western countries, representing the intentional dissemination of often false, but certainly "compelling" claims to support or justify political actions or ideologies. This redefinition arose because both the Soviet Union and Germany's government under Hitler admitted explicitly to using propaganda favoring, respectively, communism and fascism, in all forms of public expression. As these ideologies were antipathetic to liberal western societies, the negative feelings toward them came to be projected into the word "propaganda" itself.


          
            
              	"Propaganda is neutrally defined as a systematic form of purposeful persuasion that attempts to influence the emotions, attitudes, opinions, and actions of specified target audiences for ideological, political or commercial purposes through the controlled transmission of one-sided messages (which may or may not be factual) via mass and direct media channels. A propaganda organization employs propagandists who engage in propagandismthe applied creation and distribution of such forms of persuasion."

              Richard Alan Nelson, A Chronology and Glossary of Propaganda in the United States, 1996
            

          


          Roderick Hindery argues that propaganda exists on the political left, and right, and in mainstream centrist parties. Hindery further argues that debates about most social issues can be productively revisited in the context of asking "what is or is not propaganda?" Not to be overlooked is the link between propaganda, indoctrination, and terrorism/counterterrorism. She argues that threats to destroy are often as socially disruptive as physical devastation itself.


          
            [image: A series of American propaganda posters during World War II appealed to servicemen's patriotism to protect themselves from venereal disease. The text at the bottom of the poster reads, "You can't beat the Axis if you get VD".]

            
              A series of American propaganda posters during World War II appealed to servicemen's patriotism to protect themselves from venereal disease. The text at the bottom of the poster reads, "You can't beat the Axis if you get VD".
            

          


          Propaganda also has much in common with public information campaigns by governments, which are intended to encourage or discourage certain forms of behaviour (such as wearing seat belts, not smoking, not littering and so forth). Again, the emphasis is more political in propaganda. Propaganda can take the form of leaflets, posters, TV and radio broadcasts and can also extend to any other medium. In the case of the United States, there is also an important legal (imposed by law) distinction between advertising (a type of overt propaganda) and what the Government Accountability Office (GAO), an arm of the United States Congress, refers to as "covert propaganda."


          Journalistic theory generally holds that news items should be objective, giving the reader an accurate background and analysis of the subject at hand. On the other hand, advertisements evolved from the traditional commercial advertisements to include also a new type in the form of paid articles or broadcasts disguised as news. These generally present an issue in a very subjective and often misleading light, primarily meant to persuade rather than inform. Normally they use only subtle propaganda techniques and not the more obvious ones used in traditional commercial advertisements. If the reader believes that a paid advertisement is in fact a news item, the message the advertiser is trying to communicate will be more easily "believed" or "internalized."


          Such advertisements are considered obvious examples of "covert" propaganda because they take on the appearance of objective information rather than the appearance of propaganda, which is misleading. Federal law specifically mandates that any advertisement appearing in the format of a news item must state that the item is in fact a paid advertisement. The Bush Administration has been criticized for allegedly producing and disseminating covert propaganda in the form of television programs, aired in the United States, which appeared to be legitimate news broadcasts and did not include any information signifying that the programs were not generated by a private-sector news source.
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          Propaganda, in a narrower use of the term, connotes deliberately false or misleading information that supports or furthers a political (but not only) cause or the interests of those with power. The propagandist seeks to change the way people understand an issue or situation for the purpose of changing their actions and expectations in ways that are desirable to the interest group. Propaganda, in this sense, serves as a corollary to censorship in which the same purpose is achieved, not by filling people's minds with approved information, but by preventing people from being confronted with opposing points of view. What sets propaganda apart from other forms of advocacy is the willingness of the propagandist to change people's understanding through deception and confusion rather than persuasion and understanding. The leaders of an organization know the information to be one sided or untrue, but this may not be true for the rank and file members who help to disseminate the propaganda.


          More in line with the religious roots of the term, it is also used widely in the debates about new religious movements (NRMs), both by people who defend them and by people who oppose them. The latter pejoratively call these NRMs cults. Anti-cult activists and countercult activists accuse the leaders of what they consider cults of using propaganda extensively to recruit followers and keep them. Some social scientists, such as the late Jeffrey Hadden, and CESNUR affiliated scholars accuse ex-members of "cults" who became vocal critics and the anti-cult movement of making these unusual religious movements look bad without sufficient reasons.


          Propaganda is a powerful weapon in war; it is used to dehumanize and create hatred toward a supposed enemy, either internal or external, by creating a false image in the mind. This can be done by using derogatory or racist terms, avoiding some words or by making allegations of enemy atrocities. Most propaganda wars require the home population to feel the enemy has inflicted an injustice, which may be fictitious or may be based on facts. The home population must also decide that the cause of their nation is just.
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          Propaganda is also one of the methods used in psychological warfare, which may also involve false flag operations. The term propaganda may also refer to false information meant to reinforce the mindsets of people who already believe as the propagandist wishes. The assumption is that, if people believe something false, they will constantly be assailed by doubts. Since these doubts are unpleasant (see cognitive dissonance), people will be eager to have them extinguished, and are therefore receptive to the reassurances of those in power. For this reason propaganda is often addressed to people who are already sympathetic to the agenda. This process of reinforcement uses an individual's predisposition to self-select "agreeable" information sources as a mechanism for maintaining control.


          Propaganda can be classified according to the source and nature of the message. White propaganda generally comes from an openly identified source, and is characterized by gentler methods of persuasion, such as standard public relations techniques and one-sided presentation of an argument. Black propaganda is identified as being from one source, but is in fact from another. This is most commonly to disguise the true origins of the propaganda, be it from an enemy country or from an organization with a negative public image. Grey propaganda is propaganda without any identifiable source or author. A major application of grey propaganda is making enemies believe falsehoods using straw arguments: As phase one, to make someone believe "A", one releases as grey propaganda "B", the opposite of "A". In phase two, "B" is discredited using some strawman. The enemy will then assume "A" to be true.


          In scale, these different types of propaganda can also be defined by the potential of true and correct information to compete with the propaganda. For example, opposition to white propaganda is often readily found and may slightly discredit the propaganda source. Opposition to grey propaganda, when revealed (often by an inside source), may create some level of public outcry. Opposition to black propaganda is often unavailable and may be dangerous to reveal, because public cognizance of black propaganda tactics and sources would undermine or backfire the very campaign the black propagandist supported.
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          Propaganda may be administered in insidious ways. For instance, disparaging disinformation about the history of certain groups or foreign countries may be encouraged or tolerated in the educational system. Since few people actually double-check what they learn at school, such disinformation will be repeated by journalists as well as parents, thus reinforcing the idea that the disinformation item is really a "well-known fact", even though no one repeating the myth is able to point to an authoritative source. The disinformation is then recycled in the media and in the educational system, without the need for direct governmental intervention on the media. Such permeating propaganda may be used for political goals: by giving citizens a false impression of the quality or policies of their country, they may be incited to reject certain proposals or certain remarks or ignore the experience of others. See also: black propaganda, marketing, advertising 


          Techniques


          Common media for transmitting propaganda messages include news reports, government reports, historical revision, junk science, books, leaflets, movies, radio, television, and posters. In the case of radio and television, propaganda can exist on news, current-affairs or talk-show segments, as advertising or public-service announce "spots" or as long-running advertorials. Propaganda campaigns often follow a strategic transmission pattern to indoctrinate the target group. This may begin with a simple transmission such as a leaflet dropped from a plane or an advertisement. Generally these messages will contain directions on how to obtain more information, via a web site, hot line, radio program, et cetera (as it is seen also for selling purposes among other goals). The strategy intends to initiate the individual from information recipient to information seeker through reinforcement, and then from information seeker to opinion leader through indoctrination.


          Number of techniques which are based on social psychological research are used to generate propaganda. Many of these same techniques can be found under logical fallacies, since propagandists use arguments that, while sometimes convincing, are not necessarily valid.


          Some time has been spent analyzing the means by which propaganda messages are transmitted. That work is important but it is clear that information dissemination strategies only become propaganda strategies when coupled with propagandistic messages. Identifying these messages is a necessary prerequisite to study the methods by which those messages are spread. Below are a number of techniques for generating propaganda:
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            	Ad hominem

          


          
            	A Latin phrase which has come to mean attacking your opponent, as opposed to attacking their arguments.

          


          
            	Ad nauseam

          


          
            	This argument approach uses tireless repetition of an idea. An idea, especially a simple slogan, that is repeated enough times, may begin to be taken as the truth. This approach works best when media sources are limited and controlled by the propagator.

          


          
            	Appeal to authority

          


          
            	Appeals to authority cite prominent figures to support a position, idea, argument, or course of action.

          


          
            	Appeal to fear

          


          
            	Appeals to fear seek to build support by instilling anxieties and panic in the general population, for example, Joseph Goebbels exploited Theodore Kaufman's Germany Must Perish! to claim that the Allies sought the extermination of the German people.

          


          
            	Appeal to prejudice

          


          
            	Using loaded or emotive terms to attach value or moral goodness to believing the proposition. For example, the phrase: "Any hard-working taxpayer would have to agree that those who do not work, and who do not support the community do not deserve the community's support through social assistance."

          


          
            	Bandwagon

          


          
            	
              Bandwagon and "inevitable-victory" appeals attempt to persuade the target audience to join in and take the course of action that "everyone else is taking."

              
                	Inevitable victory: invites those not already on the bandwagon to join those already on the road to certain victory. Those already or at least partially on the bandwagon are reassured that staying aboard is their best course of action.


                	Join the crowd: This technique reinforces people's natural desire to be on the winning side. This technique is used to convince the audience that a program is an expression of an irresistible mass movement and that it is in their best interest to join.

              

            

          


          
            	Black-and-White fallacy

          


          
            	Presenting only two choices, with the product or idea being propagated as the better choice. (e.g., "You are either with us, or you are with the enemy")

          


          
            	Beautiful people

          


          
            	The type of propaganda that deals with famous people or depicts attractive, happy people. This makes other people think that if they buy a product or follow a certain ideology, they too will be happy or successful. (This is more used in advertising for products, instead of political reasons)

          


          
            	Big Lie

          


          
            	The repeated articulation of a complex of events that justify subsequent action. The descriptions of these events have elements of truth, and the "big lie" generalizations merge and eventually supplant the public's accurate perception of the underlying events. After World War I the German Stab in the back explanation of the cause of their defeat became a justification for Nazi re-militarization and revanchist aggression. According to Robert Conquest, Soviet authorities also adopted this Hitler's propaganda technique to deny artificial famines in the Soviet Union and the existence of Gulag labor camp system.

          


          
            	Common man

          


          
            	The "'plain folks'" or "common man" approach attempts to convince the audience that the propagandist's positions reflect the common sense of the people. It is designed to win the confidence of the audience by communicating in the common manner and style of the target audience. Propagandists use ordinary language and mannerisms (and clothe their message in face-to-face and audiovisual communications) in attempting to identify their point of view with that of the average person. For example, a propaganda leaflet may make an argument on a macroeconomic issue, such as unemployment insurance benefits, using everyday terms: "given that the country has little money during this recession, we should stop paying unemployment benefits to those who do not work, because that is like maxing out all your credit cards during a tight period, when you should be tightening your belt."

          


          
            	Demonizing the enemy

          


          
            	Making individuals from the opposing nation, from a different ethnic group, or those who support the opposing viewpoint appear to be subhuman (e.g., the Vietnam War-era term "gooks" for National Front for the Liberation of South Vietnam aka Vietcong, (or 'VC') soldiers), worthless, or immoral, through suggestion or false accusations.
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            	Direct order

          


          
            	This technique hopes to simplify the decision making process by using images and words to tell the audience exactly what actions to take, eliminating any other possible choices. Authority figures can be used to give the order, overlapping it with the Appeal to authority technique, but not necessarily. The Uncle Sam "I want you" image is an example of this technique.

          


          
            	Euphoria

          


          
            	The use of an event that generates euphoria or happiness, or using an appealing event to boost morale. Euphoria can be created by declaring a holiday, making luxury items available, or mounting a military parade with marching bands and patriotic messages.

          


          
            	Disinformation

          


          
            	The creation or deletion of information from public records, in the purpose of making a false record of an event or the actions of a person or organization, including outright forgery of photographs, motion pictures, broadcasts, and sound recordings as well as printed documents.

          


          
            	Flag-waving

          


          
            	An attempt to justify an action on the grounds that doing so will make one more patriotic, or in some way benefit a group, country, or idea. The feeling of patriotism which this technique attempts to inspire may not necessarily diminish or entirely omit one's capability for rational examination of the matter in question.
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            	Glittering generalities

          


          
            	Glittering generalities are emotionally appealing words applied to a product or idea, but which present no concrete argument or analysis. A famous example is the campaign slogan "Ford has a better idea!"

          


          
            	Half-truth

          


          
            	A half-truth is a deceptive statement which may come in several forms and includes some element of truth. The statement might be partly true, the statement may be totally true but only part of the whole truth, or it may utilize some deceptive element, such as improper punctuation, or double meaning, especially if the intent is to deceive, evade blame or misrepresent the truth.

          


          
            	Intentional vagueness

          


          
            	Generalities are deliberately vague so that the audience may supply its own interpretations. The intention is to move the audience by use of undefined phrases, without analyzing their validity or attempting to determine their reasonableness or application. The intent is to cause people to draw their own interpretations rather than simply being presented with an explicit idea. In trying to "figure out" the propaganda, the audience forgoes judgment of the ideas presented. Their validity, reasonableness and application may still be considered.

          


          
            	Obtain disapproval or Reductio ad Hitlerum

          


          
            	This technique is used to persuade a target audience to disapprove of an action or idea by suggesting that the idea is popular with groups hated, feared, or held in contempt by the target audience. Thus if a group which supports a certain policy is led to believe that undesirable, subversive, or contemptible people support the same policy, then the members of the group may decide to change their original position. This is a form of Bad Logic, where a is said to equal X, and b is said to equal X, therefore, a = b.

          


          
            	Oversimplification

          


          
            	Favorable generalities are used to provide simple answers to complex social, political, economic, or military problems.

          


          
            	Quotes out of Context

          


          
            	Selective editing of quotes which can change meanings. Political documentaries designed to discredit an opponent or an opposing political viewpoint often make use of this technique.

          


          
            	Name-calling

          


          
            	Propagandists use the name-calling technique to incite fears and arouse prejudices in their hearers in the intent that the bad names will cause hearers to construct a negative opinion about a group or set of beliefs or ideas that the propagandist would wish hearers to denounce. The method is intended to provoke conclusions about a matter apart from impartial examinations of facts. Name-calling is thus a substitute for rational, fact-based arguments against the an idea or belief on its own merits.

          


          
            	Rationalization

          


          
            	Individuals or groups may use favorable generalities to rationalize questionable acts or beliefs. Vague and pleasant phrases are often used to justify such actions or beliefs.

          


          
            	Red herring

          


          
            	Presenting data or issues that, while compelling, are irrelevant to the argument at hand, and then claiming that it validates the argument.

          


          
            	Repetition

          


          
            	This type of propaganda deals with a jingle or word that is repeated over and over again, thus getting it stuck in someones head, so they can buy the product. The "Repetition" method has been described previously.

          


          
            	Scapegoating

          


          
            	Assigning blame to an individual or group, thus alleviating feelings of guilt from responsible parties and/or distracting attention from the need to fix the problem for which blame is being assigned.

          


          
            	Slogans

          


          
            	A slogan is a brief, striking phrase that may include labeling and stereotyping. Although slogans may be enlisted to support reasoned ideas, in practice they tend to act only as emotional appeals. Opponents of the US's invasion and occupation of Iraq use the slogan "blood for oil" to suggest that the invasion and its human losses was done to access Iraq's oil riches. On the other hand, "hawks" who argue that the US should continue to fight in Iraq use the slogan "cut and run" to suggest that it would be cowardly or weak to withdraw from Iraq. Similarly, the names of the military campaigns, such as "enduring freedom" or "just cause", may also be regarded to be slogans, devised to influence people.

          


          
            	Stereotyping or Name Calling or Labeling

          


          
            	This technique attempts to arouse prejudices in an audience by labeling the object of the propaganda campaign as something the target audience fears, hates, loathes, or finds undesirable. For instance, reporting on a foreign country or social group may focus on the stereotypical traits that the reader expects, even though they are far from being representative of the whole country or group; such reporting often focuses on the anecdotal.

          


          
            	Testimonial

          


          
            	Testimonials are quotations, in or out of context, especially cited to support or reject a given policy, action, program, or personality. The reputation or the role (expert, respected public figure, etc.) of the individual giving the statement is exploited. The testimonial places the official sanction of a respected person or authority on a propaganda message. This is done in an effort to cause the target audience to identify itself with the authority or to accept the authority's opinions and beliefs as its own. See also, damaging quotation

          


          
            	Transfer

          


          
            	Also known as Association, this is a technique of projecting positive or negative qualities (praise or blame) of a person, entity, object, or value (an individual, group, organization, nation, patriotism, etc.) to another to make the second more acceptable or to discredit it. It evokes an emotional response, which stimulates the target to identify with recognized authorities. Often highly visual, this technique often utilizes symbols (for example, the Swastika used in Nazi Germany, originally a symbol for health and prosperity) superimposed over other visual images. An example of common use of this technique in America is for the President's image to be overlaid with a swastika by his opponents.

          


          
            	Unstated assumption

          


          
            	This technique is used when the propaganda concept that the propagandist intends to transmit would seem less credible if explicitly stated. The concept is instead repeatedly assumed or implied.

          


          
            	Virtue words

          


          
            	These are words in the value system of the target audience which tend to produce a positive image when attached to a person or issue. Peace, happiness, security, wise leadership, freedom, "The Truth", etc. are virtue words. In countries such as the U.S. religiosity is seen as a virtue, making associations to this quality affectively beneficial. See "" Transfer"".

          


          


          Models


          


          Herman and Chomsky's propaganda model
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          The propaganda model is a theory advanced by Edward S. Herman and Noam Chomsky that alleges systemic biases in the mass media and seeks to explain them in terms of structural economic causes.


          
            
              The 20th century has been characterized by three developments of great political importance: the growth of democracy, the growth of corporate power, and the growth of corporate propaganda as a means of protecting corporate power against democracy.

            


            
              
            

          


          First presented in their 1988 book Manufacturing Consent: the Political Economy of the Mass Media, the propaganda model views the private media as businesses selling a product  readers and audiences (rather than news)  to other businesses (advertisers) and relying primarily on government and corporate information and propaganda.


          The first three (ownership, funding, and sourcing) are generally regarded by the authors as being the most important. Although the model was based mainly on the characterization of United States media, Chomsky and Herman believe the theory is equally applicable to any country that shares the basic economic structure and organizing principles which the model postulates as the cause of media biases. After the disintegration of the Soviet Union, Chomsky stated that the new filter replacing communism would be terrorism and Islam.


          


          Ross' epistemic merit model


          The epistemic merit model is a method for understanding propaganda conceived by Sheryl Tuttle Ross and detailed in her 2002 article for the Journal of Aesthetic Education entitled "Understanding Propaganda: The Epistemic Merit Model and Its Application to Art". Ross developed the Epistemic merit model due to concern about narrow, misleading definitions of propaganda. She contrasted her model with the ideas of Pope Gregory XV, the Institute for Propaganda Analysis, Alfred Lee, F.C. Bartlett, and Hans Speier. Insisting that each of their respective discussions of propaganda are too narrow, Ross proposed her own definition.
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          To appropriately discuss propaganda, Ross argues that one must consider a threefold communication model: that of Sender-Message-Receiver. "That is... propaganda involve[s]... the one who is persuading (Sender) [who is] doing so intentionally, [the] target for such persuasion (Receiver) and [the] means of reaching that target (Message)." There are four conditions for a message to be considered propaganda. Propaganda involves the intention to persuade. As well, propaganda is sent on behalf of a sociopolitical institution, organization, or cause. Next, the recipient of propaganda is a socially significant group of people. Finally, propaganda is an epistemic struggle to challenge other thoughts.


          Ross claims that it is misleading to say that propaganda is simply false, or that it is conditional to a lie, since often the propagandist believes in what he/she is propagandizing. In other words, it is not necessarily a lie if the person who creates the propaganda is trying to persuade you of a view that they actually hold. "The aim of the propagandist is to create the semblance of credibility." This means that they appeal to an epistemology that is weak or defective.


          
            
              False statements, bad arguments, immoral commands as well as inapt metaphors (and other literary tropes) are the sorts of things that are epistemically defective... Not only does epistemic defectiveness more accurately describe how propaganda endeavors to function... since many messages are in forms such as commands that do not admit to truth-values, [but it] also accounts for the role context plays in the workings of propaganda.

            

          


          Throughout history those who have wished to persuade have used art to get their message out. This can be accomplished by hiring artists for the express aim of propagandizing or by investing new meanings to a previously nonpolitical work. Therefore, Ross states, it is important to consider "the conditions of its making [and] the conditions of its use."


          


          History


          


          Ancient propaganda
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          Propaganda has been a human activity as far back as reliable recorded evidence exists. The Behistun Inscription (c. 515 BC) detailing the rise of Darius I to the Persian throne, can be seen as an early example of propaganda. The Arthashastra written by Chanakya (c. 350 - 283 BC), a professor of political science at Takshashila University and a prime minister of the Maurya Empire, discusses propaganda in detail, such as how to spread propaganda and how to apply it in warfare. His student Chandragupta Maurya (c. 340 - 293 BC), founder of the Maurya Empire, employed these methods during his rise to power. The writings of Romans such as Livy (c. 59 BC - 17 AD) are considered masterpieces of pro-Roman propaganda. Another example of early propaganda would be the 12th century work The War of the Irish with the Foreigners, written by the Dl gCais to portray themselves as legitimate rulers of Ireland.


          [bookmark: 19th_and_20th_centuries]


          19th and 20th centuries
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          Gabriel Tarde's Laws of Imitation (1890) and Gustave Le Bon's The Crowd: A Study of the Popular Mind (1897) were two of the first codifications of propaganda techniques, which influenced many writers afterward, including Sigmund Freud. Hitler's Mein Kampf is heavily influenced by Le Bon's theories. Journalist Walter Lippmann, in Public Opinion (1922) also worked on the subject, as well as the American advertising pioneer Edward Bernays, a nephew of Freud, early in the 20th century.


          During World War I, Lippmann and Bernays were hired by then United States President, Woodrow Wilson, to participate in the Creel Commission, the mission of which was to sway popular opinion in favour of entering the war, on the side of the United Kingdom. The Creel Commission provided themes for speeches by "four-minute men" at public functions, and also encouraged censorship of the American press. The Commission was so unpopular that after the war, Congress closed it down without providing funding to organize and archive its papers.


          The war propaganda campaign of Lippmann and Bernays produced within six months such an intense anti-German hysteria as to permanently impress American business (and Adolf Hitler, among others) with the potential of large-scale propaganda to control public opinion. Bernays coined the terms "group mind" and "engineering consent", important concepts in practical propaganda work.
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          The current public relations industry is a direct outgrowth of Lippmann's and Bernays' work and is still used extensively by the United States government. For the first half of the 20th century Bernays and Lippmann themselves ran a very successful public relations firm. World War II saw continued use of propaganda as a weapon of war, both by Hitler's propagandist Joseph Goebbels and the British Political Warfare Executive, as well as the United States Office of War Information.


          In the early 2000s, the United States government developed and freely distributed a video game known as America's Army. The stated intention of the game is to encourage players to become interested in joining the U.S. Army. According to a poll by I for I Research, 30% of young people who had a positive view of the military said that they had developed that view by playing the game.


          


          Russian revolution


          Russian revolutionaries of the 19th and 20th centuries distinguished two different aspects covered by the English term propaganda. Their terminology included two terms: Russian: агитация (agitatsiya), or agitation, and Russian: пропаганда, or propaganda, see agitprop (agitprop is not, however, limited to the Soviet Union, as it was considered, before the October Revolution, to be one of the fundamental activities of any Marxist activist; this importance of agit-prop in Marxist theory may also be observed today in Trotskyist circles, who insist on the importance of leaflet distribution).


          Soviet propaganda meant dissemination of revolutionary ideas, teachings of Marxism, and theoretical and practical knowledge of Marxist economics, while agitation meant forming favorable public opinion and stirring up political unrest. These activities did not carry negative connotations (as they usually do in English) and were encouraged. Expanding dimensions of state propaganda, the Bolsheviks actively used transportation such as trains, aircraft and other means.


          Joseph Stalin's regime built the largest fixed-wing aircraft of the 1930s, Tupolev ANT-20, exclusively for this purpose. Named after the famous Soviet writer Maxim Gorky who had recently returned from fascist Italy, it was equipped with a powerful radio set called "Voice from the sky", printing and leaflet-dropping machinery, radio stations, photographic laboratory, film projector with sound for showing movies in flight, library, etc. The aircraft could be disassembled and transported by railroad if needed. The giant aircraft set a number of world records.


          


          Nazi Germany


          Most propaganda in Germany was produced by the Ministry for Public Enlightenment and Propaganda ( Propagandaministerium). Joseph Goebbels was placed in charge of this ministry shortly after Hitler took power in 1933. All journalists, writers, and artists were required to register with one of the Ministry's subordinate chambers for the press, fine arts, music, theatre, film, literature, or radio.


          The Nazis believed in propaganda as a vital tool in achieving their goals. Adolf Hitler, Germany's Fhrer, was impressed by the power of Allied propaganda during World War I and believed that it had been a primary cause of the collapse of morale and revolts in the German home front and Navy in 1918 (see also: Dolchstolegende). Hitler would meet nearly every day with Goebbels to discuss the news and Goebbels would obtain Hitler's thoughts on the subject; Goebbels would then meet with senior Ministry officials and pass down the official Party line on world events. Broadcasters and journalists required prior approval before their works were disseminated. Along with posters, the Nazis produced a number of films and books to spread their beliefs.


          


          Cold War propaganda


          The United States and the Soviet Union both used propaganda extensively during the Cold War. Both sides used film, television, and radio programming to influence their own citizens, each other, and Third World nations. The United States Information Agency operated the Voice of America as an official government station. Radio Free Europe and Radio Liberty, which were in part supported by the Central Intelligence Agency, provided grey propaganda in news and entertainment programs to Eastern Europe and the Soviet Union respectively. The Soviet Union's official government station, Radio Moscow, broadcast white propaganda, while Radio Peace and Freedom broadcast grey propaganda. Both sides also broadcast black propaganda programs in periods of special crises.
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          In 1948, the United Kingdom's Foreign Office created the IRD ( Information Research Department) which took over from wartime and slightly post-war departments such as the Ministry of Information and dispensed propaganda via various media such as the BBC and publishing.


          The ideological and border dispute between the Soviet Union and People's Republic of China resulted in a number of cross-border operations. One technique developed during this period was the "backwards transmission", in which the radio program was recorded and played backwards over the air. (This was done so that messages meant to be received by the other government could be heard, while the average listener could not understand the content of the program.)


          When describing life in capitalist countries, in the US in particular, propaganda focused on social issues such as poverty and anti-union action by the government. Workers in capitalist countries were portrayed as "ideologically close". Propaganda claimed rich people from the US derived their income from weapons manufacturing, and claimed that there was substantial racism or neo-fascism in the US.
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          When describing life in Communist countries, western propaganda sought to depict an image of a citizenry held captive by governments that brainwash them. The West also created a fear of the East, by depicting an aggressive Soviet Union. In the Americas, Cuba served as a major source and a target of propaganda from both black and white stations operated by the CIA and Cuban exile groups. Radio Habana Cuba, in turn, broadcast original programming, relayed Radio Moscow, and broadcast The Voice of Vietnam as well as alleged confessions from the crew of the USS Pueblo.


          George Orwell's novels Animal Farm and Nineteen Eighty-Four are virtual textbooks on the use of propaganda. Though not set in the Soviet Union, these books are about totalitarian regimes in which language is constantly corrupted for political purposes. These novels were, ironically, used for explicit propaganda. The CIA, for example, secretly commissioned an animated film adaptation of Animal Farm in the 1950s with small changes to the original story to suit its own needs.


          


          Revolution in Central and Eastern Europe
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          During the democratic revolutions of 1989 in Central and Eastern Europe the propaganda poster was important weapon in the hand of the opposition. Printed and hand-made political posters appeared on the Berlin Wall, on the statue of St. Wenceslas in Prague and around the unmarked grave of Imre Nagy in Budapest and the role of them was important for the democratic change.


          


          Serb propaganda


          During the Yugoslav wars, Serb propaganda was used to create fear and hatred and particularly incite the Serb population against the other ethnicities ( Bosniaks, Croats, Albanians and other non-Serbs). Serb media made a great effort in justifying, revising or denying mass war crimes committed by Serb forces during the Yugoslav wars on Bosniaks and other non-Serbs. According to the ICTY verdicts against Serb political and military leaders, during the Bosnian war, the propaganda was a part of the Strategic Plan by Serb leadership, aimed at linking Serb-populated areas in Bosnia and Herzegovina together, gaining control over these areas and creating a separate Serb state, from which most non-Serbs would be permanently removed. The Serb leadership was aware that the Strategic Plan could only be implemented by the use of force and fear, thus by the commission of war crimes.


          


          Afghan War


          In the 2001 invasion of Afghanistan, psychological operations tactics were employed to demoralize the Taliban and to win the sympathies of the Afghan population. At least six EC-130E Commando Solo aircraft were used to jam local radio transmissions and transmit replacement propaganda messages. Leaflets were also dropped throughout Afghanistan, offering rewards for Osama bin Laden and other individuals, portraying Americans as friends of Afghanistan and emphasizing various negative aspects of the Taliban. Another shows a picture of Mohammed Omar in a set of crosshairs with the words "We are watching." This technique has been shown to be rather ineffective in terms of long term opinions change given current political and social conditions in Afghanistan.


          The US Air Force can use cluster bombs to deliver leaflets. The LBU-30 clusterbomb is designed to allow an aircraft to deliver leaflets to a target area while minimizing wind drift.


          


          Iraq War
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          During the 2003 invasion of Iraq, the Iraqi Information Minister Mohammed Saeed al-Sahaf repeatedly claimed Iraqi forces were decisively winning every battle. Even up to the overthrow of the Iraqi government at Baghdad, he maintained that the United States would soon be defeated, in contradiction with all other media. Due to this, he quickly became a cult figure in the West, and gained recognition on the website WeLoveTheIraqiInformationMinister.com The Iraqis who were misled by his propaganda were shocked when Iraq was defeated.


          In November 2005, The Chicago Tribune and the Los Angeles Times, alleged that the United States military had manipulated news reported in Iraqi media in an effort to cast a favorable light on its actions while demoralizing the insurgency. Lt. Col. Barry Johnson, a military spokesman in Iraq, said the program is "an important part of countering misinformation in the news by insurgents", while a spokesman for former Defense Secretary Donald H. Rumsfeld said the allegations of manipulation were troubling if true. The Department of Defense has confirmed the existence of the program. The New York Times published an article about how the Pentagon has started to use contractors with little experience in journalism or public relations to plant articles in the Iraqi press. These articles are usually written by US soldiers without attribution or are attributed to a non-existent organization called the " International Information Centre." Planting propaganda stories in newspapers was done by both the Allies and Central Powers in the First World War and the Axis and Allies in the Second; this is the latest version of this technique.


          


          Children
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              Nios de la revolucin Sandinista, Nicaragua Sandinista's revolution children.
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              Cover page of Album de la Revolucion Cubana, a series of comic trading card and music compilation that targets children
            

          


          Of all the potential targets for propaganda, children are the most vulnerable because they are the most unprepared for the critical reasoning and contextual comprehension required to determine whether a message is propaganda or not. Children's vulnerability to propaganda is rooted in developmental psychology. The attention children give their environment during development, due to the process of developing their understanding of the world, will cause them to absorb propaganda indiscriminately. Also, children are highly imitative: studies by Albert Bandura, Dorothea Ross and Sheila A. Ross in the 1960s indicated that children are susceptible to filmed representations of behaviour. Therefore television is of particular interest in regard to children's vulnerability to propaganda.


          Another vulnerability of children is the theoretical influence that their peers have over their behaviour. According to Judith Rich Harris's group-socialization theory, children learn the majority of what they do not receive paternally, through genes, from their peer groups. The implication then is that if peer-groups can be indoctrinated through propaganda at a young age to hold certain beliefs, the group will self-regulate the indoctrination, since new members to the group will adapt their beliefs to fit the group's.


          To a degree, socialization, formal education, and standardized television programming can be seen as using propaganda for the purpose of indoctrination. Schools that utilize dogmatic, frozen world-views, often resort to propagandist curricula that indoctrinate children. The use of propaganda in schools was highly prevalent during the 1930s and 1940s in Germany, as well as in Stalinist Russia.


          In Nazi Germany, the education system was thoroughly co-opted to indoctrinate the German youth with anti-Semitic ideology. This was accomplished through the National Socialist Teachers Union, of which 97% of all German teachers were members in 1937. It encouraged the teaching of racial theory. Picture books for children such as Dont Trust A Fox in A Green Meadow Or the Word of A Jew, The Poisonous Mushroom, and The Poodle-Pug-Dachshund-Pincher were widely circulated (over 100,000 copies of Dont Trust A Fox...were circulated during the late 1930s) and contained depictions of Jews as devils, child molesters, and other morally charged figures. Slogans such as Judas the Jew betrayed Jesus the German to the Jews were recited in class. The following is an example of a propagandistic math problem recommended by the National Socialist Essence of Education:


          
            
              The Jews are aliens in Germanyin 1933 there were 6,606,000 inhabitants in the German Reich, of whom 499,682 were Jews. What is the per cent of aliens?

            

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Propaganda"
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              	Molecular formula

              	C3H8
            


            
              	Molar mass

              	44.096 g/mol
            


            
              	Appearance

              	Colorless gas
            


            
              	Density

              	1.83 kg/m3, gas

              0.5077 kg/L, liquid
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                42.09 C (231.1 K)

              
            


            
              	Solubility in water

              	0.1 g/cm3 (37.8 C)
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              	EU classification

              	Highly flammable (F+)
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              	(S2), S9, S16
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          Propane is a three-carbon alkane, normally a gas, but compressible to a liquid that is transportable. It is derived from other petroleum products during oil or natural gas processing. It is commonly used as a fuel for engines, barbecues, and home heating systems.


          When sold as fuel, it is commonly known as liquified petroleum gas (LPG or LP-gas) which can be a mixture of propane along with small amounts of propylene, butane, and butylene. The odorant ethanethiol is also added so that people can easily smell the gas in case of a leak.


          


          Properties and reactions


          Propane undergoes combustion reactions in a similar fashion to other alkanes. In the presence of excess oxygen, propane burns to form water and carbon dioxide.


          
            	C3H8 + 5 O2  3 CO2 + 4 H2O + heat

          


          When not enough oxygen is present for complete combustion, propane burns to form water and carbon monoxide.


          
            	2 C3H8 + 7 O2  6CO + 8 H2O + heat

          


          Unlike natural gas, propane is heavier than air (1.5 times denser). In its raw state, propane sinks and pools at the floor. Liquid propane will flash to a vapor at atmospheric pressure and appears white due to moisture condensing from the air.


          When properly combusted, propane produces about 2,500 BTU per cubic foot of gas (91,600 BTU per liquid gallon). The gross heat of combustion of one normal cubic meter of propane is around 50 megajoules (13.8 kWh) or 101 MJ/m3 in SI units.


          Propane is nontoxic; however, when abused as an inhalant it poses a mild asphyxiation risk through oxygen deprivation. It must also be noted that commercial product contains hydrocarbons beyond propane, which may increase risk. Propane and its mixtures, under normal pressures experienced while being stored in a tank, may cause mild frostbite during rapid expansion. Propane in its liquid form remains a cool -42 degrees Celsius with an ambient exterior temperature of 20 degrees Celsius.


          Propane combustion is much cleaner than gasoline, though not as clean as natural gas. The presence of C-C bonds, plus the multiple bonds of propylene and butylene, create organic exhausts besides carbon dioxide and water vapor during typical combustion. These bonds also cause propane to burn with a visible flame.


          


          Uses


          
            [image: Retail sale of propane cylinders.]

            
              Retail sale of propane cylinders.
            

          


          Propane is used as fuel in cooking on many barbecues, portable stoves and in motor vehicles. The ubiquitous 4.73-gallon (20 Lb.) steel container is often dubbed a "barbecue tank". Propane powers some locomotives, buses, forklifts, and taxis and is used for heat and cooking in recreational vehicles and campers. In many rural areas of North America, propane is used in furnaces, cooking stoves, water heaters, laundry dryers, and other heat-producing appliances. As of 2000, 6.9 million American households use propane as their primary heating fuel.


          Commercially-available "propane" fuel, or LPG, is not pure. Typically in the USA and Canada, it is primarily propane (at least 90%), with the rest mostly butane and propylene (5% maximum), plus odorants. This is the HD-5 standard, (Heavy Duty-5%maximum allowable propylene content) written for internal combustion engines. LPG, when cracked from methane (natural gas) does not contain propylene, only when refined from crude oil. It should be noted that not all products labeled "propane" conform to this standard. In Mexico, for example, the butane content is much higher.


          


          Domestic and industrial fuel


          In North America, local delivery trucks called "bobtails", with an average tank size of 3,000 gallons, fill up large tanks (sometimes called pigs) that are permanently installed on the property, or other service trucks exchange empty cylinders of propane with filled cylinders. Large tractor-trailer trucks called "cargo-liners", with an average tank size of 18,000 gallons, transport the propane from the pipeline/refinery to the local delivery plant. The bobtail and transport is not unique to the North American market, though the practice is not as common elsewhere, and the vehicles are generally referred to as tankers. In many countries, propane is delivered to consumers via small or medium-sized individual tanks.


          Propane use is growing rapidly in non-industrialized areas of the world. Propane is replacing wood and other traditional fuel sources in such places, where it is now sometimes called "cooking gas".


          As an aside, North American barbecue grills powered by propane cannot be used overseas. The "propane" sold overseas is actually a mixture of propane and butane. The warmer the country, the higher the butane content, commonly 50/50 and sometimes reaching 75% butane. Usage is calibrated to the different-sized nozzles found in non-U.S. grills. Americans who take their grills overseas such as military personnel can find U.S.-specification propane at AAFES military post exchanges.


          
            [image: Retail sale of propane in Monmouth, Oregon]

            
              Retail sale of propane in Monmouth, Oregon
            

          


          North American industries using propane include glass makers, brick kilns, poultry farms, and other industries that need portable heat.


          


          Propane risks and alternate gas fuels


          Propane is heavier than air. If a leak in a propane fuel system occurs, the gas will have a tendency to sink into any enclosed area and thus poses a risk of explosion and fire.


          Propane is bought and stored in a liquid form (LPG) and thus fuel energy can be stored in a relatively small space. Compressed Natural Gas (CNG), largely methane, is another gas used as fuel but requires very high pressure to liquefy (which is dangerous) and therefore is much less efficient to store due to the large tank volume required. Thus propane is much more commonly used to fuel vehicles than natural gas and only requires about 5 atmospehres of pressure to keep it liquid at room temperature.


          


          Refrigeration


          Propane is also instrumental in providing off-the-grid refrigeration, also called gas absorption refrigerators. Made popular by the Servel company, propane-powered refrigerators are highly efficient, do not require electricity, and have no moving parts. Refrigerators built in the 1930s are still in regular use, with little or no maintenance. However, certain Servel refrigerators are subject to a recall for carbon monoxide poisoning.


          In highly purified form, propane (R-290) can serve as a direct replacement in mechanical refrigeration systems designed to use R-12, R-22 or R-134a chloro- or fluorocarbon based refrigerants. Today, the Unilever Ice Cream company and others are exploring the use of environmentally friendly propane as a refrigerant. As an added benefit, users are finding that refrigerators converted to use propane are 9-15% more energy efficient.


          


          Vehicle fuel


          Propane is also being used increasingly for vehicle fuels. In the U.S., 190,000 on-road vehicles use propane, and 450,000 forklifts use it for power. It is the third most popular vehicle fuel in America, behind gasoline and diesel. In other parts of the world, propane used in vehicles is known as autogas. About 9 million vehicles worldwide use autogas.


          The advantage of propane is its liquid state at a moderate pressure. This allows fast refill times, affordable fuel tank construction, and ranges comparable to (though still less than) gasoline. Meanwhile it is noticeably cleaner (both in handling, and in combustion), results in less engine wear (due to carbon deposits) without diluting engine oil (often extending oil-change intervals), and until recently was a relative bargain in North America. Octane rating is a noticeably higher 110, which could result in more power, though exploiting this extra "octane" requires significant engine modification. However, public filling stations are still rare. Many converted vehicles have provisions for topping off from "barbecue bottles." Purpose-built vehicles are often in commercially-owned fleets, and have private fueling facilities.


          Propane is generally stored and transported in steel cylinders as a liquid with a vapor space above the liquid. The vapor pressure in the cylinder is a function of temperature. When gaseous propane is drawn at a high rate the latent heat of vaporisation required to create the gas will cause the bottle to cool. (This is why water often condenses on the sides of the bottle and then freezes). In extreme cases this may cause such a large reduction in pressure that the process can no longer be supported. In addition, the lightweight, high- octane compounds vaporize before the heavier, low-octane ones. Thus the ignition properties change as the tank empties. For these reasons, the liquid is often withdrawn using a dip tube.


          


          Other


          
            	Propane is used as a feedstock for the production of base petrochemicals in steam cracking.


            	Propane is used in some flamethrowers, as the fuel, or as the pressurizing gas.


            	Some propane becomes a feedstock for propyl alcohol, a common solvent.


            	Propane is the primary fuel for hot air balloons.


            	It is used in semiconductor manufacture to deposit silicon carbide


            	Liquid Propane is commonly used in theme parks and in the movie industry as an inexpensive, high energy fuel for explosions and other special effects.

          


          History


          Propane was first identified as a volatile component in gasoline by Dr. Walter O. Snelling of the U.S. Bureau of Mines in 1910. The volatility of these lighter hydrocarbons caused them to be known as "wild" because of the high vapor pressures of unrefined gasoline. On March 31, the New York Times reported on Dr. Walter's work with liquefied gas and that "...a steel bottle will carry enough [gas] to light an ordinary home for three weeks."


          It was during this time that Dr. Snelling, in cooperation with Frank P. Peterson, Chester Kerr and Arthur Kerr created ways to liquefy the LP Gases during the refining of natural gasoline. Together they established American Gasol Co., the first commercial marketer of propane. Dr. Snelling had produced relatively pure propane by 1911 and on March 25, 1913 his method of processing and producing LP Gases was issued patent #1,056,845. A separate method of producing LP Gas through compression was created by Frank Peterson and patented in 1912.


          The 1920's saw increased production of LP Gas with the first year of recorded production totaling 223,000 gallons in 1922. In 1927, annual marketed LP Gas production reached one million gallons and by 1935, the annual sales of LP Gas had reached 56 million gallons. Major industry developments in the 1930's included the introduction of railroad tank car transport, gas odorization and the construction of local bottle filling plants. The year 1945 marked the first year that annual LP Gas sales reached a billion gallons. By 1947, 62% of all U.S. homes had been equipped with either natural gas or propane for cooking.


          In 1950 1,000 propane-fueled buses were ordered by the Chicago Transit Authority and by 1958 sales in the U.S. had reached 7 billion gallons annually. In 2004 was reported to be a growing $8 billion to $10 billion industry with over 15 billion gallons of propane being used annually in the U.S.
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              Rotating the Hamilton Standard 54H60 propeller on a US Navy EP-3E Orion's number four engine as part of pre-flight checks
            

          


          A propeller is essentially a type of fan which transmits power by converting rotational motion into thrust for propulsion of a vehicle such as an aircraft, ship, or submarine through a mass such as water or air, by rotating two or more twisted blades about a central shaft, in a manner analogous to rotating a screw through a solid. The blades of a propeller act as rotating wings (the blades of a propeller are in fact wings or airfoils), and produce force through application of both Bernoulli's principle and Newton's third law, generating a difference in pressure between the forward and rear surfaces of the airfoil-shaped blades and by accelerating a mass of air rearward.


          


          History


          The principle employed in using a screw propeller is used in sculling. It is part of the skill of propelling a Venetian gondola but was used in a less refined way in other parts of Europe and probably elsewhere. For example, propelling a canoe with a single paddle using a "j-stroke" involves a related but not identical technique. In China, sculling, called "lu", was also used by the 3rd century AD .


          In sculling, a single blade is moved through an arc, from side to side taking care to keep presenting the blade to the water at the effective angle. The innovation introduced with the screw propeller was the extension of that arc through more than 360 by attaching the blade to a rotating shaft. In practice, there is nearly always more than one blade so as to balance the forces involved. The exception is a single-blade propeller system.


          The origin of the actual screw propeller starts with Archimedes, who used a screw to lift water for irrigation and bailing boats, so famously that it became known as the Archimedes screw. It was probably an application of spiral movement in space (spirals were a special study of Archimedes) to a hollow segmented water-wheel used for irrigation by Egyptians for centuries. Leonardo da Vinci adopted the principle to drive his theoretical helicopter, sketches of which involved a large canvas screw overhead.


          In 1784, J. P. Paucton proposed a gyrocopter-like aircraft using similar screws for both lift and propulsion. At about the same time, James Watt proposed using screws to propel boats, although he did not use them for his steam engines. This was not his own invention, though; Toogood and Hays had patented it a century earlier, and it had become an uncommon use as a means of propelling boats since that time.


          By 1827 Josef Ressel had invented a screw propeller which had multiple blades fastened around a conical base; this new method of propulsion allowed steam ships to travel at much greater speeds without using sails thereby making ocean travel faster. Propellers remained extremely inefficient and little-utilized until 1835, when Francis Pettit Smith discovered a new way of building propellers. Up to that time, propellers were literally screws, of considerable length. But during the testing of a boat propelled by one, the screw snapped off, leaving a fragment shaped much like a modern boat propeller. The boat moved faster with the broken propeller.


          At about the same time, Frdric Sauvage and John Ericsson applied for patents on vaguely similar, although less efficient shortened screw propellers, leading to an apparently-permanent controversy as to who is the official inventor among those three men. Ericsson became widely famous when he built the Monitor an armoured battleship that in 1862 triumphedover the Confederate States Merrimac in an American Civil War sea battle.


          The first screw propeller to be powered by a gasoline engine, fitted to a small boat (now known as a powerboat) was installed by Frederick Lanchester, also from Birmingham. This was tested in Oxford. The first 'real-world' use of a propeller was by David Bushnell, who used hand-powered screw propellers to motivate his submarine "Turtle" in 1776.


          
            [image: A World War I wooden aircraft propeller on a workbench.]

            
              A World War I wooden aircraft propeller on a workbench.
            

          


          The twisted airfoil (aerofoil) shape of modern aircraft propellers was pioneered by the Wright brothers when they found that all existing knowledge on propellers (mostly naval) was determined by trial and error and that no one knew exactly how they worked. They found that a propeller is essentially the same as a wing and so were able to use data collated from their earlier wind tunnel experiments on wings. They also found that the relative angle of attack from the forward movement of the aircraft was different for all points along the length of the blade, thus it was necessary to introduce a twist along its length. Their original propeller blades are only about 5% less efficient than the modern equivalent, some 100 years later.


          Alberto Santos Dumont was another early pioneer, having designed propellers before the Wright Brothers (albeit not as efficient) for his airships. He applied the knowledge he gained from experiences with airships to make a propeller with a steel shaft and aluminium blades for his 14 bis biplane. Some of his designs used a bent aluminium sheet for blades, thus creating an airfoil shape. These are heavily undercambered because of this and combined with the lack of a lengthwise twist made them less efficient than the Wright propellers. Even so, this was perhaps the first use of aluminium in the construction of an airscrew.


          


          Aviation


          


          Aircraft propellers (airscrews)


          A propeller's efficiency is determined by


          
            	[image: \eta = \frac{\hbox{thrust}\cdot\hbox{axial speed}}{\hbox{resistance torque}\cdot\hbox{rotational speed}}].

          


          A well-designed propeller typically has an efficiency of around 80% when operating in the best regime. Changes to a propeller's efficiency are produced by a number of factors, notably adjustments to the helix angle(), the angle between the resultant relative velocity and the blade rotation direction, and to blade pitch (where  =  + ) . Very small pitch and helix angles give a good performance against resistance but provide little thrust, while larger angles have the opposite effect. The best helix angle is when the blade is acting as a wing producing much more lift than drag.


          
            [image: The propellers of an RAF Hercules C.4 in feather position]

            
              The propellers of an RAF Hercules C.4 in feather position
            

          


          Propellers are similar in aerofoil section to a low drag wing and as such are poor in operation when at other than their optimum angle of attack. Control systems are required to counter the need for accurate matching of pitch to flight speed and engine speed.


          The purpose of varying pitch angle with a variable pitch propeller is to maintain an optimal angle of attack (maximum lift to drag ratio) on the propeller blades as aircraft speed varies. Early pitch control settings were pilot operated, either two-position or manually variable. Later, automatic propellers were developed to maintain an optimum angle of attack. They did this by balancing the centripetal twisting moment on the blades and a set of counterweights against a spring and the aerodynamic forces on the blade. Automatic props had the advantage of being simple and requiring no external control, but a particular propeller's performance was difficult to match with that of the aircraft's powerplant. An improvement on the automatic type was the constant-speed propeller. Constant speed propellers allow the pilot to select a rotational speed for maximum engine power or maximum efficiency, and a propeller governor acts as a closed-loop controller to vary propeller pitch angle as required to maintain the RPM commanded by the pilot. In most aircraft this system is hydraulic, with engine oil serving as the hydraulic fluid. However, electrically controlled propellers were developed during World War II and saw extensive use on military aircraft.


          
            [image: A propeller blade in feathered position]

            
              A propeller blade in feathered position
            

          


          On some variable-pitch propellers, the blades can be rotated parallel to the airflow to reduce drag and increase gliding distance in case of an engine failure. This is called feathering. Feathering propellers were developed for military fighter aircraft prior to World War II, as a fighter is more likely to experience an engine failure due to the inherent danger of combat. Feathering propellers are used on multi-engine aircraft and are meant to reduce drag on a failed engine. When used on powered gliders and single-engine turbine powered aircraft they increase the gliding distance. Most feathering systems for reciprocating engines sense a drop in oil pressure and move the blades toward the feather position, and require the pilot to pull the prop control back to disengage the high-pitch stop pins before the engine reaches idle RPM. Turbopropeller control systems usually utilize a negative torque sensor in the reduction gearbox which moves the blades toward feather when the engine is no longer providing power to the propeller. Depending on design, the pilot may have to push a button to override the high-pitch stops and complete the feathering process, or the feathering process may be totally automatic.


          In some aircraft (e.g., the C-130 Hercules), the pilot can manually override the constant speed mechanism to reverse the blade pitch angle, and thus the thrust of the engine. This is used to help slow the plane down after landing in order to save wear on the brakes and tires, but in some cases also allows the aircraft to back up on its own.


          A further consideration is the number and the shape of the blades used. Increasing the aspect ratio of the blades reduces drag but the amount of thrust produced depends on blade area, so using high aspect blades can lead to the need for a propeller diameter which is unusable. A further balance is that using a smaller number of blades reduces interference effects between the blades, but to have sufficient blade area to transmit the available power within a set diameter means a compromise is needed. Increasing the number of blades also decreases the amount of work each blade is required to perform, limiting the local Mach number - a significant performance limit on propellers.


          
            [image: The three-bladed propeller of a light aircraft: the Vans RV-7A]

            
              The three-bladed propeller of a light aircraft: the Vans RV-7A
            

          


          Contra-rotating propellers use a second propeller rotating in the opposite direction immediately 'downstream' of the main propeller so as to recover energy lost in the swirling motion of the air in the propeller slipstream. Contra-rotation also increases power without increasing propeller diameter and provides a counter to the torque effect of high-power piston engine as well as the gyroscopic precession effects, and of the slipstream swirl. However on small aircraft the added cost, complexity, weight and noise of the system rarely make it worthwhile.


          The propeller is usually attached to the crankshaft of the engine, either directly or through a gearbox. Light aircraft sometimes forego the weight, complexity and cost of gearing but on some larger aircraft and some turboprop aircraft it is essential.


          A propeller's performance suffers as the blade speed exceeds the speed of sound. As the relative air speed at the blade is rotation speed plus axial speed, a propeller blade tip will reach sonic speed sometime before the rest of the aircraft (with a theoretical blade the maximum aircraft speed is about 845 km/h (Mach 0.7) at sea-level, in reality it is rather lower). When a blade tip becomes supersonic, drag and torque resistance increase suddenly and shock waves form creating a sharp increase in noise. Aircraft with conventional propellers, therefore, do not usually fly faster than Mach 0.6. There are certain propeller-driven aircraft, usually military, which do operate at Mach 0.8 or higher, although there is considerable fall off in efficiency.


          There have been efforts to develop propellers for aircraft at high subsonic speeds. The 'fix' is similar to that of transonic wing design. The maximum relative velocity is kept as low as possible by careful control of pitch to allow the blades to have large helix angles; thin blade sections are used and the blades are swept back in a scimitar shape ( Scimitar propeller); a large number of blades are used to reduce work per blade and so circulation strength; contra-rotation is used. The propellers designed are more efficient than turbo-fans and their cruising speed (Mach 0.70.85) is suitable for airliners, but the noise generated is tremendous (see the Antonov An-70 and Tupolev Tu-95 for examples of such a design).


          


          Aircraft fans


          A fan is a propeller with a large number of blades. A fan therefore produces a lot of thrust for a given diameter but the closeness of the blades means that each strongly affects the flow around the others. If the flow is supersonic, this interference can be beneficial if the flow can be compressed through a series of shock waves rather than one. By placing the fan within a shaped duct  a ducted fan  specific flow patterns can be created depending on flight speed and engine performance. As air enters the duct, its speed is reduced and pressure and temperature increase. If the aircraft is at a high subsonic speed this creates two advantages  the air enters the fan at a lower Mach speed and the higher temperature increases the local speed of sound. While there is a loss in efficiency as the fan is drawing on a smaller area of the free stream and so using less air, this is balanced by the ducted fan retaining efficiency at higher speeds where conventional propeller efficiency would be poor. A ducted fan or propeller also has certain benefits at lower speeds but the duct needs to be shaped in a different manner to one for higher speed flight. More air is taken in and the fan therefore operates at an efficiency equivalent to a larger un-ducted propeller. Noise is also reduced by the ducting and should a blade become detached the duct would contain the damage. However the duct adds weight, cost, complexity and (to a certain degree) drag.


          See also Airscrew wind generator.


          


          Transverse axis propellers


          

          Most propellers have their axis of rotation parallel to the fluid flow. There have however been some attempts to power vehicles with the same principles behind vertical axis wind turbines, where the rotation is perpendicular to fluid flow. Most attempts have been unsuccessful. Blades that can vary their angle of attack during rotation have aerodynamics similar to flapping flight. Flapping flight is still poorly understood and almost never seriously used in engineering because of the strong coupling of lift, thrust and control forces.


          The fanwing is one of the few types that has actually flown. It takes advantage of the trailing edge of an airfoil to help encourage the circulation necessary for lift.


          The Voith-Schneider propeller pictured below is another successful example, operating in water.


          


          Marine


          A propeller is the most common propulsor on ships, imparting momentum to a fluid which causes a force to act on the ship.


          The ideal efficiency of any size propeller is that of an actuator disc in an ideal fluid. An actual marine propeller is made up of sections of helicoidal surfaces which act together 'screwing' through the water (hence the common reference to marine propellers as "screws"). Three, four, or five blades are most common in marine propellers, although designs which are intended to operate at reduced noise will have more blades. The blades are attached to a boss (hub), which should be as small as the needs of strength allow - with fixed pitch propellers the blades and boss are usually a single casting.


          An alternative design is the controllable pitch propeller (CPP), where the blades are rotated normal to the drive shaft by additional machinery - usually hydraulics - at the hub and control linkages running down the shaft. This allows the drive machinery to operate at a constant speed while the propeller loading is changed to match operating conditions. It also eliminates the need for a reversing gear and allows for more rapid change to thrust, as the revolutions are constant. This type of propeller is most common on ships such as tugs where there can be enormous differences in propeller loading when towing compared to running free, a change which could cause conventional propellers to lock up as insufficient torque is generated. The downside of a CPP is the large hub which increases the chance of cavitation and the mechanical complexity which limits transmission power.


          For smaller motors there are self-pitching propellers. The blades freely move through an entire circle on an axis at right angles to the shaft. This allows hydrodynamic and centrifugal forces to 'set' the angle the blades reach and so the pitch of the propeller.


          A propeller that turns clockwise to produce forward thrust, when viewed from aft, is called right-handed. One that turns anticlockwise is said to be left-handed. Larger vessels often have twin screws to reduce heeling torque, counter-rotating propellers, the starboard screw is usually right-handed and the port left-handed, this is called outward turning. The opposite case is called inward turning. Another possibility is contra-rotating propellers, where two propellers rotate in opposing directions on a single shaft.


          


          Additional designs


          An Azimuthing propeller is a vertical axis propeller.


          The blade outline is defined either by a projection on a plane normal to the propeller shaft (projected outline) or by setting the circumferential chord across the blade at a given radius against radius (developed outline). The outline is usually symmetrical about a given radial line termed the median. If the median is curved back relative to the direction of rotation the propeller is said to have skew back. The skew is expressed in terms of circumferential displacement at the blade tips. If the blade face in profile is not normal to the axis it is termed raked, expressed as a percentage of total diameter.


          Each blade's pitch and thickness varies with radius, early blades had a flat face and an arced back (sometimes called a circular back as the arc was part of a circle), modern propeller blades have aerofoil sections. The camber line is the line through the mid-thickness of a single blade. The camber is the maximum difference between the camber line and the chord joining the trailing and leading edges. The camber is expressed as a percentage of the chord.


          The radius of maximum thickness is usually forward of the mid-chord point with the blades thinning to a minimum at the tips. The thickness is set by the demands of strength and the ratio of thickness to total diameter is called blade thickness fraction.


          The ratio of pitch to diameter is called pitch ratio. Due to the complexities of modern propellers a nominal pitch is given, usually a radius of 70% of the total is used.


          Blade area is given as a ratio of the total area of the propeller disc, either as developed blade area ratio or projected blade area ratio.


          


          History of ship and submarine screw propellers


          
            [image: Propeller on a modern mid-sized merchant vessel]

            
              Propeller on a modern mid-sized merchant vessel
            

          


          James Watt of Scotland is generally credited with applying the first screw propeller to an engine, an early steam engine, beginning the use of an hydrodynamic screw for propulsion.


          Mechanical ship propulsion began with the steam ship. The first successful ship of this type is a matter of debate; candidate inventors of the 18th century include William Symington, the Marquis de Jouffroy, John Fitch and Robert Fulton, however William Symington's ship the Charlotte Dundas is regarded as the world's "first practical steamboat". Paddlewheels as the main motive source became standard on these early vessels (see Paddle steamer). Robert Fulton had tested, and rejected, the screw propeller.


          
            [image: Sketch of hand-cranked vertical and horizontal screws used in Bushnell's Turtle, 1775]

            
              Sketch of hand-cranked vertical and horizontal screws used in Bushnell's Turtle, 1775
            

          


          The screw (as opposed to paddlewheels) was introduced in the latter half of the 18th century. David Bushnell's invention of the submarine ( Turtle) in 1775 used hand-powered screws for vertical and horizontal propulsion. The Bohemian engineer Josef Ressel designed and patented the first practicable screw propeller in 1827. Francis Pettit Smith tested a similar one in 1836. In 1839, John Ericsson introduced the screw propeller design onto a ship which then sailed over the Atlantic Ocean in 40 days. Mixed paddle and propeller designs were still being used at this time (vide the 1858 SS Great Eastern).


          In 1848 the British Admiralty held a tug of war contest between a propeller driven ship, Rattler, and a paddle wheel ship, Alecto. Rattler won, towing Alecto astern at 2.8 knots (5 km/h), but it was not until the early 20th century paddle propelled vessels were entirely superseded. The screw propeller replaced the paddles owing to its greater efficiency, compactness, less complex power transmission system, and reduced susceptibility to damage (especially in battle)


          
            [image: Voith-Schneider propeller]

            
              Voith-Schneider propeller
            

          


          Initial designs owed much to the ordinary screw from which their name derived - early propellers consisted of only two blades and matched in profile the length of a single screw rotation. This design was common, but inventors endlessly experimented with different profiles and greater numbers of blades. The propeller screw design stabilized by the 1880s.


          In the early days of steam power for ships, when both paddle wheels and screws were in use, ships were often characterized by their type of propellers, leading to terms like screw steamer or screw sloop.


          Propellers are referred to as "lift" devices, while paddles are "drag" devices.


          
            [image: Cavitation damage evident on the propeller of a personal watercraft.]

            
              Cavitation damage evident on the propeller of a personal watercraft.
            

          


          Cavitation can occur if an attempt is made to transmit too much power through the screw. At high rotating speeds or under heavy load (high blade lift coefficient), the pressure on the inlet side of the blade can drop below the vapour pressure of the water, resulting in the formation of a pocket of vapour, which can no longer effectively transfer force to the water (stretching the analogy to a screw, you might say the water thread 'strips'). This effect wastes energy, makes the propeller "noisy" as the vapour bubbles collapse, and most seriously, erodes the screw's surface due to localized shock waves against the blade surface. Cavitation can, however, be used as an advantage in design of very high performance propellers, in form of the supercavitating propeller. (See also fluid dynamics). A similar, but quite separate issue, is ventilation, which occurs when a propeller operating near the surface draws air into the blades, causing a similar loss of power and shaft vibration, but without the related potential blade surface damage caused by cavitation. Both effects can be mitigated by increasing the submerged depth of the propeller: cavitation is reduced because the hydrostatic pressure increases the margin to the vapor pressure, and ventilation because it is further from surface waves and other air pockets that might be drawn into the slipstream.


          
            [image: 14-ton propeller from Voroshilov a Kirov class cruiser on display in Sevastopol]

            
              14-ton propeller from Voroshilov a Kirov class cruiser on display in Sevastopol
            

          


          


          Forces acting on an aerofoil


          The force (F) experienced by an aerofoil blade is determined by its area (A), chord (c), velocity (V) and the angle of the aerofoil to the flow, called either angle of incidence or angle of attack (), where:


          [image: \frac {F}{\rho AV^2} = f(R_n, \alpha)]


          The force has two parts - that normal to the direction of flow is lift (L) and that in the direction of flow is drag (D). Both are expressed non-dimensionally as:


          [image: C_L = \frac {L}{\frac {1}{2} \rho AV^2}] and [image: C_D = \frac {D}{\frac {1}{2} \rho AV^2}]


          Each coefficient is a function of the angle of attack and Reynolds' number. As the angle of attack increases lift rises rapidly from the no lift angle before slowing its increase and then decreasing, with a sharp drop as the stall angle is reached and flow is disrupted. Drag rises slowly at first and as the rate of increase in lift falls and the angle of attack increases drag increases more sharply.


          For a given strength of circulation (), Lift = L = V. The effect of the flow over and the circulation around the aerofoil is to reduce the velocity over the face and increase it over the back of the blade. If the reduction in pressure is too much in relation to the ambient pressure of the fluid, cavitation occurs, bubbles form in the low pressure area and are moved towards the blade's trailing edge where they collapse as the pressure increases, this reduces propeller efficiency and increases noise. The forces generated by the bubble collapse can cause permanent damage to the surfaces of the blade.


          


          Propeller thrust


          


          Single blade


          Taking an arbitrary radial section of a blade at r, if revolutions are N then the rotational velocity is 2Nr. If the blade was a complete screw it would advance through a solid at the rate of NP, where P is the pitch of the blade. In water the advance speed is rather lower, Va, the difference, or slip ratio, is:


          Slip = (NP  Va) / NP = 1  J / p


          where J is the advance coefficient (Va / ND) and p is the pitch ratio (P/D).


          The forces of lift and drag on the blade, dA, where force normal to the surface is dL:


          [image: \mbox{d}L = \frac {1}{2}\rho V_1^2 C_L dA = \frac {1}{2}\rho C_L[V_a^2(1+a)^2+4\pi^2r^2(1-a')^2]b\mbox{d}r]


          where:


          [image: V_1^2 = V_a^2(1+a)^2+4\pi^2r^2(1-a')^2]


          [image: \mbox{d}D = \frac {1}{2}\rho V_1^2C_D\mbox{d}A = \frac {1}{2}\rho C_D[V_a^2(1+a)^2+4\pi^2r^2(1-a')^2]b\mbox{d}r]


          These forces contribute to thrust, T, on the blade:


          [image: \mbox{d}T = \mbox{d}L\cos\varphi-\mbox{d}D\sin\varphi = \mbox{d}L(\cos\varphi-\frac{\mbox{d}D}{\mbox{d}L}\sin\varphi)]


          where tan = dD / dL = CD / CL


          [image: =\frac{1}{2}\rho V_1^2 C_L \frac{\cos(\varphi+\beta)}{\cos\beta}b\mbox{d}r]


          As [image: V_1 = V_a(1+a)/\sin\varphi],


          [image: \mbox{d}T = \frac{1}{2}\rho C_L \frac{V_a^2(1+a)^2\cos(\varphi+\beta)}{\sin^2\varphi \cos\beta}b\mbox{d}r]


          From this total thrust can be obtained by integrating this expression along the blade. The transverse force is found in a similar manner:


          [image: \mbox{d}M = \mbox{d}L\sin\varphi+\mbox{d}D\cos\varphi = \mbox{d}L(\sin\varphi+\frac{\mbox{d}D}{\mbox{d}L}\cos\varphi)]


          [image: =\frac{1}{2}\rho V_1^2 C_L \frac{\sin(\varphi+\beta)}{\cos\varphi}b\mbox{d}r]


          Substituting for V1 and multiplying by r, gives torque as:


          [image: \mbox{d}Q = r\mbox{d}M = \frac{1}{2}\rho C_L \frac{V_a^2(1+a)^2\sin(\varphi+\beta)}{\sin^2\varphi\cos\beta}br\mbox{d}r]


          which can be integrated as before.


          The total thrust power of the propeller is proportional to TVa and the shaft power to 2NQ. So efficiency is TVa / 2NQ. The blade efficiency is in the ratio between thrust and torque:


          [image: \mbox{blade element efficiency} = \frac{V_a}{2\pi Nr}\times\frac{1}{\tan(\varphi+\beta)}]


          showing that the blade efficiency is determined by its momentum and its qualities in the form of angles [image: \varphi \mbox {and} \beta], where  is the ratio of the drag and lift coefficients.


          This analysis is simplified and ignores a number of significant factors including interference between the blades and the influence of tip vortices.


          


          Thrust and torque


          The thrust, T, and torque, Q, depend on the propeller's diameter, D, revolutions, N, and rate of advance, Va, together with the character of the fluid in which the propeller is operating and gravity. These factors create the following non-dimensional relationship:


          [image: T = \rho V^2 D^2 [ f_1(\frac {ND}{V_a}), f_2(\frac {v}{V_a D}), f_3(\frac {gD}{V_a^2}) ]]


          where f1 is a function of the advance coefficient, f2 is a function of the Reynolds' number, and f3 is a function of the Froude number. Both f2 and f3 are likely to be small in comparison to f1 under normal operating conditions, so the expression can be reduced to:


          [image: T = \rho V_a^2 D^2 \times f_r (\frac {ND}{V_a})]


          For two identical propellers the expression for both will be the same. So with the propellers T1,T2, and using the same subscripts to indicate each propeller:


          [image: \frac {T_1}{T_2} = \frac{\rho_1}{\rho_2} \times \frac{V_{a1}^2}{V_{a2}^2} \times \frac{D_1^2}{D_2^2}]


          For both Froude number and advance coefficient:


          [image: \frac {T_1}{T_2} = \frac {\rho_1}{\rho_2} \times \frac {D_1^3}{D_2^3} = \frac {\rho_1}{\rho_2} \lambda^3]


          where  is the ratio of the linear dimensions.


          Thrust and velocity, at the same Froude number, give thrust power:


          [image: \frac {P_{T1}}{P_{T2}} = \frac {\rho_1}{\rho_2} \lambda^3.5]


          For torque:


          [image: Q = \rho V_a^2 D^3 \times f_q (\frac{ND}{V_a})]


          ...


          


          Actual performance


          When a propeller is added to a ship its performance is altered; there is the mechanical losses in the transmission of power; a general increase in total resistance; and the hull also impedes and renders non-uniform the flow through the propeller. The ratio between a propeller's efficiency attached to a ship (PD) and in open water (P'D) is termed relative rotative efficiency.


          The overall propulsive efficiency (an extension of effective power (PE)) is developed from the propulsive coefficient (PC), which is derived from the installed shaft power (PS) modified by the effective power for the hull with appendages (P'E), the propeller's thrust power (PT), and the relative rotative efficiency.


          P'E/PT = hull efficiency = H


          PT/P'D = propeller efficiency = O


          P'D/PD = relative rotative efficiency = R


          PD/PS = shaft transmission efficiency


          Producing the following:


          [image: PC = (\frac {\eta_H \times \eta_O \times \eta_R}{\mbox{appendage coefficient}}) \times \mbox{transmission efficiency}]


          The terms contained within the brackets are commonly grouped as the quasi-propulsive coefficient (QPC, D). The QPC is produced from small-scale experiments and is modified with a load factor for full size ships.


          Wake is the interaction between the ship and the water with its own velocity relative to the ship. The wake has three parts - the velocity of the water around the hull; the boundary layer between the water dragged by the hull and the surrounding flow; and the waves created by the movement of the ship. the first two parts will reduce the velocity of water into the propeller, the third will either increase or decrease the velocity depending on whether the waves create a creast or trough at the propeller.


          


          Types of marine propellers


          At present, several types of marine propellers have been built for a wide variety of marine vehicles.


          


          Controllable pitch propeller


          
            [image: A controllable pitch propeller]

            
              A controllable pitch propeller
            

          


          At present, one of the newest and best type of propeller is the controllable pitch propeller. This propeller has several advantages with ships. These advantages include: the least drag depending on the speed used, the ability to move the seavessel backwards, and the ability to use the "vane"-stance, which gives the least waterresistance when not using the propeller (eg when the sails are used instead).


          


          Skewback propeller


          An advanced type of propeller used on German Type 212 submarines is called a skewback propeller. As in the scimitar blades used on some aircraft, the blade tips of a skewback propeller are swept back against the direction of rotation. In addition, the blades are tilted rearward along the longitudinal axis, giving the propeller an overall cup-shaped appearance. This design preserves thrust efficiency while reducing cavitation, and thus makes for a quiet, stealthy design.


          See Also: Astern propulsion.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Propeller"
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        Property


        
          

          Property designates those things that are commonly recognized as the entities that a person or group has exclusive rights in respect of. Important types of property include real property (land), personal property (other physical possessions), and intellectual property (rights over artistic creations, inventions, etc.). A right of ownership is associated with property that establishes the good as being "one's own thing" in relation to other individuals or groups, assuring the owner the right to dispense with the property in a manner he or she sees fit, whether to use or not use, exclude others from using, or to transfer ownership. Some philosophers assert that property rights arise from social convention. Others find origins for them in morality or natural law.


          


          Use of the term


          Various scholarly communities (e.g., law, economics, anthropology, sociology) may treat the concept more systematically, but definitions vary within and between fields. Scholars in the social sciences frequently conceive of property as a bundle of rights. They stress that property is not a relationship between people and things, but a relationship between people with regard to things.


          Private property is sometimes used synonymously with individual ownership, but the term may also be used to include collectively-owned property in the form of corporate ownership. Both of these are distinct from public property, which is that which belongs to a whole community collectively or a state.


          


          General characteristics


          Modern property rights conceive of ownership and possession as belonging to legal individuals, even if the legal individual is not a real person. Corporations, for example, have legal rights similar to American citizens, including many of their constitutional rights. Therefore, the corporation is a juristi person or artificial legal entity, which some refer to as "corporate personhood".


          Property rights are protected in the current laws of states usually found in the form of a Constitution or a Bill of Rights. The fifth and the fourteenth amendment to the United States constitution, for example, provides explicitly for the protection of private property:


          The Fifth Amendment states:


          
            	Nor be deprived of life, liberty, or property, without due process of law; nor shall private property be taken for public use, without just compensation.

          


          The Fourteenth Amendment states:


          
            	No State shall make or enforce any law which shall abridge the privileges or immunities of citizens of the United States; nor shall any State deprive any person of life, liberty, or property, without due process of law.

          


          Protection is also found in the United Nations Universal Declaration of Human Rights, Article 17, and in the The French Declaration of the Rights of Man and of the Citizen, Article XVII, and in the European Convention on Human Rights (ECHR), Protocol 1.


          Property is usually thought of in terms of a bundle of rights as defined and protected by the local sovereignty. Ownership, however, does not necessarily equate with sovereignty. If ownership gave supreme authority it would be sovereignty, not ownership. These are two different concepts.


          Traditionally, that bundle of rights includes:


          
            	control of the use of the property


            	the right to any benefit from the property (examples: mining rights and rent)


            	a right to transfer or sell the property


            	a right to exclude others from the property.

          


          Legal systems have evolved to cover the transactions and disputes which arise over the possession, use, transfer and disposal of property, most particularly involving contracts. Positive law defines such rights, and a judiciary is used to adjudicate and to enforce.


          In his classic text, "The Common Law", Oliver Wendell Holmes describes property as having two fundamental aspects. The first is possession, which can be defined as control over a resource based on the practical inability of another to contradict the ends of the possessor. The second is title, which is the expectation that others will recognize rights to control resource, even when it is not in possession. He elaborates the differences between these two concepts, and proposes a history of how they came to be attached to individuals, as opposed to families or entities such as the church.


          According to Adam Smith, the expectation of profit from "improving one's stock of capital" rests on private property rights, and the belief that property rights encourage the property holders to develop the property, generate wealth, and efficiently allocate resources based on the operation of the market is central to capitalism. From this evolved the modern conception of property as a right which is enforced by positive law, in the expectation that this would produce more wealth and better standards of living.


          
            	Classical liberals, libertarians, and related traditions

          


          
            	
              
                	"Just as man can't exist without his body, so no rights can exist without the right to translate one's rights into reality, to think, to work and keep the results, which means: the right of property." ( Ayn Rand, Atlas Shrugged)

              

            

          


          
            	Most thinkers from these traditions subscribe to the labor theory of property. They hold that you own your own life, and it follows that you must own the products of that life, and that those products can be traded in free exchange with others.

          


          
            	
              
                	"Every man has a property in his own person. This nobody has a right to, but himself." (John Locke, Second Treatise on Civil Government)

              

            

          


          
            	
              
                	"Life, liberty, and property do not exist because men have made laws. On the contrary, it was the fact that life, liberty, and property existed beforehand that caused men to make laws in the first place." ( Frdric Bastiat, The Law)

              

            

          


          
            	
              
                	"The reason why men enter into society is the preservation of their property." (John Locke, Second Treatise on Civil Government)

              

            

          


          
            	Socialism's fundamental principles are centered on a critique of this concept, stating, among other things, that the cost of defending property is higher than the returns from private property ownership, and that even when property rights encourage the property-holder to develop his property, generate wealth, etc., he will only do so for his own benefit, which may not coincide with the benefit of other people or society at large (and which is argued to go against the interests of non-property-holders).

          


          
            	Libertarian socialism generally accepts property rights, but with a short abandonment time period. In other words, a person must make (more or less) continuous use of the item or else he loses ownership rights. This is usually referred to as "possession property" or " usufruct." Thus, in this usufruct system, absentee ownership is illegitimate, and workers own the machines they work with. This type of property system has the effect of preventing capitalism.

          


          
            	
              Communism argues that only collective ownership through a polity, though not necessarily a state, will assure the minimization of unequal or unjust outcomes and the maximization of benefits, and that therefore all, or almost all, private property should be abolished.

              Both communism and some kinds of socialism have also upheld the notion that private property is inherently illegitimate. This argument is centered mainly on the idea that the creation of private property will always benefit one class over another, giving way to domination through the use of this private property. However, some socialists believe in the use of personal property and communists are not opposed to that which is "Hard-won, self-acquired, self-earned" ( Communist Manifesto), by members of the proletariat.

            

          


          Not every person, or entity, with an interest in a given piece of property may be able to exercise all of the rights mentioned a few paragraphs above. For example, as a lessee of a particular piece of property, you may not sell the property, because the tenant is only in possession, and does not have title to transfer. Similarly, while you are a lessee the owner cannot use his or her right to exclude to keep you from the property. (Or, if he or she does you may perhaps be entitled to stop paying rent or perhaps sue to regain access.)


          Further, property may be held in a number of forms, e.g. joint ownership, community property, sole ownership, lease, etc. These different types of ownership may complicate an owner's ability to exercise his or her rights unilaterally. For example if two people own a single piece of land as joint tenants, then depending on the law in the jurisdiction, each may have limited recourse for the actions of the other. For example, one of the owners might sell his or her interest in the property to a stranger that the other owner does not particularly like.


          


          Theories of property


          A natural rights definition of property rights was advanced by John Locke. Locke advanced the theory that when one mixes ones labor with nature, one gains ownership of that part of nature with which the labor is mixed, subject to the limitation that there should be "enough, and as good, left in common for others" .


          Anthropology studies the diverse systems of ownership, rights of use and transfer, and possession under the term "theories of property". Western legal theory is based, as mentioned, on the owner of property being a legal individual. However, not all property systems are founded on this basis.


          In every culture studied ownership and possession are the subject of custom and regulation, and "law" where the term can meaningfully be applied. Many tribal cultures balance individual ownership with the laws of collective groups: tribes, families, associations and nations. For example the 1839 Cherokee Constitution frames the issue in these terms:


          
            	Sec. 2. The lands of the Cherokee Nation shall remain common property; but the improvements made thereon, and in the possession of the citizens respectively who made, or may rightfully be in possession of them: Provided, that the citizens of the Nation possessing exclusive and indefeasible right to their improvements, as expressed in this article, shall possess no right or power to dispose of their improvements, in any manner whatever, to the United States, individual States, or to individual citizens thereof; and that, whenever any citizen shall remove with his effects out of the limits of this Nation, and become a citizen of any other government, all his rights and privileges as a citizen of this Nation shall cease: Provided, nevertheless, That the National Council shall have power to re-admit, by law, to all the rights of citizenship, any such person or persons who may, at any time, desire to return to the Nation, on memorializing the National Council for such readmission.

          


          Communal property systems describe ownership as belonging to the entire social and political unit, while corporate systems describe ownership as being attached to an identifiable group with an identifiable responsible individual. The Roman property law was based on such a corporate system.


          Different societies may have different theories of property for differing types of ownership. Pauline Peters argued that property systems are not isolable from the social fabric, and notions of property may not be stated as such, but instead may be framed in negative terms: for example the taboo system among Polynesian peoples.


          


          Property in philosophy


          In medieval and Renaissance Europe the term "property" essentially referred to land. Much rethinking was necessary in order for land to come to be regarded as only a special case of the property genus. This rethinking was inspired by at least three broad features of early modern Europe: the surge of commerce, the breakdown of efforts to prohibit interest (so-called " usury"), and the development of centralized national monarchies.


          


          Ancient philosophy


          Aristotle, in Politics, advocates "private property." In one of the first known expositions of tragedy of the commons he says, "that which is common to the greatest number has the least care bestowed upon it. Every one thinks chiefly of his own, hardly at all of the common interest; and only when he is himself concerned as an individual." In addition, he says when property is common there are natural problems that arise due to differences in labor: "If they do not share equally enjoyments and toils, those who labor much and get little will necessarily complain of those who labor little and receive or consume much. But indeed there is always a difficulty in men living together and having all human relations in common, but especially in their having common property." ( Politics, 1261b34)


          


          Pre-industrial English philosophy


          Thomas Hobbes 1600s


          The principal writings of Thomas Hobbes appeared between 1640 and 1651during and immediately following the war between forces loyal to King Charles I and those loyal to Parliament. In his own words, Hobbes' reflection began with the idea of "giving to every man his own," a phrase he drew from the writings of Cicero. But he wondered: How can anybody call anything his own? In that unsettled time and place it perhaps was natural that he would conclude: My own can only truly be mine if there is one unambiguously strongest power in the realm, and that power treats it as mine, protecting its status as such.


          James Harrington 1600s


          A contemporary of Hobbes, James Harrington, reacted differently to the same tumult; he considered property natural but not inevitable. The author of Oceana, he may have been the first political theorist to postulate that political power is a consequence, not the cause, of the distribution of property. He said that the worst possible situation is one in which the commoners have half a nation's property, with crown and nobility holding the other halfa circumstance fraught with instability and violence. A much better situation (a stable republic) will exist once the commoners own most property, he suggested.


          In later years, the ranks of Harrington's admirers would include American revolutionary and founder John Adams.


          Robert Filmer 1600s


          Another member of the Hobbes/Harrington generation, Sir Robert Filmer, reached conclusions much like Hobbes', but through Biblical exegesis. Filmer said that the institution of kingship is analogous to that of fatherhood, that subjects are but children, whether obedient or unruly, and that property rights are akin to the household goods that a father may dole out among his childrenhis to take back and dispose of according to his pleasure.


          John Locke 1600s


          In the following generation, John Locke sought to answer Filmer, creating a rationale for a balanced constitution in which the monarch would have a part to play, but not an overwhelming part. Since Filmer's views essentially require that the Stuart family be uniquely descended from the patriarchs of the Bible, and since even in the late seventeenth century that was a difficult view to uphold, Locke attacked Filmer's views in his First Treatise on Civil Government, freeing him to set out his own views in the Second Treatise on Civil Government. Therein, Locke imagined a pre-social world, the unhappy residents of which create a social contract. They would, he allowed, create a monarchy, but its task would be to execute the will of an elected legislature.


          "To this end" he wrote, meaning the end of their own long life and peace, "it is that men give up all their natural power to the society they enter into, and the community put the legislative power into such hands as they think fit, with this trust, that they shall be governed by declared laws, or else their peace, quiet, and property will still be at the same uncertainty as it was in the state of nature."


          Even when it keeps to proper legislative form, though, Locke held that there are limits to what a government established by such a contract might rightly do.


          "It cannot be supposed that [the hypothetical contractors] they should intend, had they a power so to do, to give any one or more an absolute arbitrary power over their persons and estates, and put a force into the magistrate's hand to execute his unlimited will arbitrarily upon them; this were to put themselves into a worse condition than the state of nature, wherein they had a liberty to defend their right against the injuries of others, and were upon equal terms of force to maintain it, whether invaded by a single man or many in combination. Whereas by supposing they have given up themselves to the absolute arbitrary power and will of a legislator, they have disarmed themselves, and armed him to make a prey of them when he pleases..."


          Note that both "persons and estates" are to be protected from the arbitrary power of any magistrate, inclusive of the "power and will of a legislator." In Lockean terms, depredations against an estate are just as plausible a justification for resistance and revolution as are those against persons. In neither case are subjects required to allow themselves to become prey.


          To explain the ownership of property Locke advanced a labor theory of property.


          William Blackstone 1700s


          In the 1760s, William Blackstone sought to codify the English common law. In his famous Commentaries on the Laws of England he wrote that "every wanton and causeless restraint of the will of the subject, whether produced by a monarch, a nobility, or a popular assembly is a degree of tyranny."


          How should such tyranny be prevented or resisted? Through property rights, Blackstone thought, which is why he emphasized that indemnification must be awarded a non-consenting owner whose property is taken by eminent domain, and that a property owner is protected against physical invasion of his property by the laws of trespass and nuisance. Indeed, he wrote that a landowner is free to kill any stranger on his property between dusk and dawn, even an agent of the King, since it isn't reasonable to expect him to recognize the King's agents in the dark.


          David Hume 1700s


          In contrast to the figures discussed in this section thus far, David Hume lived a relatively quiet life that had settled down to a relatively stable social and political structure. He lived the life of a solitary writer until 1763 when, at 52 years of age, he went off to Paris to work at the British embassy.


          In contrast, one might think, to his outrage-generating works on religion and his skeptical views in epistemology, Hume's views on law and property were quite conservative.


          He did not believe in hypothetical contracts, or in the love of mankind in general, and sought to ground politics upon actual human beings as one knows them. "In general," he wrote, "it may be affirmed that there is no such passion in human mind, as the love of mankind, merely as such, independent of personal qualities, or services, or of relation to ourselves." Existing customs should not lightly be disregarded, because they have come to be what they are as a result of human nature. With this endorsement of custom comes an endorsement of existing governments, because he conceived of the two as complementary: "A regard for liberty, though a laudable passion, ought commonly to be subordinate to a reverence for established government."


          These views led to a view on property rights that might today be described as legal positivism. There are property rights because of and to the extent that the existing law, supported by social customs, secure them. He offered some practical home-spun advice on the general subject, though, as when he referred to avarice as "the spur of industry," and expressed concern about excessive levels of taxation, which "destroy industry, by engendering despair."


          


          Critique and response


          By the mid 19th century, the industrial revolution had transformed England and had begun in France. The established conception of what constitutes property expanded beyond land to encompass scarce goods in general. In France, the revolution of the 1790s had led to large-scale confiscation of land formerly owned by church and king. The restoration of the monarchy led to claims by those dispossessed to have their former lands returned. Furthermore, the labor theory of value popularized by classical economists such as Adam Smith and David Ricardo were utilized by a new ideology called socialism to critique the relations of property to other economic issues, such as profit, rent, interest, and wage-labor. Thus, property was no longer an esoteric philosophical question, but a political issue of substantial concern.


          Charles Comte - legitimate origin of property


          Charles Comte, in Trait de la proprit (1834), attempted to justify the legitimacy of private property in response to the Bourbon Restoration. According to David Hart, Comte had three main points: "firstly, that interference by the state over the centuries in property ownership has had dire consequences for justice as well as for economic productivity; secondly, that property is legitimate when it emerges in such a way as not to harm anyone; and thirdly, that historically some, but by no means all, property which has evolved has done so legitimately, with the implication that the present distribution of property is a complex mixture of legitimately and illegitimately held titles." ( The Radical Liberalism of Charles Comte and Charles Dunoyer


          Comte, as Proudhon would later do, rejected Roman legal tradition with its toleration of slavery. He posited a communal "national" property consisting of non-scarce goods, such as land in ancient hunter-gatherer societies. Since agriculture was so much more efficient than hunting and gathering, private property appropriated by someone for farming left remaining hunter-gatherers with more land per person, and hence did not harm them. Thus this type of land appropriation did not violate the Lockean proviso - there was "still enough, and as good left." Comte's analysis would be used by later theorists in response to the socialist critique on property.


          Pierre Proudhon - property is theft


          In his treatise What is Property?(1849), Proudhon answers with " Property is theft!" In natural resources, he sees two conceivable types of property, de jure property and de facto property, and argues that the former is illegitimate. Proudhon's fundamental premise is that equality of condition is the essence of justice. "By this method of investigation, we soon see that every argument which has been invented in behalf of property, whatever it may be, always and of necessity leads to equality; that is, to the negation of property." But unlike the statist socialists of his time, Proudhon's solution is not to give each person an equal amount of property, but to deny the validity of legal property in natural resources altogether.


          His analysis of the product of labor upon natural resources as property (usufruct) is more nuanced. He asserts that land itself cannot be property, yet it should be held by individual possessors as stewards of mankind with the product of labor being the property of the producer. Like most theorists of his time, both capitalist and socialist, he assumed the labor theory of value to be correct. Thus, Proudhon reasoned, any wealth gained without labor was stolen from those who labored to create that wealth. Even a voluntary contract to surrender the product of labor to an employer was theft, according to Proudhon, since the controller of natural resources had no moral right to charge others for the use of that which he did not labor to create and therefore did not own.


          Proudhon's theory of property greatly influenced the budding socialist movement, inspiring anarchist theorists such as Bakunin who modified Proudhon's ideas, as well as antagonizing theorists like Marx.


          Frdric Bastiat - property is value


          Bastiat's main treatise on property can be found in chapter 8 of his book Economic Harmonies (1850). In a radical departure from traditional property theory, he defines property not as a physical object, but rather as a relationship between people with respect to an object. Thus, saying one owns a glass of water is merely verbal shorthand for I may justly gift or trade this water to another person. In essence, what one owns is not the object but the value of the object. By "value," Bastiat apparently means market value; he emphasizes that this is quite different from utility. "In our relations with one another, we are not owners of the utility of things, but of their value, and value is the appraisal made of reciprocal services."


          Strongly disputing Proudhon's equality-based argument, Bastiat theorizes that, as a result of technological progress and the division of labor, the stock of communal wealth increases over time; that the hours of work an unskilled laborer expends to buy e.g. 100 liters of wheat decreases over time, thus amounting to "gratis" satisfaction. Thus, private property continually destroys itself, becoming transformed into communal wealth. The increasing proportion of communal wealth to private property results in a tendency toward equality of mankind. "Since the human race started from the point of greatest poverty, that is, from the point where there were the most obstacles to be overcome, it is clear that all that has been gained from one era to the next has been due to the spirit of property."


          This transformation of private property into the communal domain, Bastiat points out, does not imply that private property will ever totally disappear. This is because man, as he progresses, continually invents new and more sophisticated needs and desires.


          


          Contemporary views


          Among contemporary political thinkers who believe that human individuals enjoy rights to own property and to enter into contracts, there are two views about John Locke. On the one hand there are ardent Locke admirers, such as W.H. Hutt (1956), who praised Locke for laying down the "quintessence of individualism." On the other hand, there are those such as Richard Pipes who think that Locke's arguments are weak, and that undue reliance thereon has weakened the cause of individualism in recent times. Pipes has written that Locke's work "marked a regression because it rested on the concept of Natural Law" rather than upon Harrington's sociological framework.


          Hernando de Soto has argued that an important characteristic of capitalist market economy is the functioning state protection of property rights in a formal property system where ownership and transactions are clearly recorded. These property rights and the whole formal system of property make possible:


          
            	Greater independence for individuals from local community arrangements to protect their assets;


            	Clear, provable, and protectable ownership;


            	The standardization and integration of property rules and property information in the country as a whole;


            	Increased trust arising from a greater certainty of punishment for cheating in economic transactions;


            	More formal and complex written statements of ownership that permit the easier assumption of shared risk and ownership in companies, and insurance against risk;


            	Greater availability of loans for new projects, since more things could be used as collateral for the loans;


            	Easier access to and more reliable information regarding such things as credit history and the worth of assets;


            	Increased fungibility, standardization and transferability of statements documenting the ownership of property, which paves the way for structures such as national markets for companies and the easy transportation of property through complex networks of individuals and other entities;


            	Greater protection of biodiversity due to minimizing of shifting agriculture practices.

          


          All of the above enhance economic growth.


          


          Types of property
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          Most legal systems distinguish different types ( immovable property, estate in land, real estate, real property) of property, especially between land and all other forms of property - goods and chattels, movable property or personal property. They often distinguish tangible and intangible property (see below).


          One categorization scheme specifies three species of property: land, improvements (immovable man made things) and personal property (movable man made things)


          In common law, real property ( immovable property) is the combination of interests in land and improvements thereto and personal property is interest in movable property.


          Later, with the development of more complex forms of non-tangible property, personal property was divided into tangible property (such as cars, clothing, animals) and intangible or abstract property (e.g. financial instruments such as stocks and bonds, etc.), which includes intellectual property ( patents, copyrights, and trademarks).


          


          What can be property?


          The two major justifications given for original property, or homesteading, are effort and scarcity. John Locke emphasized effort, "mixing your labor" with an object, or clearing and cultivating virgin land. Benjamin Tucker preferred to look at the telos of property, i.e. What is the purpose of property? His answer: to solve the scarcity problem. Only when items are relatively scarce with respect to people's desires do they become property. For example, hunter-gatherers did not consider land to be property, since there was no shortage of land. Agrarian societies later made arable land property, as it was scarce. For something to be economically scarce, it must necessarily have the exclusivity property - that use by one person excludes others from using it. These two justifications lead to different conclusions on what can be property. Intellectual property - non-corporeal things like ideas, plans, orderings and arrangements (musical compositions, novels, computer programs) - are generally considered valid property to those who support an effort justification, but invalid to those who support a scarcity justification (since they don't have the exclusivity property.) Thus even ardent propertarians may disagree about IP. By either standard, one's body is one's property.


          From some anarchist points of view, the validity of property depends on whether the "property right" requires enforcement by the state. Different forms of "property" require different amounts of enforcement: intellectual property requires a great deal of state intervention to enforce, ownership of distant physical property requires quite a lot, ownership of carried objects requires very little, while ownership of one's own body requires absolutely no state intervention.


          Many things have existed that did not have an owner, sometimes called the commons. The term "commons," however, is also often used to mean something quite different: "general collective ownership" - i.e. common ownership. Also, the same term is sometimes used by statists to mean government-owned property that the general public is allowed to access. Law in all societies has tended to develop towards reducing the number of things not having clear owners. Supporters of property rights argue that this enables better protection of scarce resources, due to the tragedy of the commons, while critics argue that it leads to the exploitation of those resources for personal gain and that it hinders taking advantage of potential network effects. These arguments have differing validity for different types of "property" -- things which are not scarce are, for instance, not subject to the tragedy of the commons. Some apparent critics actually are advocating general collective ownership rather than ownerlessness.


          Things today which do not have owners include: ideas (except for intellectual property), seawater (which is, however, protected by anti-pollution laws), parts of the seafloor (see the United Nations Convention on the Law of the Sea for restrictions), gasses in Earth's atmosphere, animals in the wild (though there may be restrictions on hunting etc. -- and in some legal systems, such as that of New York, they are actually treated as government property), celestial bodies and outer space, and land in Antarctica.


          The nature of children under the age of majority is another contested issue here. In ancient societies children were generally considered the property of their parents. Children in most modern societies theoretically own their own bodies -- but they are considered incompetent to exercise their rights, and their parents or "guardians" are given most of the actual rights of control over them.


          Questions regarding the nature of ownership of the body also come up in the issue of abortion.


          In many ancient legal systems (e.g. early Roman law), religious sites (e.g. temples) were considered property of the God or gods they were devoted to. However, religious pluralism makes it more convenient to have religious sites owned by the religious body that runs them.


          Intellectual property and air ( airspace, no-fly zone, pollution laws, which can include tradeable emissions rights) can be property in some senses of the word.


          


          Who can be an owner?


          Ownership laws may vary widely among countries depending on the nature of the property of interest (e.g. firearms, real property, personal property, animals). In some societies only adult men may own property. In some societies legal entities, such as corporations, trusts, and nations (or governments) own property.


          In the Inca empire, the dead emperors, who were considered gods, still controlled property after death. kjh
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          Prospecting is the physical search for minerals, fossils, precious metals or mineral specimens, and is also known as fossicking.


          Prospecting is synonymous in some ways with mineral exploration which is an organised, large scale and at least semi-scientific effort undertaken by mineral resource companies to find commercially viable ore deposits. To actually be considered a prospector you must become registered as a professional prospector. This process is easy but necessary if you wish to work in mineral exploration.


          Prospecting is quite intensive physical labor, involving a considerable amount of traversing (traditionally on foot or on horseback), panning, sifting and outcrop investigation, looking for tell-tale signs of mineralisation. A prospector must also make claims, meaning they must erect posts with the appropriate plackards on all four corners of a desired land they wish to prospect and register this claim before they may take samples.


          


          Old prospecting methods


          The traditional methods of prospecting involved carefully and intensely combing through the countryside, often through creek beds and along ridgelines and hilltops, often on hands and knees looking for signs of mineralisation in the outcrop. In the case of gold, all streams in an area would be panned at the appropriate trap sites looking for a show of 'colour' or gold in the tail.


          Once a small occurrence or show was found, it was then necessary to intensively work the area with pick and shovel, and often via the addition of some simple machinery such as a sluice box, races and winnows, to work the loose soil and rock looking for the appropriate materials (in this case, gold). For most base metal shows, the rock would have been mined by hand and crushed on site,the ore separated from the gangue by hand.


          Often, these shows were short-lived, exhausted abandoned quite soon, requiring the prospector to move onwards to the next and hopefully bigger and better show. Occasionally, though, the prospector would strike it rich and be joined by other prospectors and larger-scale mining would take place.


          
            	note although these are referred to as "old prospecting methods", these techniques are still used very frequently today but usually in coupling with other more advanced techniques such as magnetic surveying and gravimetric analysis.

          


          In most countries in the 19th and early 20th century, it was very unlikely that a prospector would retire rich even if he was the one who found the greatest of lodes. For instance Patrick (Paddy) Hannan, who discovered the Golden Mile, Kalgoorlie, died without receiving anywhere near a fraction of the value of the gold contained in the lodes, the same story repeated at Bendigo, Ballarat, Klondike and California.


          


          The Gold Rushes


          In the United States and Canada prospectors were lured by the promise of gold, silver, and other precious metals. They travelled across the mountains of the American West, carrying picks, shovels, gold pans, and whatever else they would need. Other prospectors searched canyons and mountain peaks, hardly leaving a rock unturned while looking for wealth. The majority of early prospectors had no training and relied mainly on luck to discover deposits.


          Other gold rushes occurred in Papua New Guinea, Australia at least four times, and in South Africa and South America. In all cases, the gold rush was sparked by idle prospecting for gold and minerals which, when the prospector was rarely but spectacularly successful, generated 'gold fever' and saw a wave of prospectors comb the countryside.


          


          Modern prospecting


          Modern prospectors today rely on training, the study of geology, and prospecting technology.


          Knowledge of previous prospecting in an area helps in determining location of new prospective areas. Prospecting includes geological mapping, rock assay analysis, and sometimes the intuition of the prospector.


          


          Metal detecting


          Metal detectors are invaluable for gold prospectors, as they are quite effective at detecting gold nuggets within the soil down to, depending on the acuity of the operator's hearing and skill, perhaps 3 feet.


          Magnetic separators may be useful in separating the magnetic fraction of a heavy mineral sand from the nonmagnetic fraction, which may assist in the panning or sieving of gold from the soil or stream.
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              	General
            


            
              	Name, Symbol, Number

              	protactinium, Pa, 91
            


            
              	Element category

              	actinides
            


            
              	Group, Period, Block

              	n/a, 7, f
            


            
              	Appearance

              	bright, silvery metallic luster
            


            
              	Standard atomic weight

              	231.03588 (2) gmol1
            


            
              	Electron configuration

              	[Rn] 7s2 6d1 5f2
            


            
              	Electrons per shell

              	2, 8, 18, 32, 20, 9, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	15.37 gcm3
            


            
              	Melting point

              	1841 K

              (1568 C, 2854 F)
            


            
              	Boiling point

              	? 4300 K

              (? 4027 C,? F)
            


            
              	Heat of fusion

              	12.34  kJmol1
            


            
              	Heat of vaporization

              	481  kJmol1
            


            
              	Atomic properties
            


            
              	Crystal structure

              	orthorhombic
            


            
              	Oxidation states

              	2, 3, 4, 5

              (weakly basic oxide)
            


            
              	Electronegativity

              	1.5 (Pauling scale)
            


            
              	Ionization energies

              	1st: 568 kJ/mol
            


            
              	Atomic radius

              	180  pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	no data
            


            
              	Electrical resistivity

              	(0 C) 177 nm
            


            
              	Thermal conductivity

              	(300K) 47 Wm1K1
            


            
              	CAS registry number

              	7440-13-3
            


            
              	Selected isotopes
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          Protactinium (pronounced /ˌproʊtkˈtɪniəm/) is a chemical element with the symbol Pa and atomic number 91.


          


          Characteristics


          Protactinium is a silver metallic element that belongs to the actinide group, with a bright metallic luster that it retains for some time in the air. It is superconductive at temperatures below 1.4 K.


          


          Applications


          Due to its scarcity, high radioactivity, and toxicity, there are currently no uses for protactinium outside of basic scientific research.


          Protactinium-231 (which is formed by the alpha decay of Uranium-235 followed by beta decay of Thorium-231) could possibly sustain a nuclear chain reaction; Walter Seifritz has estimated that it might in principle be used to build a nuclear weapon with a critical mass of 750180 kg. Other authors have concluded that such chain reactions would not be possible.


          


          History


          In 1890, Mendeleev predicted the existence of an element between thorium and uranium. In 1900, William Crookes isolated protactinium as a radioactive material from uranium; however, he did not identify it as a new element.


          Protactinium was first identified in 1913, when Kasimir Fajans and O. H. Ghring encountered the short-lived isotope 234m-Pa (half-life of about 1.17 minute), during their studies of the decay chain of 238-U. They gave the new element the name Brevium (Latin brevis, brief, short); the name was changed to Protoactinium in 1918 when two groups of scientists ( Otto Hahn and Lise Meitner of Germany and Frederick Soddy and John Cranston of the UK) independently discovered 231-Pa. The name was shortened to Protactinium in 1949.


          Aristid von Grosse prepared 2 mg of Pa2O5 in 1927, and in 1934 performed the first isolation of elemental protactinium from 0.1 mg of Pa2O5, by converting the oxide to an iodide and then cracking it in a high vacuum with an electrically heated filament by the reaction 2PaI5  2Pa + 5I2 ( iodide process).


          In 1961, the United Kingdom Atomic Energy Authority was able to produce 125 g of 99.9% pure protactinium, processing 60 tons of waste material in a 12-stage process and spending 500,000 USD. For many years, this was the world's only supply of the element. It is reported that the metal was sold to laboratories for a cost of 2,800 USD / g in the following years.


          


          Occurrence


          Protactinium occurs in pitchblende to the extent of about 1 part 231Pa per 10 million parts of ore (i.e., 0.1 ppm). Some ores from the Democratic Republic of the Congo have about 3 ppm.


          


          Compounds


          Known Protactinium compounds:


          
            	Fluorides: PaF4, PaF5


            	Chlorides: PaCl4, PaCl5


            	Bromides: PaBr4, PaBr5


            	Iodides: PaI3, PaI4, PaI5


            	Oxides: PaO, PaO2, Pa2O5

          


          


          Isotopes


          29 radioisotopes of protactinium have been characterized, with the most stable being 231-Pa with a half life of 32760 years, 233-Pa with a half-life of 26.967 days, and 230-Pa with a half-life of 17.4 days. All of the remaining radioactive isotopes have half-lifes that are less than 1.6 days, and the majority of these have half lifes that are less than 1.8 seconds. This element also has 2 meta states, 217m-Pa (t 1.15 milliseconds) and 234m-Pa (t 1.17 minutes).


          The primary decay mode for isotopes of Pa lighter than (and including) the most stable isotope 231-Pa (ie, 212Pa to 231Pa) is alpha decay and the primary mode for the heavier isotopes (ie, 232Pa to 240Pa) is beta minus () decay. The primary decay products of isotopes of Pa lighter than (and including) 231-Pa are element Ac (actinium) isotopes and the primary decay products for the heavier isotopes of Pa are element U (uranium) isotopes.


          


          Precautions


          Protactinium is both toxic and highly radioactive. It requires precautions similar to those used when handling plutonium.
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          Proteins are large organic compounds made of amino acids arranged in a linear chain and joined together by peptide bonds between the carboxyl and amino groups of adjacent amino acid residues. The sequence of amino acids in a protein is defined by a gene and encoded in the genetic code. Although this genetic code specifies 20 "standard" amino acids plus selenocysteine and - in certain archaea - pyrrolysine, the residues in a protein are sometimes chemically altered in post-translational modification: either before the protein can function in the cell, or as part of control mechanisms. Proteins can also work together to achieve a particular function, and they often associate to form stable complexes.


          Like other biological macromolecules such as polysaccharides and nucleic acids, proteins are essential parts of organisms and participate in every process within cells. Many proteins are enzymes that catalyze biochemical reactions and are vital to metabolism. Proteins also have structural or mechanical functions, such as actin and myosin in muscle and the proteins in the cytoskeleton, which form a system of scaffolding that maintains cell shape. Other proteins are important in cell signaling, immune responses, cell adhesion, and the cell cycle. Proteins are also necessary in animals' diets, since animals cannot synthesize all the amino acids they need and must obtain essential amino acids from food. Through the process of digestion, animals break down ingested protein into free amino acids that are then used in metabolism.


          The word protein comes from the Greek word ώ ("prota"), meaning "of primary importance." Proteins were first described and named by the Swedish chemist Jns Jakob Berzelius in 1838. However, central role of proteins in living organisms was not fully appreciated until 1926, when James B. Sumner showed that the enzyme urease was a protein. The first protein to be sequenced was insulin, by Frederick Sanger, who won the Nobel Prize for this achievement in 1958. The first protein structures to be solved included hemoglobin and myoglobin, by Max Perutz and Sir John Cowdery Kendrew, respectively, in 1958. The three-dimensional structures of both proteins were first determined by x-ray diffraction analysis; the structures of myoglobin and hemoglobin won the 1962 Nobel Prize in Chemistry for their discoveries.


          


          Biochemistry
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          Proteins are linear polymers built from 20 different L-- amino acids. All amino acids possess common structural features, including an  carbon to which an amino group, a carboxyl group, and a variable side chain are bonded. Only proline differs from this basic structure as it contains an unusual ring to the N-end amine group, which forces the CONH amide moiety into a fixed conformation. The side chains of the standard amino acids, detailed in the list of standard amino acids, have different chemical properties that produce three-dimensional protein structure and are therefore critical to protein function. The amino acids in a polypeptide chain are linked by peptide bonds formed in a dehydration reaction. Once linked in the protein chain, an individual amino acid is called a residue, and the linked series of carbon, nitrogen, and oxygen atoms are known as the main chain or protein backbone. The peptide bond has two resonance forms that contribute some double-bond character and inhibit rotation around its axis, so that the alpha carbons are roughly coplanar. The other two dihedral angles in the peptide bond determine the local shape assumed by the protein backbone.


          Due to the chemical structure of the individual amino acids, the protein chain has directionality. The end of the protein with a free carboxyl group is known as the C-terminus or carboxy terminus, whereas the end with a free amino group is known as the N-terminus or amino terminus.


          The words protein, polypeptide, and peptide are a little ambiguous and can overlap in meaning. Protein is generally used to refer to the complete biological molecule in a stable conformation, whereas peptide is generally reserved for a short amino acid oligomers often lacking a stable three-dimensional structure. However, the boundary between the two is not well defined and usually lies near 2030 residues. Polypeptide can refer to any single linear chain of amino acids, usually regardless of length, but often implies an absence of a defined conformation.


          


          Synthesis
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          Proteins are assembled from amino acids using information encoded in genes. Each protein has its own unique amino acid sequence that is specified by the nucleotide sequence of the gene encoding this protein. The genetic code is a set of three-nucleotide sets called codons and each three-nucleotide combination stands for an amino acid, for example AUG stands for methionine. Because DNA contains four nucleotides, the total number of possible codons is 64; hence, there is some redundancy in the genetic code, with some amino acids specified by more than one codon. Genes encoded in DNA are first transcribed into pre- messenger RNA (mRNA) by proteins such as RNA polymerase. Most organisms then process the pre-mRNA (also known as a primary transcript) using various forms of post-transcriptional modification to form the mature mRNA, which is then used as a template for protein synthesis by the ribosome. In prokaryotes the mRNA may either be used as soon as it is produced, or be bound by a ribosome after having moved away from the nucleoid. In contrast, eukaryotes make mRNA in the cell nucleus and then translocate it across the nuclear membrane into the cytoplasm, where protein synthesis then takes place. The rate of protein synthesis is higher in prokaryotes than eukaryotes and can reach up to 20 amino acids per second.


          The process of synthesizing a protein from an mRNA template is known as translation. The mRNA is loaded onto the ribosome and is read three nucleotides at a time by matching each codon to its base pairing anticodon located on a transfer RNA molecule, which carries the amino acid corresponding to the codon it recognizes. The enzyme aminoacyl tRNA synthetase "charges" the tRNA molecules with the correct amino acids. The growing polypeptide is often termed the nascent chain. Proteins are always biosynthesized from N-terminus to C-terminus.


          The size of a synthesized protein can be measured by the number of amino acids it contains and by its total molecular mass, which is normally reported in units of daltons (synonymous with atomic mass units), or the derivative unit kilodalton (kDa). Yeast proteins are on average 466 amino acids long and 53 kDa in mass. The largest known proteins are the titins, a component of the muscle sarcomere, with a molecular mass of almost 3,000 kDa and a total length of almost 27,000 amino acids.


          


          Chemical synthesis


          Short proteins can also be synthesized chemically by a family of methods known as peptide synthesis, which rely on organic synthesis techniques such as chemical ligation to produce peptides in high yield. Chemical synthesis allows for the introduction of non-natural amino acids into polypeptide chains, such as attachment of fluorescent probes to amino acid side chains. These methods are useful in laboratory biochemistry and cell biology, though generally not for commercial applications. Chemical synthesis is inefficient for polypeptides longer than about 300 amino acids, and the synthesized proteins may not readily assume their native tertiary structure. Most chemical synthesis methods proceed from C-terminus to N-terminus, opposite the biological reaction.


          


          Structure of proteins
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              Three possible representations of the three-dimensional structure of the protein triose phosphate isomerase. Left: all-atom representation colored by atom type. Middle: simplified representation illustrating the backbone conformation, colored by secondary structure. Right: Solvent-accessible surface representation colored by residue type (acidic residues red, basic residues blue, polar residues green, nonpolar residues white).
            

          


          Most proteins fold into unique 3-dimensional structures. The shape into which a protein naturally folds is known as its native state. Although many proteins can fold unassisted, simply through the chemical properties of their amino acids, others require the aid of molecular chaperones to fold into their native states. Biochemists often refer to four distinct aspects of a protein's structure:


          
            	Primary structure: the amino acid sequence


            	Secondary structure: regularly repeating local structures stabilized by hydrogen bonds. The most common examples are the alpha helix and beta sheet. Because secondary structures are local, many regions of different secondary structure can be present in the same protein molecule.


            	Tertiary structure: the overall shape of a single protein molecule; the spatial relationship of the secondary structures to one another. Tertiary structure is generally stabilized by nonlocal interactions, most commonly the formation of a hydrophobic core, but also through salt bridges, hydrogen bonds, disulfide bonds, and even post-translational modifications. The term "tertiary structure" is often used as synonymous with the term fold.


            	Quaternary structure: the shape or structure that results from the interaction of more than one protein molecule, usually called protein subunits in this context, which function as part of the larger assembly or protein complex.

          


          
            [image: NMR structures of the protein cytochrome c in solution show the constantly shifting dynamic structure of the protein. Larger version.]

            
              NMR structures of the protein cytochrome c in solution show the constantly shifting dynamic structure of the protein. Larger version.
            

          


          Proteins are not entirely rigid molecules. In addition to these levels of structure, proteins may shift between several related structures while they perform their biological function. In the context of these functional rearrangements, these tertiary or quaternary structures are usually referred to as " conformations," and transitions between them are called conformational changes. Such changes are often induced by the binding of a substrate molecule to an enzyme's active site, or the physical region of the protein that participates in chemical catalysis. In solution all proteins also undergo variation in structure through thermal vibration and the collision with other molecules, see the animation on the right.


          
            [image: Molecular surface of several proteins showing their comparative sizes. From left to right are: Antibody (IgG), Hemoglobin, Insulin (a hormone), Adenylate kinase (an enzyme), and Glutamine synthetase (an enzyme).]
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          Proteins can be informally divided into three main classes, which correlate with typical tertiary structures: globular proteins, fibrous proteins, and membrane proteins. Almost all globular proteins are soluble and many are enzymes. Fibrous proteins are often structural; membrane proteins often serve as receptors or provide channels for polar or charged molecules to pass through the cell membrane.


          A special case of intramolecular hydrogen bonds within proteins, poorly shielded from water attack and hence promoting their own dehydration, are called dehydrons.


          


          Structure determination


          Discovering the tertiary structure of a protein, or the quaternary structure of its complexes, can provide important clues about how the protein performs its function. Common experimental methods of structure determination include X-ray crystallography and NMR spectroscopy, both of which can produce information at atomic resolution. Cryoelectron microscopy is used to produce lower-resolution structural information about very large protein complexes, including assembled viruses; a variant known as electron crystallography can also produce high-resolution information in some cases, especially for two-dimensional crystals of membrane proteins. Solved structures are usually deposited in the Protein Data Bank (PDB), a freely available resource from which structural data about thousands of proteins can be obtained in the form of Cartesian coordinates for each atom in the protein.


          Many more gene sequences are known than protein structures. Further, the set of solved structures is biased toward proteins that can be easily subjected to the conditions required in X-ray crystallography, one of the major structure determination methods. In particular, globular proteins are comparatively easy to crystallize in preparation for X-ray crystallography. Membrane proteins, by contrast, are difficult to crystallize and are underrepresented in the PDB. Structural genomics initiatives have attempted to remedy these deficiencies by systematically solving representative structures of major fold classes. Protein structure prediction methods attempt to provide a means of generating a plausible structure for proteins whose structures have not been experimentally determined.


          


          Cellular functions


          

          Proteins are the chief actors within the cell, said to be carrying out the duties specified by the information encoded in genes. With the exception of certain types of RNA, most other biological molecules are relatively inert elements upon which proteins act. Proteins make up half the dry weight of an Escherichia coli cell, whereas other macromolecules such as DNA and RNA make up only 3% and 20%, respectively. The set of proteins expressed in a particular cell or cell type is known as its proteome.


          
            [image: The enzyme hexokinase is shown as a simple ball-and-stick molecular model. To scale in the top right-hand corner are two of its substrates, ATP and glucose.]

            
              The enzyme hexokinase is shown as a simple ball-and-stick molecular model. To scale in the top right-hand corner are two of its substrates, ATP and glucose.
            

          


          The chief characteristic of proteins that allows their diverse set of functions is their ability to bind other molecules specifically and tightly. The region of the protein responsible for binding another molecule is known as the binding site and is often a depression or "pocket" on the molecular surface. This binding ability is mediated by the tertiary structure of the protein, which defines the binding site pocket, and by the chemical properties of the surrounding amino acids' side chains. Protein binding can be extraordinarily tight and specific; for example, the ribonuclease inhibitor protein binds to human angiogenin with a sub-femtomolar dissociation constant (<10-15 M) but does not bind at all to its amphibian homolog onconase (>1 M). Extremely minor chemical changes such as the addition of a single methyl group to a binding partner can sometimes suffice to nearly eliminate binding; for example, the aminoacyl tRNA synthetase specific to the amino acid valine discriminates against the very similar side chain of the amino acid isoleucine.


          Proteins can bind to other proteins as well as to small-molecule substrates. When proteins bind specifically to other copies of the same molecule, they can oligomerize to form fibrils; this process occurs often in structural proteins that consist of globular monomers that self-associate to form rigid fibers. Protein-protein interactions also regulate enzymatic activity, control progression through the cell cycle, and allow the assembly of large protein complexes that carry out many closely related reactions with a common biological function. Proteins can also bind to, or even be integrated into, cell membranes. The ability of binding partners to induce conformational changes in proteins allows the construction of enormously complex signaling networks.


          


          Enzymes


          The best-known role of proteins in the cell is their duty as enzymes, which catalyze chemical reactions. Enzymes are usually highly specific catalysts that accelerate only one or a few chemical reactions. Enzymes carry out most of the reactions involved in metabolism and catabolism, as well as DNA replication, DNA repair, and RNA synthesis. Some enzymes act on other proteins to add or remove chemical groups in a process known as post-translational modification. About 4,000 reactions are known to be catalyzed by enzymes. The rate acceleration conferred by enzymatic catalysis is often enormous - as much as 1017-fold increase in rate over the uncatalyzed reaction in the case of orotate decarboxylase (78 million years without the enzyme, 18 milliseconds with the enzyme).


          The molecules bound and acted upon by enzymes are known as substrates. Although enzymes can consist of hundreds of amino acids, it is usually only a small fraction of the residues that come in contact with the substrate, and an even smaller fraction - 3-4 residues on average - that are directly involved in catalysis. The region of the enzyme that binds the substrate and contains the catalytic residues is known as the active site.


          


          Cell signaling and ligand transport


          
            [image: A mouse antibody against cholera that binds a carbohydrate antigen.]

            
              A mouse antibody against cholera that binds a carbohydrate antigen.
            

          


          Many proteins are involved in the process of cell signaling and signal transduction. Some proteins, such as insulin, are extracellular proteins that transmit a signal from the cell in which they were synthesized to other cells in distant tissues. Others are membrane proteins that act as receptors whose main function is to bind a signaling molecule and induce a biochemical response in the cell. Many receptors have a binding site exposed on the cell surface and an effector domain within the cell, which may have enzymatic activity or may undergo a conformational change detected by other proteins within the cell.


          Antibodies are protein components of adaptive immune system whose main function is to bind antigens, or foreign substances in the body, and target them for destruction. Antibodies can be secreted into the extracellular environment or anchored in the membranes of specialized B cells known as plasma cells. Whereas enzymes are limited in their binding affinity for their substrates by the necessity of conducting their reaction, antibodies have no such constraints. An antibody's binding affinity to its target is extraordinarily high.


          Many ligand transport proteins bind particular small biomolecules and transport them to other locations in the body of a multicellular organism. These proteins must have a high binding affinity when their ligand is present in high concentrations, but must also release the ligand when it is present at low concentrations in the target tissues. The canonical example of a ligand-binding protein is hemoglobin, which transports oxygen from the lungs to other organs and tissues in all vertebrates and has close homologs in every biological kingdom.


          Transmembrane proteins can also serve as ligand transport proteins that alter the permeability of the cell membrane to small molecules and ions. The membrane alone has a hydrophobic core through which polar or charged molecules cannot diffuse. Membrane proteins contain internal channels that allow such molecules to enter and exit the cell. Many ion channel proteins are specialized to select for only a particular ion; for example, potassium and sodium channels often discriminate for only one of the two ions.


          


          Structural proteins


          Structural proteins confer stiffness and rigidity to otherwise-fluid biological components. Most structural proteins are fibrous proteins; for example, actin and tubulin are globular and soluble as monomers, but polymerize to form long, stiff fibers that comprise the cytoskeleton, which allows the cell to maintain its shape and size. Collagen and elastin are critical components of connective tissue such as cartilage, and keratin is found in hard or filamentous structures such as hair, nails, feathers, hooves, and some animal shells.


          Other proteins that serve structural functions are motor proteins such as myosin, kinesin, and dynein, which are capable of generating mechanical forces. These proteins are crucial for cellular motility of single celled organisms and the sperm of many sexually reproducing multicellular organisms. They also generate the forces exerted by contracting muscles.


          


          Methods of study


          As some of the most commonly studied biological molecules, the activities and structures of proteins are examined both in vitro and in vivo. In vitro studies of purified proteins in controlled environments are useful for learning how a protein carries out its function: for example, enzyme kinetics studies explore the chemical mechanism of an enzyme's catalytic activity and its relative affinity for various possible substrate molecules. By contrast, in vivo experiments on proteins' activities within cells or even within whole organisms can provide complementary information about where a protein functions and how it is regulated.


          


          Protein purification


          In order to perform in vitro analysis, a protein must be purified away from other cellular components. This process usually begins with cell lysis, in which a cell's membrane is disrupted and its internal contents released into a solution known as a crude lysate. The resulting mixture can be purified using ultracentrifugation, which fractionates the various cellular components into fractions containing soluble proteins; membrane lipids and proteins; cellular organelles, and nucleic acids. Precipitation by a method known as salting out can concentrate the proteins from this lysate. Various types of chromatography are then used to isolate the protein or proteins of interest based on properties such as molecular weight, net charge and binding affinity. The level of purification can be monitored using various types of gel electrophoresis if the desired protein's molecular weight and isoelectric point are known, by spectroscopy if the protein has distinguishable spectroscopic features, or by enzyme assays if the protein has enzymatic activity. Additionally, proteins can be isolated according their charge using electrofocusing.


          For natural proteins, a series of purification steps may be necessary to obtain protein sufficiently pure for laboratory applications. To simplify this process, genetic engineering is often used to add chemical features to proteins that make them easier to purify without affecting their structure or activity. Here, a "tag" consisting of a specific amino acid sequence, often a series of histidine residues (a " His-tag"), is attached to one terminus of the protein. As a result, when the lysate is passed over a chromatography column containing nickel, the histidine residues ligate the nickel and attach to the column while the untagged components of the lysate pass unimpeded.


          


          Cellular localization


          
            [image: Proteins in different cellular compartments and structures tagged with green fluorescent protein (here, white).]

            
              Proteins in different cellular compartments and structures tagged with green fluorescent protein (here, white).
            

          


          The study of proteins in vivo is often concerned with the synthesis and localization of the protein within the cell. Although many intracellular proteins are synthesized in the cytoplasm and membrane-bound or secreted proteins in the endoplasmic reticulum, the specifics of how proteins are targeted to specific organelles or cellular structures is often unclear. A useful technique for assessing cellular localization uses genetic engineering to express in a cell a fusion protein or chimera consisting of the natural protein of interest linked to a " reporter" such as green fluorescent protein (GFP). The fused protein's position within the cell can be cleanly and efficiently visualized using microscopy, as shown in the figure opposite.


          Through another genetic engineering application known as site-directed mutagenesis, researchers can alter the protein sequence and hence its structure, cellular localization, and susceptibility to regulation, which can be followed in vivo by GFP tagging or in vitro by enzyme kinetics and binding studies.


          


          Proteomics and bioinformatics


          The total complement of proteins present at a time in a cell or cell type is known as its proteome, and the study of such large-scale data sets defines the field of proteomics, named by analogy to the related field of genomics. Key experimental techniques in proteomics include 2D electrophoresis, which allows the separation of a large number of proteins, mass spectrometry, which allows rapid high-throughput identification of proteins and sequencing of peptides (most often after in-gel digestion), protein microarrays, which allow the detection of the relative levels of a large number of proteins present in a cell, and two-hybrid screening, which allows the systematic exploration of protein-protein interactions. The total complement of biologically possible such interactions is known as the interactome. A systematic attempt to determine the structures of proteins representing every possible fold is known as structural genomics.


          The large amount of genomic and proteomic data available for a variety of organisms, including the human genome, allows researchers to efficiently identify homologous proteins in distantly related organisms by sequence alignment. Sequence profiling tools can perform more specific sequence manipulations such as restriction enzyme maps, open reading frame analyses for nucleotide sequences, and secondary structure prediction. From this data phylogenetic trees can be constructed and evolutionary hypotheses developed using special software like ClustalW regarding the ancestry of modern organisms and the genes they express. The field of bioinformatics seeks to assemble, annotate, and analyze genomic and proteomic data, applying computational techniques to biological problems such as gene finding and cladistics.


          


          Structure prediction and simulation


          Complementary to the field of structural genomics, protein structure prediction seeks to develop efficient ways to provide plausible models for proteins whose structures have not yet been determined experimentally. The most successful type of structure prediction, known as homology modeling, relies on the existence of a "template" structure with sequence similarity to the protein being modeled; structural genomics' goal is to provide sufficient representation in solved structures to model most of those that remain. Although producing accurate models remains a challenge when only distantly related template structures are available, it has been suggested that sequence alignment is the bottleneck in this process, as quite accurate models can be produced if a "perfect" sequence alignment is known. Many structure prediction methods have served to inform the emerging field of protein engineering, in which novel protein folds have already been designed. A more complex computational problem is the prediction of intermolecular interactions, such as in molecular docking and protein-protein interaction prediction.


          The processes of protein folding and binding can be simulated using techniques derived from molecular dynamics, which increasingly take advantage of distributed computing as in the Folding@Home project. The folding of small alpha-helical protein domains such as the villin headpiece and the HIV accessory protein have been successfully simulated in silico, and hybrid methods that combine standard molecular dynamics with quantum mechanics calculations have allowed exploration of the electronic states of rhodopsins.


          


          Nutrition


          Most microorganisms and plants can biosynthesize all 20 standard amino acids, while animals, (including humans) must obtain some of the amino acids from the diet. Key enzymes in the biosynthetic pathways that synthesize certain amino acids - such as aspartokinase, which catalyzes the first step in the synthesis of lysine, methionine, and threonine from aspartate - are not present in animals. The amino acids that an organism cannot synthesize on its own are referred to as essential amino acids. If amino acids are present in the environment, microorganisms can conserve energy by taking up the amino acids from their surroundings and downregulating their biosynthetic pathways.


          In animals, amino acids are obtained through the consumption of foods containing protein. Ingested proteins are broken down through digestion, which typically involves denaturation of the protein through exposure to acid and hydrolysis by enzymes called proteases. Some ingested amino acids are used for protein biosynthesis, while others are converted to glucose through gluconeogenesis, or fed into the citric acid cycle. This use of protein as a fuel is particularly important under starvation conditions as it allows the body's own proteins to be used to support life, particularly those found in muscle. Amino acids are also an important dietary source of nitrogen.


          


          History


          Proteins were recognized as a distinct class of biological molecules in the eighteenth century by Antoine Fourcroy and others, distinguished by the molecules' ability to coagulate or flocculate under treatments with heat or acid. Noted examples at the time included albumin from egg whites, blood, serum albumin, fibrin, and wheat gluten. Dutch chemist Gerhardus Johannes Mulder carried out elemental analysis of common proteins and found that nearly all proteins had the same empirical formula. The term "protein" to describe these molecules was proposed in 1838 by Mulder's associate Jns Jakob Berzelius. Mulder went on to identify the products of protein degradation such as the amino acid leucine for which he found a (nearly correct) molecular weight of 131 Da.


          The difficulty in purifying proteins in large quantities made them very difficult for early protein biochemists to study. Hence, early studies focused on proteins that could be purified in large quantities, e.g., those of blood, egg white, various toxins, and digestive/metabolic enzymes obtained from slaughterhouses. In the late 1950s, the Armour Hot Dog Co. purified 1 kg (= one million milligrams) of pure bovine pancreatic ribonuclease A and made it freely available to scientists around the world.


          Linus Pauling is credited with the successful prediction of regular protein secondary structures based on hydrogen bonding, an idea first put forth by William Astbury in 1933. Later work by Walter Kauzmann on denaturation, based partly on previous studies by Kaj Linderstrm-Lang, contributed an understanding of protein folding and structure mediated by hydrophobic interactions. In 1949 Fred Sanger correctly determined the amino acid sequence of insulin, thus conclusively demonstrating that proteins consisted of linear polymers of amino acids rather than branched chains, colloids, or cyclols. The first atomic-resolution structures of proteins were solved by X-ray crystallography in the 1960s and by NMR in the 1980s. As of 2006, the Protein Data Bank has nearly 40,000 atomic-resolution structures of proteins. In more recent times, cryo-electron microscopy of large macromolecular assemblies and computational protein structure prediction of small protein domains are two methods approaching atomic resolution.
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                    	Phylum:
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                    	Protoceratops

                    Granger & Gregory, 1923
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                  	P. andrewsi Granger & Gregory, 1923( type)


                  	P. hellenikorhinus Lambert et al., 2001

                

              
            

          


          Protoceratops (meaning 'First Horned Face', derived from Greek proto-/- 'first', cerat-/- 'horn' and -ops/- face) is a genus of sheep-sized (1.5 to 2 m long) herbivorous ceratopsian dinosaur, from the Upper Cretaceous Period ( Campanian stage) of what is now Mongolia. It was a member of the Protoceratopsidae, a group of early horned dinosaurs. Unlike later ceratopsians, however, it lacked well-developed horns and retained some primitive traits not seen in later genera.


          Protoceratops had a large neck frill, which may have served to protect the neck, to anchor jaw muscles, to impress other members of the species, or combinations of these functions. Described by Walter Granger and W.K. Gregory in 1923, Protoceratops was initially believed to be an ancestor of the North American ceratopsians. Researchers currently distinguish two species of Protoceratops (P. andrewsi and P. hellenikorhinus), based in part by their respective sizes.


          


          Description
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          Protoceratops was approximately 1.8meters (6ft) in length and 0.6meters (2ft) high at the shoulder. This quadrupedal dinosaur had a neck frill at the back of its skull. The exact size and shape of the neck frill varied by individual; some specimens had short, compact frills, while others had frills nearly half the length of the skull. The frill consists mostly of the parietal bone and partially of the squamosal. Some researchers, including Peter Dodson attribute the different sizes and shapes of these bones to sexual dimorphism and the age of the specimen. Protoceratops was a relatively small dinosaur with a proportionately large skull. The skull consisted of a massive frontal beak and four pairs of fenestrae (skull openings). The foremost hole was the naris, which was considerably smaller than the nostrils seen in later genera. Protoceratops had large orbits (the holes for its eyes), which measured around 50millimeters in diameter. Behind the eye was a slightly smaller fenestra, the infratemporal fenestra. The frill itself contained two large parietal fenestra (holes in the frill), while its cheeks had large jugal bones.


          


          Discovery and species
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              Mounted Protoceratops skeleton, Experimentarium, Copenhagen.
            

          


          Photographer J.B. Shackelford discovered the first specimen of Protoceratops in the Gobi desert, ( Gansu, Inner Mongolia), as part of a 1922 American expedition looking for human ancestors. No early human fossils were found, but the expedition, led by Roy Chapman Andrews, collected many specimens of the Protoceratops genus, along with fossil skeletons of theropods Velociraptor, Oviraptor, and ceratopsid Psittacosaurus.


          Walter Granger and W.K. Gregory formally described the type species, P. andrewsi in 1923, the specific name in honour of Andrews. The fossils date from the Campanian stage of the Upper Cretaceous (83.5 to 70.6 million years ago). Researchers immediately noted the importance of the Protoceratops finds, and the genus was hailed as the "long-sought ancestor of Triceratops". The fossils were in an excellent state of preservation, with even the sclerotic rings (delicate occular bones) preserved in some specimens.
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          In 1971, a fossil was found that captured a Velociraptor clutched around a Protoceratops in Mongolia. It is believed that they died simultaneously, while fighting, when they were either surprised by a sand storm or buried when a sand dune collapsed on top of them.


          In 1975, Polish paleontologists Teresa Maryanska and Halszka Osmlska described a second species of Protoceratops, from the Campanian stage of Mongolia, which they named P. kozlowskii. However, the fossils consisted of incomplete juvenile remains, and are now considered synonymous with Bagaceratops rozhdestvenskyi.


          In 2001, a second valid species, P. hellenikorhinus, was named from the Bayan Mandahu formation in Inner Mongolia, China and also dates from the Campanian epoch of the Upper Cretaceous. It is notably larger than P. andrewsi, had a slightly different frill, and had more robust jugal horns.


          In the 1920s, Roy Chapman Andrews discovered the first known fossilized dinosaur eggs, in the Gobi Desert of Mongolia. Due to the proximity of Protoceratops, these eggs were believed at the time to belong to this species. The nearby theropod Oviraptor was thought to have been engaged in the process of stealing and eating them. However, in 1993 Norrell et al. discovered an Oviraptor embryo inside a supposed Protoceratops egg.


          


          Classification
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              Protoceratops hatchling.
            

          


          Protoceratops was the first named protoceratopsian and hence gives its name to the family Protoceratopsidae, a group of herbivorous dinosaurs that were too advanced to be psittacosaurids, but too primitive to be ceratopsids. The group is characterized by their similarities to the ceratopsidae but with more cursorial limb proportions and generally smaller frills. In 1998, Paul Sereno defined Protoceratopsidae as the stem-based clade including "all coronosaurs closer to Protoceratops than to Triceratops." The clade also includes Bagaceratops, Breviceratops, Graciliceratops, Lamaceratops, Magnirostris, Platyceratops, and Serendipaceratops.


          


          Origin of griffin myths


          Folklorist and historian of science Adrienne Mayor of Stanford University has suggested that the exquisitely preserved fossil skeletons of Protoceratops and other beaked dinosaurs, found by ancient Scythian nomads who mined gold in the Tian Shan and Altai Mountains of Central Asia, may have been at the root of the image of the mythical creature known as the griffin. Griffins were described as lion-sized quadrupeds with large claws and a raptor-bird-like beak; they laid their eggs in nests on the ground. Greek writers began describing the griffin around 675 B.C., at the same time the Greeks first made contact with Scythian nomads. Griffins were described as guarding the gold deposits in the arid hills and red sandstone formations of the wilderness. The region of Mongolia and China where many Protoceratops fossils are found is rich in gold runoff from the neighboring mountains, lending some credence to the theory that these fossils were the basis of griffin myths.
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              The quark structure of the proton.
            


            
              	Composition

              	2 up, 1 down
            


            
              	Family

              	Fermion
            


            
              	Group

              	Quark
            


            
              	Interaction

              	Gravity, Electromagnetic, Weak, Strong
            


            
              	Antiparticle

              	Antiproton
            


            
              	Theorized

              	William Prout (1815)
            


            
              	Discovered

              	Ernest Rutherford (1919)
            


            
              	Symbol

              	p+
            


            
              	Mass

              	
                1.672 621 71(29)  1027 kg

                938.272 029(80) MeV/c2 1.007 276 466 88(13) u

              
            


            
              	Electric charge

              	1.602 176 53(14)  1019 C
            


            
              	Spin

              	
            


            
              	
            

          


          In physics, the proton ( Greek ώ / proton = first) is a subatomic particle with an electric charge of one positive fundamental unit (1.602  1019 coulomb), a diameter of about 1.6 to 1.71015 m , and a mass of 938.27231(28) MeV/c2 ( 1.6726  1027 kg), 1.007 276 466 88(13) u or about 1836 times the mass of an electron.


          Protons are spin-1/2 fermions and are composed of three quarks, making them baryons. The two up quarks and one down quark of the proton are held together by the strong force, mediated by gluons.


          Protons and neutrons are both nucleons, which may be bound by the nuclear force into atomic nuclei. The nucleus of the most common isotope of the hydrogen atom is a single proton (it contains no neutrons). The nuclei of heavy hydrogen ( deuterium and tritium) contain neutrons. All other types atoms are composed of two or more protons and various numbers of neutrons. The number of protons in the nucleus determines the chemical properties of the atom and thus which chemical element is represented; it is the number of both neutrons and protons in a nuclide which determine the particular isotope of an element.


          


          History


          Ernest Rutherford is generally credited with the discovery of the proton. In 1918 Rutherford noticed that when alpha particles were shot into nitrogen gas, his scintillation detectors showed the signatures of hydrogen nuclei. Rutherford determined that the only place this hydrogen could have come from was the nitrogen, and therefore nitrogen must contain hydrogen nuclei. He thus suggested that the hydrogen nucleus, which was known to have an atomic number of 1, was an elementary particle.


          Prior to Rutherford, Eugene Goldstein had observed canal rays, which were composed of positively charged ions. After the discovery of the electron by J.J. Thomson, Goldstein suggested that since the atom is electrically neutral there must be a positively charged particle in the atom and tried to discover it. He used the "canal rays" observed to be moving against the electron flow in cathode ray tubes. After the electron had been removed from particles inside the cathode ray tube they became positively charged and moved towards the cathode. Most of the charged particles passed through the cathode, it being perforated, and produced a glow on the glass. At this point, Goldstein believed that he had discovered the proton. When he calculated the ratio of charge to mass of this new particle (which in case of the electron was found to be the same for every gas that was used in the cathode ray tube) was found to be different when the gases used were changed. The reason was simple. What Goldstein assumed to be a proton was actually an ion. He gave up his work there, but promised that "he would return." However, he was widely ignored.


          


          Antiproton


          The antiparticle of the proton is the antiproton. It was discovered in 1955 by Emilio Segr and Owen Chamberlain, for which they were awarded the 1959 Nobel Prize in Physics.


          CPT-symmetry puts strong constraints on the relative properties of particles and antiparticles and, therefore, is open to stringent tests. For example, the charges of the proton and antiproton must sum to exactly zero. This equality has been tested to one part in 108. The equality of their masses is also tested to better than one part in 108. By holding antiprotons in a Penning trap, the equality of the charge to mass ratio of the proton and the antiproton has been tested to 1 part in 91011. The magnetic moment of the antiproton has been measured with error of 8103 nuclear Bohr magnetons, and is found to be equal and opposite to that of the proton.


          


          High-energy physics


          Due to their stability and large mass (compared to electrons), protons are well suited to use in particle colliders such as the Large Hadron Collider at CERN and the Tevatron at Fermilab. Protons also make up a large majority of the cosmic rays which impinge on the Earth's atmosphere. Such high-energy proton collisions are more complicated to study than electron collisions, due to the composite nature of the proton. Understanding the details of proton structure requires quantum chromodynamics.
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              Proxima Centauri
            

            
              	
                
                  [image: ]

                  Proxima Centauri (not shown) is near Toliman ( Centauri) in lower portion of this diagram.
                

              
            


            
              	Observation data

              Epoch J2000 Equinox J2000
            


            
              	Constellation

              ( pronunciation)

              	Centaurus
            


            
              	Right ascension

              	14h29m42.9487s
            


            
              	Declination

              	624046.141
            


            
              	Apparent magnitude (V)

              	11.05
            


            
              	Characteristics
            


            
              	Spectral type

              	M5.5Ve
            


            
              	U-B colour index

              	1.49
            


            
              	B-V colour index

              	1.90
            


            
              	Variable type

              	Flare star
            


            
              	Astrometry
            


            
              	Radial velocity (Rv)

              	20.3 km/s
            


            
              	Proper motion ()

              	RA: -3775.64 mas/ yr

              Dec.: 768.16 mas/ yr
            


            
              	Parallax ()

              	771.99 2.25 mas
            


            
              	Distance

              	4.22  0.01 ly

              (1.295  0.004 pc)
            


            
              	Absolute magnitude (MV)

              	15.49
            


            
              	Details
            


            
              	Mass

              	0.123 M☉
            


            
              	Radius

              	0.145 R☉
            


            
              	Luminosity

              	1.38104 L☉
            


            
              	Temperature

              	3,040 K
            


            
              	Metallicity

              	10%
            


            
              	Rotation

              	83.5days
            


            
              	Age

              	4.85  109 years
            


            
              	Other designations
            


            
              	
                
                   Centauri C, V645 Centauri, GCTP 3278.00, GJ 551, LHS 49, LFT 1110, LTT 5721, HIP 70890.
                

              
            

          


          Proxima Centauri (Latin proximus, -a, -um: meaning 'next to' or 'nearest to') is a red dwarf star that is likely a part of the Alpha Centauri star system and is the nearest star to the Sun at a distance of 4.22 light-years. As the name suggests, it is located in the constellation of Centaurus.


          Proxima Centauri is categorized as a flare star, as it undergoes random increases in luminosity because of magnetic activity. It only has about an eighth of the Sun's mass, and consequently it has a very low luminosity. Because of its proximity, the size of this star can be measured directly, giving a diameter only one-seventh the size of the Sun.


          


          Observation history


          Proxima Centauri was discovered to share the same proper motion as Alpha Centauri in 1915 by Robert Innes while he was Director of the Union Observatory in Johannesburg, South Africa. Innes also suggested the name Proxima Centauri for the star. In 1917 at the Royal Observatory at the Cape of Good Hope, the Dutch astronomer J. Vote measured the trigonometric parallax and determined that Proxima Centauri was indeed the same distance from the Sun as Alpha Centauri and hence was also the lowest luminosity star known at the time.


          In 1951, Harlow Shapley announced that Proxima Centauri was a flare star. Examination of past photographic records showed that the star displayed a measureable increase in magnitude about 8% of the time, making it the most active flare star then discovered.


          


          Characteristics


          Red dwarfs in general are far too faint to be observable with the naked eye, and Proxima Centauri is no exception. It has an apparent magnitude of 11 while its absolute magnitude is a very dim 15.5. Even from Alpha Centauri A or B, Proxima would only be seen as a 5th magnitude star. If the Sun were to become as dim as Proxima, all of the planets except Venus would be too faint to be seen with the naked eye, and even Venus at its brightest would be a barely visible 6th magnitude.


          Based on the parallax of 772.32.4 milliarcseconds measured by Hipparcos (and the more precise parallax determined using the Fine Guidance Sensors on the Hubble Space Telescope of 768.70.3 milliarcseconds), Proxima Centauri is roughly 4.2light years from Earth, or 270,000 times more distant than the Sun. Its closest neighbors are Alpha Centauri A and B (at 0.21 light years), the Sun, and Barnard's Star (at 6.6 light years). From Earth's vantage point, Proxima is separated by 2.2 from Alpha Centauri, or 4 times the angular diameter of the full Moon.


          At least among the known stars, Proxima Centauri has been the closest star to the Sun for about the last 32,000 years and will be so for about another 9,000 years, when it will be replaced by Barnard's Star. Proxima Centauri has a relatively large proper motionmoving 3.85 arcseconds per year across the sky.


          
            [image: The relative size of Proxima Centauri (right) compared to its nearest neighbors.]

            
              The relative size of Proxima Centauri (right) compared to its nearest neighbors.
            

          


          In 2002, VLTI used optical interferometry to measure an angular diameter of 1.020.08 milliarcsec for Proxima Centauri. Because its distance is known, the actual diameter of Proxima Centauri can be calculated to be about 1/7 that of the Sun, or 1.5 times that of Jupiter.


          Because of its low mass, the interior of the star is completely convective, which means that energy is transferred to the exterior by the physical movement of plasma (rather than through radiative processes). Convection is associated with the generation and storage of a magnetic field. The magnetic energy from this field is released at the surface through stellar flares that briefly increase the overall luminosity of the star. These flares are hot enough to radiate X-rays, and indeed the quiescent X-ray luminosity of this star is roughly equal to that of the much larger Sun. However, the overall activity level of this star is considered relatively low compared to other M-class dwarfs. This activity appears to vary with a period of roughly 442 days.


          
            
              RV-derived Upper Mass

              Limits of Companion
            

            
              	Orbital

              period

              (days)

              	Separation

              (A.U.)

              	Maximum

              Mass

              ( Jupiter)
            


            
              	50

              	0.13

              	3.7
            


            
              	600

              	0.69

              	8.3
            


            
              	3000

              	1.00

              	22
            

          


          


          Search for planets


          Proxima Centauri, along with Alpha Centauri A and B, are among the "Tier 1" target stars for NASA's proposed Space Interferometry Mission (SIM). Theoretically, SIM will be able to detect planets as small as three Earth-masses within two Astronomical Units of a "Tier 1" target. Should a massive planet orbit Proxima Centauri, some displacement of the star would be expected to occur over the course of each orbit. If this orbital plane is inclined toward the line of sight from the Earth then this displacement would cause changes in the radial velocity of Proxima Centauri. However no such shifts have yet been observed despite multiple radial velocity measurements. This puts significant constraints on the maximum mass that such a companion could possess.


          


          Possibility of life


          The TV documentary Alien Worlds hypothesizes that a life-sustaining planet could theoretically exist orbiting Proxima Centauri or other Red Dwarf stars. Such a planet would have to be as little as 0.032 AU away from Proxima Centauri, and would have a year lasting just 6.3 days. Since Proxima Centauri is a flare star this could cause difficulties though the scientists thought these difficulties could be overcome, see Continued theories. Flares could destroy the atmosphere of any planet in the Habitable zone. Other scientists disagree that Red Dwarf stars could sustain life. See Rare Earth hypothesis.


          For a more complete discussion see Habitability of red dwarf systems.


          


          The Alpha Centauri system


          From the time of the discovery of Proxima, it was suggested that it was likely to be a true companion of the Alpha Centauri double star system. At a distance to Alpha Centauri of just 0.21 ly (15,000  700 AU), Proxima Centauri may be in orbit about Alpha, with an orbital period on the order of 500,000 years or more. For this reason, Proxima is sometimes referred to as Alpha Centauri C. Modern estimates, taking into account the small separation between and relative velocity of the stars, suggest that the chance of the observed alignment being a coincidence is roughly one in a million.


          The most recent observational work combined data from the Hipparcos satellite with ground-based observations and concluded that the data was consistent with the hypothesis that the three stars are truly a bound system. If so, Proxima would currently be near apastron (the furthest point in its orbit from the Alpha Centauri system). More accurate measurement of the radial velocity would be needed to confirm this conclusion.


          


          Interstellar travel


          Proxima Centauri has been suggested as a logical first destination for interstellar travel, although as a flare star it would not be particularly hospitable. However, even at the fastest speed currently attained by a manned vehicle the journey to Proxima Centauri would take ~32,000 years. Project Longshot could theoretically reach the Alpha Centauri system in about 100 years.
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              	Prunella Scales
            


            
              	[image: ]

            


            
              	Born

              	Prunella Margaret Rumney Illingworth

              June 22, 1932 (1932-06-22)

              Sutton Abinger, Surrey, England
            


            
              	Occupation

              	Actress
            


            
              	Years active

              	1960 to present
            

          


          Prunella Scales CBE (born 22 June 1932) is an English actress best known for her role as the fearsome Sybil Fawlty in the British sitcom Fawlty Towers.


          Born Prunella Margaret Rumney Illingworth in Sutton Abinger, Surrey, she has had a long and distinguished career as an actress mostly in comic roles. Her early film roles included Pride and Prejudice and Hobson's Choice.


          Her first career break came with the early 1960s sitcom, Marriage Lines starring opposite Richard Briers. She has had major roles in BBC Radio 4 sitcoms, most notably After Henry, Smelling of Roses and Ladies of Letters; on television she starred in the London Weekend Television/Channel 4 series Mapp & Lucia based on the bestselling novels by E. F. Benson. She played Queen Elizabeth II in Alan Bennett's A Question of Attribution. In 1973, Scales teamed up with BBC Television actor & comedian Ronnie Barker in the (original) award-winning one-off Meat, which aired as One Man's Meat and was part of a series called Seven of One, also for the BBC. Her film appearances also include The Lonely Passion of Judith Hearne (1987) Stiff Upper Lips (1997) and Howard's End (1992). More recently she was seen in a series of Tesco supermarket commercials as a domineering mother, Dottie Turnbull, with Jane Horrocks as her long-suffering daughter.


          Scales narrowly missed out on the role of "Eth" in The Glums, part of Take It From Here, written by Frank Muir and Denis Norden; the role went to June Whitfield.


          She is married to the British actor Timothy West, and has two sons; their eldest is the actor and director; & syndicalist, Samuel West. In 2003, she appeared as Hilda, alias "she who must be obeyed", wife of Horace Rumpole in a series of four BBC Radio 4 plays, with her husband playing her fictional husband.


          Prunella Scales and Timothy West toured Australia at the same time in different productions. Prunella Scales appeared in a one-woman show called "An Evening with Queen Victoria".


          Scales is a supporter of the Labour Party, and appeared on a Labour party political broadcast during the 2005 UK general election campaign.


          Her authorised biography, Prunella, written by Teresa Ransom, was published by John Murray in 2005 . She is also a patron of the Lace Market Theatre Company in Nottingham, United Kingdom. In 2005 she named the P&O Cruise ship, Artemis. On 16th November 2007, Prunella Scales made an appearance during Children in Need, acting as Sybil Fawlty, the new manager who wants to take over Hotel Babylon.
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              	Psittacosaurus

              Fossil range: Early Cretaceous
            


            
              	
                [image: Mounted cast of a Psittacosaurus mongoliensis skull at the Australian Museum, Sydney.]


                
                  Mounted cast of a Psittacosaurus mongoliensis skull at the Australian Museum, Sydney.
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Sauropsida

                  


                  
                    	Superorder:

                    	Dinosauria

                  


                  
                    	Order:

                    	Ornithischia

                  


                  
                    	Suborder:

                    	Cerapoda

                  


                  
                    	Infraorder:

                    	Ceratopsia

                  


                  
                    	Family:

                    	Psittacosauridae

                  


                  
                    	Genus:

                    	Psittacosaurus

                    Osborn, 1923
                  

                

              
            


            
              	Species
            


            
              	
                
                  	P. mongoliensis( type)

                  Osborn, 1923


                  	P. sinensis

                  Young, 1958


                  	P. meileyingensis

                  Sereno et al., 1988


                  	P. xinjiangensis

                  Sereno & Zhao, 1988


                  	?P. sattayaraki

                  Buffetaut & Suteethorn, 1992


                  	P. neimongoliensis

                  Russell & Zhao, 1996


                  	P. ordosensis

                  Russell & Zhao, 1996


                  	P. mazongshanensis

                  Xu, 1997


                  	P. sibiricus

                  Leshchinskiy et al., 2000


                  	P. lujiatunensis

                  Zhou et al., 2006


                  	P. major

                  Sereno et al., 2007

                

              
            


            
              	Synonyms
            


            
              	
                Protiguanodon Osborn, 1923

                Luanpingosaurus Cheng vide Chen, 1996

              
            

          


          Psittacosaurus (pronounced /ˌsɪtəkoʊˈsɔrəs/ or /sɪˌtkoʊ-/, from the Greek for 'parrot lizard') is a genus of psittacosaurid ceratopsian dinosaur from the Early Cretaceous Period of what is now Asia, about 130 to 100 million years ago. It is notable for being the most species-rich dinosaur genus. At least ten extinct species are recognized from fossils found in different regions of modern-day China, Mongolia and Russia, with a possible additional species from Thailand.


          All species of Psittacosaurus were gazelle-sized bipedal herbivores characterized by a high, powerful beak on the upper jaw. At least one species had long, quill-like structures on its tail and lower back, possibly serving a display function. Psittacosaurs were extremely early ceratopsians and, while they developed many novel adaptations of their own, they also shared many anatomical features with later ceratopsians, such as Protoceratops and the elephant-sized Triceratops.


          Psittacosaurus is not as familiar to the general public as its distant relative Triceratops but it is one of the most completely known dinosaur genera. Fossils of over 400 individuals have been collected so far, including many complete skeletons. Most different age classes are represented, from hatchling through to adult, which has allowed several detailed studies of Psittacosaurus growth rates and reproductive biology. The abundance of this dinosaur in the fossil record has led to its use as an index fossil for Early Cretaceous sediments of central Asia.


          


          Description


          
            [image: Size comparison of Psittacosaurus to a human. Each grid segment represents one square metre.]

            
              Size comparison of Psittacosaurus to a human. Each grid segment represents one square metre.
            

          


          
            [image: Psittacosaurus mongoliensis.]

            
              Psittacosaurus mongoliensis.
            

          


          Different species of Psittacosaurus varied in size and specific features of the skull and skeleton, but shared the same overall body shape. The best-known species, P. mongoliensis, reached 2 meters (6.5ft) in length. The maximum adult body weight was most likely over 20kilograms (44lb) in P. mongoliensis. Several species approached P. mongoliensis in size (P. major, P. neimongoliensis, P. xinjiangensis), while others were somewhat smaller (P. sinensis, P. meileyingensis). P. ordosensis was the smallest known species, 30% smaller than P. mongoliensis. The largest were P. lujiatunensis and P. sibiricus, although neither was significantly larger than P. mongoliensis.


          The skull of Psittacosaurus was highly modified compared to other ornithischian dinosaurs of its time. The skull was extremely tall and short, with an almost round profile in some species. The portion in front of the orbit (eye socket) was only 40% of total skull length, shorter than any other known ornithischian. The lower jaws of psittacosaurs are characterized by a bulbous vertical ridge down the centre of each tooth. Both upper and lower jaws sported a pronounced beak, formed from the rostral and predentary bones, respectively. The bony core of the beak may have been sheathed in keratin to provide a sharp cutting surface for cropping plant material. As the generic name suggests, the short skull and beak superficially resembled those of modern parrots. Psittacosaurus skulls shared several adaptations with more derived ceratopsians, such as the unique rostral bone at the tip of the upper jaw, and the flared jugal (cheek) bones. However, there was still no sign of the bony neck frill or prominent facial horns which would develop in later ceratopsians. Bony horns did protrude from the skull of P. sibiricus, but these are thought to be an example of convergent evolution.


          Psittacosaurus postcranial skeletons were more typical of a 'generic' bipedal ornithischian. In P. mongoliensis, similarly to other species, the forelimbs were only 58% as long as the hindlimbs, indicating that these animals were almost totally bipedal in life. There were only four digits on the manus ('hand'), as opposed to the five found in most other ornithischians (including all other ceratopsians). Overall, the four-toed hindfoot was very similar to many other small ornithischians.


          


          Taxonomy


          Psittacosaurus was named in 1923 by Henry Fairfield Osborn, paleontologist and president of the American Museum of Natural History (AMNH). The generic name is composed of the Greek words /psittakos ('parrot') and /sauros ('lizard'), suggested by the superficially parrot-like beak of these animals and their reptilian nature.


          


          Species of Psittacosaurus


          
            [image: Life reconstructions of eight species of Psittacosaurus, drawn to scale.]

            
              Life reconstructions of eight species of Psittacosaurus, drawn to scale.
            

          


          Over a dozen species have been referred to the genus Psittacosaurus, although only nine to eleven are considered valid today. This is the highest number of valid species currently assigned to any single dinosaur genus (not including birds). In contrast, most other dinosaur genera are monospecific, containing only a single known species. The difference is most likely due to quirks of the fossil record. While Psittacosaurus is known from hundreds of fossil specimens, most other dinosaur species are known from far fewer, and many are represented by only a single specimen. With a very high sample size, the diversity of Psittacosaurus can be analyzed more completely than that of most dinosaur genera, resulting in the recognition of more species. Most extant animal genera are represented by multiple species, suggesting that this may have been the case for extinct dinosaur genera as well, although most of these species may not have been preserved. In addition, most dinosaurs are known solely from bones and can only be evaluated from a morphological standpoint, whereas extant species often have very similar skeletal morphology but differ in other ways which would not be preserved in the fossil record. Therefore actual species diversity may be much higher than currently recognized in this and other dinosaur genera.


          
            	
              Valid Psittacosaurus species

              
                	Psittacosaurus mongoliensis  Mongolia, northern China


                	Psittacosaurus sinensis  northeastern China


                	Psittacosaurus meileyingensis  north-central China


                	Psittacosaurus xinjiangensis  northwestern China


                	Psittacosaurus neimongoliensis  north-central China


                	Psittacosaurus ordosensis  north-central China


                	Psittacosaurus mazongshanensis  northwestern China


                	Psittacosaurus sibiricus - Russia (southern Siberia)


                	Psittacosaurus lujiatunensis - northeastern China


                	Psittacosaurus major - northeastern China

              

            


            	
              Possible Psittacosaurus species

              
                	?Psittacosaurus sattayaraki - Thailand

              

            

          


          


          Classification


          
            [image: Holotype of Psittacosaurus mongoliensis as seen from above. From Osborn, 1924.]

            
              Holotype of Psittacosaurus mongoliensis as seen from above. From Osborn, 1924.
            

          


          
            [image: Type skull of Psittacosaurus mongoliensis from Osborn, 1923.]

            
              Type skull of Psittacosaurus mongoliensis from Osborn, 1923.
            

          


          Psittacosaurus is the type genus of the family Psittacosauridae, which was also named by Osborn in 1923. Only one other genus, Hongshanosaurus, is currently classified in this family alongside Psittacosaurus. Psittacosaurids were basal to almost all known ceratopsians except Yinlong and perhaps Chaoyangsauridae. While Psittacosauridae was an early branch of the ceratopsian family tree, Psittacosaurus itself was probably not directly ancestral to any other groups of ceratopsians. All other ceratopsians retained the fifth digit of the hand, a plesiomorphy or primitive trait, whereas all species of Psittacosaurus had only four digits on the hand. In addition, the antorbital fenestra, an opening in the skull between the eye socket and nostril, was lost during the evolution of Psittacosauridae, but is still found in most other ceratopsians and in fact most other archosaurs. It is considered highly unlikely that the fifth digit or antorbital fenestra would evolve a second time.


          Although many species of Psittacosaurus have been named, their relationships to each other have not yet been fully explored and no scientific consensus exists on the subject. The most recent and most detailed cladistic analysis was published by Alexander Averianov and colleagues in 2006:
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          It has been suggested that P. lujiatunensis is basal to all other species. This would be consistent with its earlier appearance in the fossil record.


          


          Provenance


          
            [image: Psittacosaurus mongoliensis fossil displayed in the Hong Kong Science Museum.]

            
              Psittacosaurus mongoliensis fossil displayed in the Hong Kong Science Museum.
            

          


          Psittacosaurus is known from over 400 individual specimens, of which over 75 have been assigned to the type species, P. mongoliensis. All Psittacosaurus fossils discovered so far have been found in Early Cretaceous sediments in Asia, from southern Siberia to northern China, or possibly as far south as Thailand. The most common age of geologic formations bearing Psittacosaurus fossils is from the late Barremian through Albian stages of the Early Cretaceous, or approximately 125 to 100 Ma ( million years ago). Nearly all terrestrial sedimentary formations of this age in Mongolia and northern China have produced fossils of Psittacosaurus, leading its use as an index fossil for this time period in the region, along with the very common pterosaur Dsungaripterus.


          The earliest known species is P. lujiatunensis, found in the lowest beds of the Yixian Formation. Over 200 specimens attributed to this genus have been recovered from these and other beds of the Yixian, the age of which is the subject of much debate. Although many early studies using radiometric dating put the Yixian in the Jurassic Period, tens of millions of years outside of the expected temporal range of Psittacosaurus, most recent work dates it to the Early Cretaceous. Using argon-argon dating, a team of Chinese scientists dated the lowest beds in the formation to about 128Ma, and the highest to approximately 122Ma. A more recent Chinese study, using uranium-lead dating, suggests that the lower beds are younger, approximately 125Ma, while agreeing with an age of 122Ma for the upper beds. This work indicates that the Yixian is early Aptian in age, or possibly late Barremian to early Aptian.


          


          Paleobiology


          


          Diet


          
            [image: Psittacosaurus mongoliensis skeleton displayed in Hong Kong Science Museum.]

            
              Psittacosaurus mongoliensis skeleton displayed in Hong Kong Science Museum.
            

          


          Psittacosaurs had self-sharpening teeth that would have been useful for cropping and slicing tough plant material. However, unlike later ceratopsians, they did not have teeth suitable for grinding or chewing their food. Instead, they used gastroliths, stones swallowed to wear down food as it passed through the digestive system. Gastroliths, sometimes numbering more than fifty, are occasionally found in the abdominal cavities of psittacosaurs, and may have been stored in a gizzard, as in modern birds.


          


          Growth rate


          Several juvenile Psittacosaurus have been found. The smallest is a P. mongoliensis hatchling in the AMNH collection, which is only 11 to 13 centimeters (45inches) long, with a skull 2.8centimeters (1in) in length. Another hatchling skull at the AMNH is only 4.6centimeters (1.8inches) long. Both specimens are from Mongolia. Juveniles discovered in the Yixian Formation are approximately the same age as the larger AMNH specimen. Adult Psittacosaurus mongoliensis approached 2meters (6.5ft) in length.


          A histological examination of P. mongoliensis has determined the growth rate of these animals. The smallest specimens in the study were estimated at three years old and less than 1kilogram (2.2lb), while the largest were nine years old and weighed almost 20kilograms (44lb). This indicates relatively rapid growth compared to most reptiles and marsupial mammals, but slower than modern birds and placental mammals.


          


          Integument


          
            [image: Psittacosaurus sibiricus exhibiting its tail bristles.]

            
              Psittacosaurus sibiricus exhibiting its tail bristles.
            

          


          The integument, or body covering, of Psittacosaurus is known from a Chinese specimen, which most likely comes from the Yixian Formation of Liaoning. The specimen, which is not yet assigned to any particular species, was illegally exported from China, in violation of Chinese law, but was purchased by a German museum and arrangements are being made to return the specimen to China.


          Most of the body was covered in scales. Larger scales were arranged in irregular patterns, with numerous smaller scales occupying the spaces between them, similarly to skin impressions known from other ceratopsians, such as Chasmosaurus. However, a series of what appear to be hollow, tubular bristles, approximately 16centimeters (6.4in) long, were also preserved, arranged in a row down the dorsal (upper) surface of the tail. However, "[a]t present, there is no convincing evidence which shows these structures to be homologous to the structurally different [feathers and protofeathers] of theropod dinosaurs." As the structures are only found in a single row on the tail, it is unlikely that they were used for thermoregulation, but they may have been useful for communication through some sort of display.


          


          Parental care


          
            [image: Psittacosaurus with offspring.]

            
              Psittacosaurus with offspring.
            

          


          An extremely well-preserved specimen found in the Yixian Formation of Liaoning Province, China provides some of the best evidence for parental care in dinosaurs. This specimen consists of an adult Psittacosaurus (not assigned to any particular species), which is closely associated with 34 articulated juvenile skeletons, all preserved in three dimensions. The young Psittacosaurus, all approximately the same age, are intertwined in a group underneath the adult, although all 34 skulls are positioned above the mass of bodies, as they would have been in life. This suggests that the animals were alive at the time of burial, which must have been extremely rapid, perhaps due to the collapse of a burrow.


          The juvenile bones are very small but are well- ossified. This has been taken as evidence of extensive parental care, as the young must have been in the nest long enough for their bones to become ossified. The sheer number of offspring in the nest suggest that they did not all belong to the preserved adult, indicating that Psittacosaurus may have engaged in some sort of communal nesting, perhaps similar to ostriches. However, even very young psittacosaur teeth appear worn, indicating they chewed their own food and may have been precocial, although this does not rule out continued parental care.


          


          Predation


          
            [image: Repenomamus giganticus preying on a juvenile Psittacosaurus.]
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          Another fossil from the Yixian Formation provides direct evidence of Psittacosaurus as a prey animal. One skeleton of Repenomamus giganticus, a large triconodont mammal, is preserved with the remains of a juvenile Psittacosaurus in its abdominal cavity. Several of the juvenile's bones are still articulated, indicating that the carnivorous mammal swallowed its prey in large chunks. This specimen is notable in that it is the first known example of Mesozoic mammals preying on live dinosaurs. Heavy predation on juvenile Psittacosaurus may have resulted in R-selection, the production of more numerous offspring to counteract this loss.


          


          Pathology


          Out of over 400 known Psittacosaurus specimens, only one has been published with any sort of pathology. The specimen in question, consisting of a complete adult skeleton and tentatively assigned to P. mongoliensis, was found in the lower beds of the Yixian Formation of China. There is no sign of a bone fracture, but very clear signs of an infection can be seen near the midpoint of the right fibula. The bone exhibits a large round pit, evidence of necrosis due to a lack of blood supply to the region. The pit is surrounded by a massive amount of swelling along the lower third of the bone. This large amount of bone deposited around the injury indicates that the animal survived for quite a while despite the injury and subsequent infection. As psittacosaurs were bipedal animals, a similar injury to a weight bearing bone in the leg would likely have been fatal. However, unlike the femur and tibia, the fibula is not a weight-bearing bone, so this animal would still have been able to walk to some extent. The source of the injury remains unknown.


          
            Retrieved from " http://en.wikipedia.org/wiki/Psittacosaurus"
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        Psychology


        
          

          Psychology is an academic and applied discipline involving the phenomenological and scientific study of mental processes and behaviour. Psychologists study such concepts as perception, cognition, emotion, personality, behaviour, interpersonal relationships, and the individual and collective unconscious. Psychology also refers to the application of such knowledge to various spheres of human activity including issues related to daily lifee.g. family, education, and workand the treatment of mental health problems. Psychology attempts to understand the role these functions play in social behaviour and in social dynamics, while incorporating the underlying physiological and neurological processes into its conceptions of mental functioning. Psychology includes many sub-fields of study and application concerned with such areas as human development, sports, health, industry, media, law.
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          History


          


          Philosophical and scientific roots


          The study of psychology in a philosophical context dates back to the ancient civilizations of Egypt, Greece, China and India. Psychology began adopting a more clinical and experimental approach under medieval Muslim psychologists and physicians, who built psychiatric hospitals for such purposes.


          Though the use of psychological experimentation dates back to Alhazen's Book of Optics in 1021, psychology as an independent experimental field of study began in 1879, when Wilhelm Wundt founded the first laboratory dedicated exclusively to psychological research at Leipzig University in Germany, for which Wundt is known as the "father of psychology". 1879 is thus sometimes regarded as the "birthdate" of psychology. The American philosopher William James published his seminal book, Principles of Psychology, in 1890, while laying the foundations for many of the questions that psychologists would focus on for years to come. Other important early contributors to the field include Hermann Ebbinghaus (18501909), a pioneer in the experimental study of memory at the University of Berlin; and the Russian physiologist Ivan Pavlov (1849-1936), who investigated the learning process now referred to as classical conditioning.


          


          Psychoanalysis
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          During the 1890s, the Austrian physician Sigmund Freud developed a method of psychotherapy known as psychoanalysis. Freud's understanding of the mind was largely based on interpretive methods, introspection and clinical observations, and was focused in particular on resolving unconscious conflict, mental distress and psychopathology. Freud's theories became very well-known, largely because they tackled subjects such as sexuality, repression, and the unconscious mind as general aspects of psychological development. These were largely considered taboo subjects at the time, and Freud provided a catalyst for them to be openly discussed in polite society. Freud also had a significant influence on Carl Jung, whose analytical psychology became an alternative form of depth psychology. Philosopher Karl Popper argued that Freud's psychoanalytic theories were presented in untestable form. Due to their subjective nature, Freud's theories are often of limited interest to many scientifically-oriented psychology departments. Followers of Freud who accept the basic ideas of psychoanalysis but alter it in some way are called neo-Freudians. Modification of Jung's theories has led to the archetypal and process-oriented schools of psychological thought.


          


          Behaviorism


          Partly in opposition to the subjective and introspective nature of Freudian psychodynamics, and its focus on the recollection of childhood experiences, during the early decades of the 20th century, behaviorism gained popularity as a guiding psychological theory. Founded by John B. Watson and embraced and extended by Edward Thorndike, Clark L. Hull, Edward C. Tolman, and later B.F. Skinner, behaviorism was grounded in animal experimentation in the laboratory. Behaviorists shared the view that the subject matter of psychology should be operationalized with standardized procedures which led psychology to focus on behaviour, not the mind or consciousness. They doubted the validity of introspection for studying internal mental states such as feelings, sensations, beliefs, desires, and other unobservable entities. In "Psychology as the Behaviorist Views It" (1913), Watson argued that psychology "is a purely objective experimental branch of natural science," that "introspection forms no essential part of its methods," and that "the behaviorist recognizes no dividing line between man and brute." Skinner rejected hypothesis testing as a research method, considering it to be too conducive to speculative theories that would promote useless research and stifle good research.


          Behaviorism was the dominant paradigm in American psychology throughout the first half of the 20th century. However, the modern field of psychology is largely dominated by cognitive psychology. Linguist Noam Chomsky helped spark the cognitive revolution in psychology through his review of B. F. Skinner's Verbal Behaviour, in which he challenged the behaviorist approach to the study of behavior and language dominant in the 1950s. Chomsky was highly critical of what he considered arbitrary notions of 'stimulus', 'response' and 'reinforcement' which Skinner borrowed from animal experiments in the laboratory. Chomsky argued that Skinner's notions could only be applied to complex human behaviour, such as language acquisition, in a vague and superficial manner. Chomsky emphasized that research and analysis must not ignore the contribution of the child in the acquisition of language and proposed that humans are born with an natural ability to acquire language. Work most associated with psychologist Albert Bandura, who initiated and studied social learning theory, showed that children could learn aggression from a role model through observational learning, without any change in overt behaviour, and so must be accounted for by internal processes.


          


          Existentialism and humanism


          Humanistic psychology was developed in the 1950s in reaction to both behaviorism and psychoanalysis, arising largely from the existential philosophy of writers such as Jean-Paul Sartre and Sren Kierkegaard. By using phenomenology, intersubjectivity and first-person categories, the humanistic approach seeks to glimpse the whole person--not just the fragmented parts of the personality or cognitive functioning. Humanism focuses on uniquely human issues and fundamental issues of life, such as self-identity, death, aloneness, freedom, and meaning. Some of the founding theorists behind this school of thought were Abraham Maslow who formulated a hierarchy of human needs, Carl Rogers who created and developed Client-centered therapy, and Fritz Perls who helped create and develop Gestalt therapy. It became so influential as to be called the "third force" within psychology (along with behaviorism and psychoanalysis).


          


          Cognitivism


          As computer technology proliferated, so emerged the metaphor of mental function as information processing. This, combined with a scientific approach to studying the mind, as well as a belief in internal mental states, led to the rise of cognitivism as a popular model of the mind. Cognitive psychology differs from other psychological perspectives in two key ways. First, it accepts the use of the scientific method, and generally rejects introspection as a method of investigation, unlike symbol-driven approaches such as Freudian psychodynamics. Second, it explicitly acknowledges the existence of internal mental states (such as belief, desire and motivation), whereas behaviorism does not.


          Links between brain and nervous system function also became understood, partly due to the experimental work of people such as Charles Sherrington and Donald Hebb, and partly due to studies of people with brain injury (see cognitive neuropsychology). With the development of technologies for measuring brain function, neuropsychology and cognitive neuroscience have become increasingly active areas of contemporary psychology. Cognitive psychology has been subsumed along with other disciplines, such as philosophy of mind, computer science, and neuroscience, under the umbrella discipline of cognitive science.


          


          Principles


          


          Mind and brain


          Psychology describes and attempts to explain consciousness, behavior, and social interaction. Empirical psychology is primarily devoted to describing human experience and behaviour as it actually occurs. Since the 1980s, psychology has begun to examine the relationship between consciousness and the brain or nervous system. It is still not clear how these interact: does consciousness determine brain states or do brain states determine consciousness--or are both going on in various ways? Or, is consciousness some sort of complicated 'illusion' that bears no direct relationship to neural processes? Perhaps to understand this, it is necessary to define " consciousness" and "brain state". An understanding of brain function is increasingly being included in psychological theory and practice, particularly in areas such as artificial intelligence, neuropsychology, and cognitive neuroscience.


          


          Schools of thought


          Various schools of thought have argued for a particular model to be used as a guiding theory by which all, or the majority, of human behaviour can be explained. The popularity of these has waxed and waned over time. Some psychologists may think of themselves as adherents to a particular school of thought and reject the others, although most consider each as an approach to understanding the mind, and not necessarily as mutually exclusive theories. On the basis of Tinbergen's four questions a framework of reference of all fields of psychological research can be established (including anthropological research and humanities).


          


          Subfields


          Psychology encompasses a vast domain, and includes many different approaches to the study of mental processes and behaviour. Below are the major areas of inquiry that comprise psychology, divided into fields of research psychology and fields of applied psychology. A comprehensive list of the sub-fields and areas within psychology can be found at the list of psychological topics and list of psychology disciplines.


          


          Abnormal psychology


          Abnormal psychology is the study of abnormal behaviour in order to describe, predict, explain, and change abnormal patterns of functioning. Abnormal psychology studies the nature of psychopathology and its causes, and this knowledge is applied in clinical psychology to treat a patient with psychological disorders.


          In the study of abnormal behaviour, it can be difficult to define the line between which behaviors are considered normal and which are not. In general, abnormal behaviors must be maladaptive and cause an individual subjective discomfort (signs of emotional distress). Generally, abnormal behaviors are classified as:


          
            	Abnormal as in "infrequent" in relation to the overall population.


            	Abnormal as in "maladaptive". The behaviour fails to promote well being, growth, and fulfillment of a person.


            	Abnormal as in "deviant". The behaviour is not socially acceptable.


            	Abnormal as in "unjustifiable". The behaviour that cannot be rationalized.

          


          


          Biological psychology
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          Biological psychology is the scientific study of the biological bases of behavior and mental states. Because all behaviour is controlled by the central nervous system, it is sensible to study how the brain functions in order to understand behaviour. This is the approach taken in behavioural neuroscience, cognitive neuroscience, and neuropsychology. Neuropsychology is the branch of psychology that aims to understand how the structure and function of the 'brain' relate to specific behavioural and psychological processes. Often neuropsychologists are employed as scientists to advance scientific or medical knowledge. Neuropsychology is particularly concerned with the understanding of brain injury in an attempt to work out normal psychological function.


          The approach of cognitive neuroscience to studying the link between brain and behaviour is to use neuroimaging tools, such as to observe which areas of the brain are active during a particular task.


          


          Cognitive psychology


          The nature of thought is another core interest in psychology. Cognitive psychology studies cognition, the mental processes underlying behaviour. It uses information processing as a framework for understanding the mind. Perception, learning, problem solving, memory, attention, language and emotion are all well researched areas. Cognitive psychology is associated with a school of thought known as cognitivism, whose adherents argue for an information processing model of mental function, informed by positivism and experimental psychology.


          Cognitive science is a conjoined enterprise of cognitive psychologists, neurobiologists, workers in artificial intelligence, logicians, linguists, and social scientists, and places a slightly greater emphasis on computational theory and formalization.


          Both areas can use computational models to simulate phenomena of interest. Because mental events cannot directly be observed, computational models provide a tool for studying the functional organization of the mind. Such models give cognitive psychologists a way to study the "software" of mental processes independent of the "hardware" it runs on, be it the brain or a computer.


          


          Comparative psychology


          Comparative psychology refers to the study of the behaviour and mental life of animals other than human beings. It is related to disciplines outside of psychology that study animal behaviour, such as ethology. Although the field of psychology is primarily concerned with humans, the behaviour and mental processes of animals is also an important part of psychological research, either as a subject in its own right (e.g., animal cognition and ethology), or with strong emphasis about evolutionary links, and somewhat more controversially, as a way of gaining an insight into human psychology by means of comparison or via animal models of emotional and behaviour systems as seen in neuroscience of psychology (e.g., affective neuroscience and social neuroscience).


          


          Developmental psychology


          Mainly focusing on the development of the human mind through the life span, developmental psychology seeks to understand how people come to perceive, understand, and act within the world and how these processes change as they age. This may focus on intellectual, cognitive, neural, social, or moral development. Researchers who study children use a number of unique research methods to make observations in natural settings or to engage them in experimental tasks. Such tasks often resemble specially designed games and activities that are both enjoyable for the child and scientifically useful, and researchers have even devised clever methods to study the mental processes of small infants. In addition to studying children, developmental psychologists also study aging and processes throughout the life span, especially at other times of rapid change (such as adolescence and old age). Urie Bronfenbrenner's theory of development in context (The Ecology of Human Development - ISBN 0-674-22456-6) is influential in this field, as are those mentioned in "Educational psychology" immediately below, as well as many others. Developmental psychologists draw on the full range of theorists in scientific psychology to inform their research.


          


          Personality psychology


          Personality psychology studies enduring psychological patterns of behaviour, thought and emotion, commonly called an individual's personality. Theories of personality vary between different psychological schools. Trait theories attempts to break personality down into a number of traits, by use of factor analysis. The number of traits have varied between theories. One of the first, and smallest, models was that of Hans Eysenck, which had three dimensions: extroversion introversion, neuroticismemotional stability, and psychoticism. Raymond Cattell proposed a theory of 16 personality factors. The theory that has most empirical evidence behind it today may be the " Big Five" theory, proposed by Lewis Goldberg, and others.


          A different, but well known approach to personality is that of Sigmund Freud, whose structural theory of personality divided personality into the ego, superego, and id. He utilized the principles of thermodynamics metaphorically to explain these three distinctive and interacting tripartite divisions. In 1923 Freud published the ground-breaking book: "The Ego and the Id" in which he named and identified the functioning psychodynamics of human personality. This theory has been used in modern psychology paradigms such as Transactional Analysis. However, Freud's theory of personality has been criticized by many, including many mainstream psychologists.


          


          Quantitative psychology


          Quantitative psychology involves the application of mathematical and statistical modeling in psychological research, and the development of statistical methods for analyzing and explaining behavioural data. The term Quantitative psychology is relatively new and little used (only recently have Ph.D. programs in quantitative psychology been formed), and it loosely covers the longer standing subfields psychometrics and mathematical psychology.


          Psychometrics is the field of psychology concerned with the theory and technique of psychological measurement, which includes the measurement of knowledge, abilities, attitudes, and personality traits. Measurement of these unobservable phenomena is difficult, and much of the research and accumulated knowledge in this discipline has been developed in an attempt to properly define and quantify such phenomena. Psychometric research typically involves two major research tasks, namely: (i) the construction of instruments and procedures for measurement; and (ii) the development and refinement of theoretical approaches to measurement.


          Whereas psychometrics is mainly concerned with individual differences and population structure, mathematical psychology is concerned with modeling of mental and motor processes of the average individual. Psychometrics is more associated with educational psychology, personality, and clinical psychology. Mathematical psychology is more closely related to psychonomics/ experimental and cognitive, and physiological psychology and ( cognitive) neuroscience.


          Basic research encompasses the study of behaviour for use in academic settings, and contains numerous areas: abnormal psychology, biological psychology, cognitive psychology, comparative psychology, developmental psychology, health psychology, personality psychology, social psychology and others. Quantitative psychology is contrasted with applied psychology.


          


          Social psychology
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          Social psychology is the study of the nature and causes of human social behavior and mental processes, with an emphasis on how people think towards each other and how they relate to each other. Social Psychology aims to understand how we make sense of social situations. For example, social psychologists study the influence of others on an individual's behaviour (e.g., conformity or persuasion), the perception and understanding of social cues, or the formation of attitudes or stereotypes about other people. Social cognition is a common approach and involves a mostly cognitive and scientific approach to understanding social behaviour.


          


          Fields of applied research


          Applied psychology encompasses both psychological research that is designed to help individuals overcome practical problems and the application of this research in applied settings. Much of applied psychology research is utilized in other fields, such as business management, product design, ergonomics, nutrition, law and clinical medicine. Applied psychology includes the areas of clinical psychology, industrial and organizational psychology, human factors, psychology and law, health psychology, school psychology, community psychology and others.


          


          Clinical psychology


          Clinical psychology includes the study and application of psychology for the purpose of understanding, preventing, and relieving psychologically-based distress or dysfunction and to promote subjective well-being and personal development. Central to its practice are psychological assessment and psychotherapy, although clinical psychologists may also engage in research, teaching, consultation, forensic testimony, and program development and administration. Some clinical psychologists may focus on the clinical management of patients with brain injurythis area is known as clinical neuropsychology. In many countries clinical psychology is a regulated mental health profession.


          The work performed by clinical psychologists tends to be done inside various therapy models, all of which involve a formal relationship between professional and clientusually an individual, couple, family, or small groupthat employs a set of procedures intended to form a therapeutic alliance, explore the nature of psychological problems, and encourage new ways of thinking, feeling, or behaving. The four major perspectives are Psychodynamic, Cognitive Behavioural, Existential-Humanistic, and Systems or Family therapy. There has been a growing movement to integrate these various therapeutic approaches, especially with an increased understanding of issues regarding culture, gender, spirituality, and sexual-orientation. With the advent of more robust research findings regarding psychotherapy, there is growing evidence that most of the major therapies are about of equal effectiveness, with the key common element being a strong therapeutic alliance. Because of this, more training programs and psychologists are now adopting an eclectic therapeutic orientation.


          Clinical psychologists do not usually prescribe medication, although there is a growing movement for psychologists to have limited prescribing privileges. In general, however, when medication is warranted many psychologists will work in cooperation with psychiatrists so that clients get all their therapeutic needs met. Clinical psychologists may also work as part of a team with other professionals, such as social workers and nutritionists.


          


          Counseling psychology


          Counseling psychology seeks to facilitate personal and interpersonal functioning across the lifespan with a focus on emotional, social, vocational, educational, health-related, developmental, and organizational concerns. Counselors are primarily clinicians, using psychotherapy and other interventions in order to treat clients. Traditionally, counseling psychology has focused more on normal developmental issues and everyday stress rather than psychopathology, but this distinction has softened over time. Counseling psychologists are employed in a variety of settings, including universities, hospitals, schools, governmental organizations, businesses, private practice, and community mental health centers.


          


          Educational psychology


          Educational psychology is the study of how humans learn in educational settings, the effectiveness of educational interventions, the psychology of teaching, and the social psychology of schools as organizations. The work of child psychologists such as Lev Vygotsky, Jean Piaget and Jerome Bruner has been influential in creating teaching methods and educational practices.


          


          Forensic psychology


          Forensic psychology covers a broad range of practices primarily involving evaluations of defendants, reports to judges and attorneys, and courtroom testimony on given issues. Forensic psychologists are appointed by the court to conduct competency to stand trial evaluations, competency to be executed evaluations, sanity evaluations, involuntary commitment evaluations, provide sentencing recommendations, and sex offender evaluation and treatment evaluations and provide recommendations to the court through written reports and testimony. Most of the questions the court asks the forensic psychologist are not questions of psychology but rather legal questions. For example, there is no definition of sanity in psychology. Rather, sanity is a legal definition that varies from state to state in the United States and from jurisdiction to jurisdiction. Therefore, a prime qualification of a forensic psychologist is an intimate understanding of the law, especially criminal law.


          


          Psychology and Law


          Legal psychology is a research-oriented field populated with researchers from several different areas within psychology (although social and cognitive psychologists are typical). Legal psychologists explore such topics as jury decision-making, eyewitness memory, scientific evidence, and legal policy. The term "legal psychology" has only recently come into use, and typically refers to any non-clinical law-related research.


          


          Health psychology


          Health psychology is the application of psychological theory and research to health, illness and health care. Whereas clinical psychology focuses on mental health and neurological illness, health psychology is concerned with the psychology of a much wider range of health-related behaviour including healthy eating, the doctor-patient relationship, a patient's understanding of health information, and beliefs about illness. Health psychologists may be involved in public health campaigns, examining the impact of illness or health policy on quality of life and in research into the psychological impact of health and social care.


          


          Human factors psychology


          Human factors psychology (sometimes called Engineering Psychology) is the study of how cognitive and psychological processes affect our interaction with tools and objects in the environment. The goal of research in human factors psychology is to better design objects by taking into account the limitations and biases of human mental processes and behaviour.


          


          Industrial and organizational psychology


          Industrial and organizational psychology (I/O) is among the newest fields in psychology. Industrial Psychology focuses on improving, evaluating, and predicting job performance while Organizational Psychology focuses on how organizations impact and interact with individuals as well as how the individuals affect the organisational culture. In 1910, through the works and experiments of Hugo Munsterberg and Walter Dill Scott, Industrial Psychology became recognized as a legitimate part of the social science. Organizational Psychology was not officially added until the 1970s and since then, the field has flourished. The Society for Industrial Organizational Psychology has approximately 3400 professional members and 1900 student members. These two numbers combine to make up only about four percent of the members in the American Psychological Association but the number has been rising since 1939 when there were only one hundred professional I/O psychologists.


          I/O psychologists are employed by academic institutions, consulting firms, internal human resources in industries, and governmental institutions. Various universities across the United States are beginning to strengthen their I/O Psychology programs due to the increase of interest and job demand in the field.


          Industrial organizational psychologists look at questions regarding things such as who to hire, how to define and measure successful job performance, how to prepare people to be more successful in their jobs, how to create and change jobs so that they are safer and make people happier, and how to structure the organization to allow people to achieve their potential.


          


          School psychology


          School psychology combines principles from educational psychology and clinical psychology to understand and treat students with learning disabilities; to foster the intellectual growth of "gifted" students; to facilitate prosocial behaviours in adolescents; and otherwise to promote safe, supportive, and effective learning environments. School psychologists are trained in educational and behavioural assessment, intervention, prevention, and consultation, and many have extensive training in research. Currently, school psychology is the only field in which a professional can be called a "psychologist" without a doctoral degree, with the National Association of School Psychologists (NASP) recognizing the Specialist degree as the entry level. This is a matter of controversy as the APA does not recognize anything below a doctorate as the entry level for a psychologist. Specialist-level school psychologists, who typically receive three years of graduate training, function almost exclusively within school systems, while those at the doctoral-level are found in a number of other settings as well, including universities, hospitals, clinics, and private practice.


          


          Research methods
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          Research in experimental psychology is conducted in broad accord with the standards of the scientific method, encompassing both qualitative ethological and quantitative statistical modalities to generate and evaluate explanatory hypotheses with regard to psychological phenomena. Where research ethics and the state of development in a given research domain permits, investigation may be pursued by experimental protocols. Psychology tends to be eclectic, drawing on knowledge from other fields to help explain and understand psychological phenomena. Qualitative psychological research utilizes a broad spectrum of observational methods, including action research, ethography, exploratory statistics, structured interviews, and participant observation, to enable the gathering of rich information unattainable by classical experimentation. Research in humanistic psychology is more typically pursued via ethnographic, historical, and historiographic methods.


          The testing of different aspects of psychological function is a significant area of contemporary psychology. Psychometric and statistical methods predominate, including various well-known standardized tests as well as those created ad hoc as the situation or experiment requires.


          Academic psychologists may focus purely on research and psychological theory, aiming to further psychological understanding in a particular area, while other psychologists may work in applied psychology to deploy such knowledge for immediate and practical benefit. These approaches are not mutually exclusive, and many psychologists will be involved in both researching and applying psychology at some point during their career. Many clinical psychology programs aim to develop in practicing psychologists both knowledge of and experience with research and experimental methods, which they may interpret and employ as they treat individuals with psychological issues.


          When an area of interest requires specific training and specialist knowledge, especially in applied areas, psychological associations normally establish a governing body to manage training requirements. Similarly, requirements may be laid down for university degrees in psychology, so that students acquire an adequate knowledge in a number of areas. Additionally, areas of practical psychology, where psychologists offer treatment to others, may require that psychologists be licensed by government regulatory bodies as well.


          


          Controlled experiments


          Experimental psychological research is conducted in a laboratory under controlled conditions. This method of research relies on the application of the scientific method to understand behaviour. Experimenters use several types of measurements, including rate of response, reaction time, and various psychometric measurements. Experiments are designed to test specific hypotheses (deductive approach) or evaluate functional relationships (inductive approach). They are important for psychological research because they allow researchers to establish causal relationships between different aspects of behaviour and the environment. Importantly, in an experiment, one or more variables of interest are controlled by the experimenter (independent variable) and another variable is measured in response to different conditions (dependent variable). (See also hypothesis testing.) Experiments are one of the primary research methodologies in many areas of psychology, particularly cognitive/ psychonomics, mathematical psychology, psychophysiology and biological psychology/ cognitive neuroscience.


          As an example, suppose an experimenter wanted to answer the following question: does talking on a phone affect one's ability to stop quickly while driving? To answer this, the experimenter would want to show that a subject's stopping time is different when they are talking on a phone versus when they are not. If the experiment is properly conducted in a controlled environment and a difference between the two conditions is found, the experimenter would be able to show a causal relationship between phone use and stopping time. In addition to potential practical benefits, this type of experiment may have important theoretical results, such as helping to explain the processes that underlie attention in humans.


          Experiments on humans have been put under some controls; namely informed and voluntary consent. After WWII, the Nuremberg Code was established, because of Nazi abuses of experimental subjects. Later, most countries (and scientific journals) adopted the Declaration of Helsinki. In the US, the NIH established the IRB in 1966. And in 1974, adopted the National Research Act (HR 7724). All of which cover informed consent of human participants in experimental studies. There were a number of influential studies which lead to the establishment of these rules, including the MIT & Fernald School radioisotope studies, the Thalidomide Tragedy, Willowbrook hepatitis study, Milgram's obedience to authority studies.


          


          Animal studies
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          Animal learning experiments are important in many aspects of psychology such as investigating the biological basis of learning, memory and behaviour. In the 1890s, physiologist Ivan Pavlov famously used dogs to demonstrate classical conditioning. Non-human primates, cats, dogs, rats and other rodents are often used in psychological experiments. Controlled experiments involve introducing only one variable at a time, which is why animals used for experiments are housed in laboratory settings. In contrast, human environments and genetic backgrounds vary widely, which makes it difficult to control important variables for human subjects. 


          Qualitative and descriptive research


          


          Observation in natural settings


          In the same way Jane Goodall studied the role of chimpanzee social and family life, psychologists conduct similar observational studies in human social, professional and family lives. Sometimes the participants are aware they are being observed and other times it is covert; the participants do not know they are being observed. Ethical guidelines need to be taken into consideration when covert observation is being carried out.


          


          Survey questionnaires


          Statistical surveys are used in psychology for measuring attitudes and traits, monitoring changes in mood, or checking the validity of experimental manipulations. Most commonly, psychologists use paper-and-pencil surveys. However, surveys are also conducted over the phone or through e-mail. Increasingly, web-based surveys are being used in research. Similar methodology is also used in applied setting, such as clinical assessment and personnel assessment.


          


          Longitudinal studies


          A longitudinal study is a research method which observes a particular population over time. For example, one might wish to study specific language impairment (SLI) by observing a group of individuals with the condition over a period of time. This method has the advantage of seeing how a condition can affect individuals over long time scales. However, such studies can suffer from attrition due to drop-out or death of subjects. In addition, since individual differences between members of the group are not controlled, it may be difficult to draw conclusions about the populations. Longitudinal study is a developmental research strategy that involves testing an age group repeatedly over many years. Longitudinal studies answer vital questions about how people develop. This developmental research follows people over years and the outcome has been an incredible array of findings, especially relating to psychological problems.


          


          Neuropsychological methods


          Neuropsychology involves the study of both healthy individuals and patients, typically who have suffered either brain injury or mental illness.


          Cognitive neuropsychology and cognitive neuropsychiatry study neurological or mental impairment in an attempt to infer theories of normal mind and brain function. This typically involves looking for differences in patterns of remaining ability (known as 'functional disassociation's') which can give clues as to whether abilities are comprised of smaller functions, or are controlled by a single cognitive mechanism.


          In addition, experimental techniques are often used which also apply to studying the neuropsychology of healthy individuals. These include behavioural experiments, brain-scanning or functional neuroimaging - used to examine the activity of the brain during task performance, and techniques such as transcranial magnetic stimulation, which can safely alter the function of small brain areas to investigate their importance in mental operations.


          


          Computational modeling
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          Computational modeling is a tool often used in mathematical psychology and cognitive psychology to simulate a particular behaviour using a computer. This method has several advantages. Since modern computers process extremely quickly, many simulations can be run in a short time, allowing for a great deal of statistical power. Modeling also allows psychologists to visualize hypotheses about the functional organization of mental events that couldn't be directly observed in a human.


          Several different types of modeling are used to study behaviour. Connectionism uses neural networks to simulate the brain. Another method is symbolic modeling, which represents many different mental objects using variables and rules. Other types of modeling include dynamic systems and stochastic modeling.


          


          Criticism and controversies


          


          Status as a science


          A common criticism of psychology concerns its fuzziness as a science. Philosopher Thomas Kuhn's 1962 critique implied psychology overall was in a pre-paradigm state, lacking the agreement on overarching theory found in mature sciences such as chemistry and physics. Because some areas of psychology rely on research methods such as surveys and questionnaires, critics have claimed that psychology is not as scientific as many assume. Methods such as introspection and psychoanalysis, used by some psychologists, are inherently subjective.


          The validity of probability testing as a research tool has been called into question. There is concern that this statistical method may promote trivial findings as meaningful, especially when large samples are used. Some psychologists have responded with an increased use of effect size statistics, rather than sole reliance on the traditional p<.05 decision rule in statistical hypothesis testing.


          In recent years, and particularly in the U.S., there has been increasing debate about the nature of therapeutic effectiveness and about the relevance of empirically examining psychotherapeutic strategies. One argument states that some therapies are based on discredited theories and are unsupported by empirical evidence. The other side points to recent research suggesting that all mainstream therapies are of about equal effectiveness, while also arguing that controlled studies often do not take into consideration real-world conditions (e.g. the high co-morbidity rate or the experience of clinicians); that research is heavily biased towards the methods of the cognitive behavioural therapies (CBT); and that it typically under-represents minority groups.


          


          Concern about fringe clinical practices


          There is also concern from researchers about a perceived gap between scientific theory and its application, in particular with the application of esoteric practices. Exponents of evidence-based approaches to clinical psychology practice say that the gap is increasing, and researchers such as Beyerstein (2001) say there has been a large increase in the number of mental health training programs that do not emphasize science training. According to Lilienfeld (2002) a wide variety of unvalidated and sometimes harmful psychotherapeutic methods, including psychoanalysis, facilitated communication for infantile autism, suggestive techniques for memory recovery (e.g., hypnotic age-regression, guided imagery, body work), energy therapies (e.g., Thought Field Therapy, Emotional Freedom Technique), and New Age therapies of seemingly endless stripes (e.g., rebirthing, reparenting, past-life regression, Primal Scream therapy, neurolinguistic programming ) have either emerged or maintained their popularity in recent decades." Allen Neuringer made a similar point in the field of the experimental analysis of behaviour in 1984. There are some differences of opinion over the actual extent of the research practitioner gap, but the consensus is on the concern about fringe or quack practices, and the legal view favours the use of empirical validation for any psychological intervention (Faigman and Monahan 2005). The emphasis on improvement of evidence based practice has been made in order to increase the general public's confidence in the health professions, and to avoid instances whereby clients forgo evidence based treatments in favour of unvalidated fringe therapies.
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          Pterosaurs (pronounced /ˈtɛrəsɔr/, from the Greek ό, pterosauros, meaning "winged lizard", often referred to as pterodactyls, from the Greek ά, pterodaktulos, meaning "winged finger" /ˌtɛrəˈdktɨl/) were flying reptiles of the clade or order Pterosauria. They existed from the late Triassic to the end of the Cretaceous Period (228 to 65 million years ago). Pterosaurs were the first vertebrates to evolve powered flight. Their wings were formed by a membrane of skin, muscle, and other tissues stretching from the thorax to a dramatically lengthened fourth finger. Earlier species had long, fully-toothed jaws and long tails, while later forms had a highly reduced tail, and some lacked teeth. Pterosaurs spanned a wide range of adult sizes, from the very small Nemicolopterus to the largest known flying creatures of all time, including Quetzalcoatlus and Hatzegopteryx.


          Pterosaurs are sometimes referred to in the popular media as dinosaurs, but this is incorrect. The term "dinosaur" is properly restricted to a certain group of terrestrial reptiles with a unique upright stance (superorder Dinosauria), and therefore excludes the pterosaurs, as well as the various groups of extinct aquatic reptiles, such as ichthyosaurs, plesiosaurs, and mosasaurs.


          


          History of discovery


          The first pterosaur fossil was described by the Italian naturalist Cosimo Collini in 1784. Collini misinterpreted his specimen as a sea-going creature that used its long front limbs as paddles. A few scientists continued to support the aquatic interpretation even until 1830, when the German zoologist Johann Georg Wagler suggested that Pterodactylus used its wings as flippers. Georges Cuvier first suggested that pterosaurs were flying creatures in 1801, and coined the name "Ptero-dactyle" 1809 for a specimen recovered in Germany; however, due to the standardization of scientific names, the official name for this species became Pterodactylus, though the name "pterodactyl" continued to be popularly applied to all members of this first specimen's order.


          Since the first pterosaur fossil was discovered in the Late Jurassic Solnhofen limestone in 1784, twenty-nine kinds of pterosaurs have been found in those deposits alone. A famous early UK find was an example of Dimorphodon by Mary Anning, at Lyme Regis in 1828. The name Pterosauria was coined by Johann Jakob Kaup in 1834, though the name Ornithosauria (or "bird lizards", Bonaparte, 1838) was sometimes used in the early literature.


          
            [image: The three dimensionally preserved skull of Anhanguera santanae, from the Santana Formation, Brazil.]

            
              The three dimensionally preserved skull of Anhanguera santanae, from the Santana Formation, Brazil.
            

          


          Most pterosaur fossils are poorly preserved. Their bones were hollow and, when sediments piled on top of them, the bones were flattened. The best preserved fossils have come from the Araripe Plateau, Brazil. For some reason, when the bones were deposited, the sediments encapsulated the bones, rather than crushing them. This created three-dimensional fossils for paleontologists to study. The first find in the Araripe Plateau was made in 1974.


          Most paleontologists now believe that pterosaurs were adapted for active flight, not just gliding as was earlier believed. Pterosaur fossils have been found on every continent except Antarctica. At least 60 genera of pterosaurs have been found to date, ranging from the size of a small bird to wingspans in excess of 10 meters (33 feet).


          


          Anatomy and palaeobiology


          The anatomy of pterosaurs was highly modified from their reptilian ancestors for the demands of flight. Pterosaur bones were hollow and air filled, like the bones of birds. They had a keeled breastbone that was developed for the attachment of flight muscles and an enlarged brain that shows specialised features associated with flight.
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              Pteranodon skeletal drawing from a 1914 scientific paper.
            

          


          


          Wings


          Pterosaur wings were formed by membranes of skin and other tissues, strengthened by various types of closely spaced fibers called actinofibrillae. The membranes attached to the extremely long fourth finger of each arm and extended along the sides of the body. A bone unique to pterosaurs, known as the pteroid, connected to the wrist and helped to support a membrane (the propatagium) between the wrist and shoulder. It has been argued that the pteroid might have been able to swing forward to extend this membrane,, although this is strongly contested by other researchers. In some later pterosaurs, the backbone over the shoulders fused into a structure known as a notarium, which served to stiffen the torso during flight, and provide a stable support for the scapula (shoulder blade).


          There has been considerable argument among paleontologists about whether the wings attached to the hindlimbs as well. Fossils of the rhamphorhynchoid Sordes, the anurognathid Jeholopterus, and a pterodactyloid from the Santana Formation seem to demonstrate that the wing membrane did attach to the hindlimbs, at least in some species. However, modern bats and flying squirrels show considerable variation in the extent of their wing membranes and it is possible that, like these groups, different species of pterosaur had different wing designs. Indeed, analysis of pterosaur limb proportions shows that there was considerable variation, possibly reflecting a variety of wing-plans. Many if not all pterosaurs also had webbed feet, and although these have been considered to be evidence of swimming, they may have had an aerodynamic function. Webbed feet are also seen in some gliding animals such as colugos, the "flying lemurs".


          


          Hair


          There is no fossil evidence of feathers, but pterosaurs were unique among reptiles in that at least some of them were covered with hair, similar to but not homologous with mammalian hair. Pterosaur "hair" is not true hair as seen in mammals, but a unique structure that developed a similar appearance through convergent evolution. Although in some cases fibers in the wing membrane have been mistaken for hair, some fossils such as those of Sordes pilosus (the "hairy demon") do show the unmistakable imprints of hair on the head and body, not unlike modern-day bats, another example of convergent evolution. The presence of hair (and the demands of flight) imply that pterosaurs were endothermic ('warm-blooded').


          


          Nervous system


          A study of pterosaur brain cavities using X-rays has revealed extraordinary information about their habits. Studying fossil pterosaur skulls is extremely difficult because they are so delicate, but Lawrence Witmer at Ohio University in Athens and his colleagues used X-ray CT scans to build up 3D images of the brains of two species. One striking finding was that the animals (Rhamphorhynchus muensteri and Anhanguera santanae) had massive flocculi. The flocculus is a brain region that integrates signals from joints, muscles, skin and the balance organs.


          The pterosaurs' flocculi occupied 7.5% of the animals' total brain mass, more than in any other vertebrate. Birds have unusually large flocculi compared with other animals, but these only occupy between 1 and 2% of total brain mass.


          The flocculus sends out neural signals that produce small, automatic movements in the eye muscles. These keep the image on an animal's retina steady. Pterosaurs may have had such a large flocculus because of their large wing size, which would mean that there was a great deal more sensory information to process.


          


          Ground movement
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              Fossil trackways show that pterosaurs like Quetzalcoatlus northropi were quadrupeds.
            

          


          Pterosaur's hip sockets were oriented facing slightly upwards, and the head of the femur (thigh bone) was only moderately inward facing, suggesting that pterosaurs had a semi-erect stance. It would have been possible to lift the thigh into a horizontal position during flight as gliding lizards do.


          There has been considerable debate in the past about whether pterosaurs moved about on the ground as quadrupeds or as bipeds. In the 1980s, paleontologist Kevin Padian suggested that smaller pterosaurs with longer hindlimbs such as Dimorphodon might have walked or even run bipedally, in addition to flying, not unlike modern road runners. However, a large number of pterosaur trackways are now known, with a distinctive four-toed hind foot and three-toed front foot; these are the unmistakable prints of pterosaurs walking on all fours.


          Unlike most vertebrates, which walk on their toes with ankles held off the ground ( digitigrade), fossil footprints show that pterosaurs stood with the entire foot in contact with the ground ( plantigrade), in a manner similar to humans and bears. Footprints from azhdarchids show that at least some pterosaurs walked with an erect, rather than sprawling, posture.
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              Pterodactylus kochi was well adapted to walking on soft or muddy ground.
            

          


          Though traditionally depicted as ungainly and awkward when on the ground, the anatomy of at least some pterosaurs (particularly pterodactyloids) suggests that they were competent walkers and runners. The forelimb bones of azhdarchids and ornithocheirids were unusually long compared to other pterosaurs, and in azhdarchids, the bones of the arm and hand (metacarpals) were particularly elongated, and azhdarchid front limbs as a whole were proportioned similarly to fast-running ungulate mammals. Their hind limbs, on the other hand, were not built for speed, but they were long compared with most pterosaurs, and allowed for a long stride length. While azhdarchid pterosaurs probably could not run, they would have been relatively fast and energy efficient.


          The relative size of the hands and feet in pterosaurs (by comparison with modern animals such as birds) may indicate what type of lifestyle pterosaurs led on the ground. Azhdarchid pterosaurs had relatively small feet compared to their body size and leg length, with foot length only about 25%-30% the length of the lower leg. This suggests that azhdarchids were better adapted to walking on dry, relatively solid ground. Pteranodon had slightly larger feet (47% the length of the tibia), while filter-feeding pterosaurs like the ctenochasmatoids had very large feet (69% of tibial length in Pterodactylus, 84% in Pterodaustro), adapted to walking in soft muddy soil, similar to modern wading birds.


          


          Predation


          Pterosaurs are known to have been eaten by spinosaurs. In the 1 July 2004 edition of Nature, paleontologist Eric Buffetaut discusses an early Cretaceous fossil of three cervical vertebrae of a pterosaur with the broken tooth of a spinosaur embedded in it. The vertebrae are known not to have been eaten and exposed to digestion, as the joints still articulated.


          


          Reproduction


          Very little is known about pterosaur reproduction. A single pterosaur egg has been found in the quarries of Liaoning, the same place that yielded the famous 'feathered' dinosaurs. The egg was squashed flat with no signs of cracking, so evidently the eggs had leathery shells, as in modern lizards. The embryo's wing membranes were well developed, suggesting pterosaurs were ready to fly soon after birth. This is corroborated by very young animals found in the Solnhofen limestone beds, where they presumably flew to the middle of a lagoon, fell in and drowned. It is not known whether pterosaurs practised parental care, but their comparatively early flight capabilities suggest the young were not completely dependent on parents as most birds are.


          A study of pterosaur eggshell structure and chemistry published in 2007 indicated that it is likely pterosaurs buried their eggs, like modern crocodile and turtles. Egg-burying would have been beneficial to the early evolution of pterosaurs, as it allows for more weight-reducing adaptations, but this method of reproduction also would have put limits on the variety of environments pterosaurs could live in, and may have disadvantaged them when they began to face ecological competition from birds. The alternative would be for the mother to retain the egg within the body until just prior to hatching, as some lizards do, but archosaurs are incapable of.


          


          Evolution and extinction


          


          Origins
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              Comparison of a Pteranodon skeleton with that of a modern condor.
            

          


          Because pterosaur anatomy has been so heavily modified for flight, and immediate "missing link" predecessors have not so far been described, the ancestry of pterosaurs is not well understood. Several hypotheses have been advanced, with the most common in recent years being links to ornithodirans like Scleromochlus, an ancestry among the archosauriforms like Euparkeria (a more traditional view), or related to prolacertiformes like Sharovipteryx. At least one pterosaur specialist, David Unwin, finds none of these options convincing for various anatomical reasons.


          They were thought to have evolved flight from some manner other than the 'tree-down' route possibly taken by birds, because pterosaurs demonstrated no adaptations useful for tree living. Most scenarios have pterosaurs evolving from long-legged, ground-running ancestors like Scleromochlus or Sharovipteryx, both of which had webs of skin from long hind legs to their bodies or tails. This suggested a 'ground-up' evolution of flight or even a route that evolved by gliding from cliff-tops.


          However, new (2008) findings suggest that the earliest pterosaurs were small, tree dwelling, insectivorous organisms.


          



          


          Phylogeny and classification


          Classification of pterosaurs has historically been difficult, because there were many gaps in the fossil record. Many new discoveries are now filling in these gaps and giving us a better picture of the evolution of pterosaurs. Traditionally, they are organized into two suborders:


          
            	Rhamphorhynchoidea (Plieninger, 1901): A group of early, basal ("primitive") pterosaurs, many of which had long tails and short metacarpal bones in the wing. They were small, and their fingers were still adapted to climbing. They appeared in the Late Triassic period, and lasted until the late Jurassic. Rhamphorhynchoidea is a paraphyletic group (since the pterodactyloids evolved directly from them and not from a common ancestor), so with the increasing use of cladistics it has fallen out of favour in most technical literature.

          


          
            	Pterodactyloidea (Plieninger, 1901): The more derived ("advanced") pterosaurs, with short tails and long wing metacarpals. They appeared in the middle Jurassic period, and lasted until the Cretaceous-Tertiary extinction event wiped them out at the end of the Cretaceous.

          


          Listing of families and superfamilies within Pterosauria, after Unwin 2006.
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          The precise relationships between pterosaurs is still unsettled. However, several newer studies are beginning to make things clearer. Cladogram simplified after Unwin.
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          Extinction


          Competition with early avian dinosaur species may have resulted in the extinction of many of the pterosaurs. By the end of the Cretaceous, only large species of pterosaurs are known. The smaller species seem to have become extinct, their niche filled by birds, though a lack of small pterosaurs in the fossil record could also be a result of poor preservation due to the fragility of their skeletons. At the end of the Cretaceous period, the great extinction which wiped out all non-avian dinosaurs plus most avian dinosaurs as well, and many other animals, seemed to also take the pterosaurs. Alternatively, most pterosaurs may have been specialised for an ocean-going lifestyle. Consequently, when the K-T mass-extinction severely affected marine life that most pterosaurs fed on, they went extinct.


          


          Well-known genera


          Examples of pterosaur genera include:


          
            	Dsungaripterus had a wingspan of 3 metres (10 ft), an unusual bony crest running along its snout, and long, narrow, curved jaws with a pointed tip. It lived during the early Cretaceous period.


            	Pteranodon was 1.8 metres (six feet) long, with a wingspan of 7.5 m (25 ft), and lived during the late Cretaceous period.


            	Pterodactylus had a wingspan of 50 to 75 centimeters (20 to 30 inches), and lived during the late Jurassic on lake shores.


            	Pterodaustro was a Cretaceous pterosaur from South America with a wingspan around 1.33 metres and with over 500 tall, narrow teeth, which were presumably used in filter-feeding, much like modern flamingos. Also like flamingos, this pterosaur's diet may have resulted in the animal having a pink hue. It was South America's first pterosaur find.


            	Quetzalcoatlus had a wingspan of 10-11 metres (33-36 feet), and was among the largest flying animals ever. It lived during the late Cretaceous period.


            	Rhamphorhynchus was a Jurassic pterosaur with a vane at the end of its tail, which may have acted to stabilise the tail in flight.

          


          


          Pterosaurs in popular culture


          Pterosaurs are a staple of popular culture. While the generic term "pterodactyl" is often used to describe these creatures, the animal depicted is frequently a Pteranodon or some other specific species of pterosaur, or a fictionalized hybrid of several species. Many children's toys and cartoons feature "pterodactyls" with Pteranodon-like crests and long, Rhamphorhynchus-like tails and teeth, a combination that never existed in nature. However, at least one type of pterosaur did have at least the Pteranodon-like crest and teeth--for example, the Ludodactylus, a name that means "toy finger" for its resemblance to old, inaccurate children's toys. Notable examples of older fictional works featuring pterosaurs include Arthur Conan Doyle's book The Lost World and the 1933 film King Kong.


          The Fell beast or Nazgul mount of J.R.R. Tolkien's Lord of the Rings books is very similar to a pterosaur.


          


          Living pterosaur hoax


          It was reported in an article in The Illustrated London News (February 9, 1856, page 166) that, in 1856, workmen laboring in a tunnel for a railway line, between Saint-Dizier and Nancy, in France, were cutting through Jurassic limestone when a large creature stumbled out from inside it. It fluttered its wings, made a croaking noise and dropped dead. According to the workers, the creature had a 10-foot (3.0m) wingspan, four legs joined by a membrane, black leathery skin, talons for feet and a toothed mouth. A local student of paleontology identified the animal as a pterodactyl. The report had the animal turn to dust, as soon as it had died.


          This incredible hoax was stimulated in part by contemporary Franco-Prussian palaeontological rivalry. The Solnhofen limestone from Bavaria (in which Archaeopteryx would later be discovered) was producing many prized fossils, each of which was proudly announced by German paleontologists. The tunnel in question was through limestone of similar age to the Solnhofen Limestone, so it presented an opportunity for a shocking story by the French.
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                  A medieval artist's rendition of Claudius Ptolemaeus.
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              Roman Province of Egypt
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              Roman Province of Egypt
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              	mathematician, geographer, astronomer, astrologer
            

          


          Claudius Ptolemaeus ( Greek: ύ ῖ Kladios Ptolemaĩos; after 83  161 AD), known in English as Ptolemy, was an ancient mathematician, geographer, astronomer, and astrologer. He lived in Roman Egypt, and was probably born there in a town in the Thebaid called Ptolemais Hermiou; he died in Alexandria in 161 AD.


          Ptolemy was the author of several scientific treatises, three of which would be of continuing importance to later Islamic and European science. The first is the astronomical treatise now known as the Almagest (in Greek,  ά ύ, "The Great Treatise", originally ἠ ύ, "Mathematical Treatise"). The second is the Geography, which is a thorough discussion of the geographic knowledge of the Greco-Roman world. The third is the astrological treatise known as the Tetrabiblos ("Four books") in which he attempted to adapt horoscopic astrology to the Aristotelian natural philosophy of his day.


          


          Name and origins


          Beyond his being considered a member of Alexandria's Greek society, few details of Ptolemy's life are known. He wrote in Ancient Greek; some scholars have concluded that Ptolemy was a Greek, and others, a Hellenized Egyptian. He was often known in later Arabic sources as "the Upper Egyptian", suggesting that he may have had origins in southern Egypt. Ptolemy is also known to have used Babylonian astronomical data.


          Ptolemy is a Greek name. It occurs once in Greek mythology, and is of Homeric form. It was quite common among the Macedonian upper class at the time of Alexander the Great, and there are several among Alexander's army, one of whom made himself King of Egypt: Ptolemy I Soter; all the Kings after him, until Rome conquered Egypt, were also Ptolemies. There is no evidence so far on the subject of Ptolemy's ancestry, but most scholars and historians alike consider it unlikely that Ptolemy was related to the royal family.


          Claudius is a Roman name; it implies Ptolemy was a Roman citizen. It would have suited custom if the first Ptolemy who became a citizen (whether it was he or an ancestor) took the nomen from a Roman called Claudius, who was in some sense responsible for the citizenship. If, as was not uncommon, this Roman was the Emperor, the citizenship would have been granted between 14 and 68 AD, when the Claudii were Emperors. The astronomer would also have had a praenomen, which remains unknown.


          


          Astronomy


          The Almagest is the only surviving comprehensive ancient treatise on astronomy. Babylonian astronomers had developed arithmetical techniques for calculating astronomical phenomena; Greek astronomers such as Hipparchus had produced geometric models for calculating celestial motions; Ptolemy, however, claimed to have derived his geometrical models from selected astronomical observations by his predecessors spanning more than 800 years, though astronomers have for centuries suspected that his models' parameters were adopted independently of observations. Ptolemy presented his astronomical models in convenient tables, which could be used to compute the future or past position of the planets. The Almagest also contains a star catalogue, which is an appropriated version of a catalogue created by Hipparchus. Its list of forty-eight constellations is ancestral to the modern system of constellations, but unlike the modern system they did not cover the whole sky (only the sky Hipparchus could see). Through the Middle Ages it was spoken of as the authoritative text on astronomy, with its author becoming an almost mythical figure, called Ptolemy, King of Alexandria. The Almagest was preserved, like most of Classical Greek science, in Arabic manuscripts (hence its familiar name). Because of its reputation, it was widely sought and was translated twice into Latin in the 12th century, once in Sicily and again in Spain. Ptolemy's model, like those of his predecessors, was geocentric and was almost universally accepted until an equally systematic presentation of a heliocentric geometrical model by Nicolaus Copernicus.


          His Planetary Hypotheses went beyond the mathematical model of the Almagest to present a physical realization of the universe as a set of nested spheres, in which he used the epicycles of his planetary model to compute the dimensions of the universe. He estimated the Sun was at an average distance of 1210 Earth radii while the radius of the sphere of the fixed stars was 20,000 times the radius of the Earth.


          Ptolemy presented a useful tool for astronomical calculations in his Handy Tables, which tabulated all the data needed to compute the positions of the Sun, Moon and planets, the rising and setting of the stars, and eclipses of the Sun and Moon. Ptolemy's Handy Tables provided the model for later astronomical tables or zījes. In the Phaseis (Risings of the Fixed Stars) Ptolemy gave a parapegma, a star calendar or almanac based on the appearances and disappearances of stars over the course of the solar year.


          


          Geography


          Ptolemy's other main work is his Geographia. This too is a compilation of what was known about the world's geography in the Roman Empire during his time. He relied somewhat on the work of an earlier geographer, Marinos of Tyre, and on gazetteers of the Roman and ancient Persian Empire, but most of his sources beyond the perimeter of the Empire were unreliable.


          The first part of the Geographia is a discussion of the data and of the methods he used. As with the model of the solar system in the Almagest, Ptolemy put all this information into a grand scheme. Following Marinos, he assigned coordinates to all the places and geographic features he knew, in a grid that spanned the globe. Latitude was measured from the equator, as it is today, but Ptolemy preferred in book 8 to express it as the length of the longest day rather than degrees of arc (the length of the midsummer day increases from 12h to 24h as you go from the equator to the polar circle). In books 2 through 7, he used degrees and put the meridian of 0 longitude at the most western land he knew, the " Blessed Islands", probably the Cape Verde islands (not the Canary Islands, as long accepted) as suggested by the location of the six dots labelled the "FORTUNATA" islands near the left extreme of the blue sea of Ptolemy's map here reproduced.


          
            [image: A 15th century manuscript copy of the Ptolemy world map, reconstituted from Ptolemy's Geographia (circa 150), indicating the countries of "Serica" and "Sinae" (China) at the extreme east, beyond the island of "Taprobane" (Sri Lanka, oversized) and the "Aurea Chersonesus" (Malay Peninsula).]
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          Ptolemy also devised and provided instructions on how to create maps both of the whole inhabited world ( oikoumen) and of the Roman provinces. In the second part of the Geographia he provided the necessary topographic lists, and captions for the maps. His oikoumen spanned 180 degrees of longitude from the Blessed Islands in the Atlantic Ocean to the middle of China, and about 80 degrees of latitude from The Shetlands to anti-Meroe (east coast of Africa); Ptolemy was well aware that he knew about only a quarter of the globe, and an erroneous extension of China southward blocked off any awareness of the Pacific Ocean.


          The maps in surviving manuscripts of Ptolemy's Geographia, however, date only from about 1300, after the text was rediscovered by Maximus Planudes. It seems likely that the topographical tables in books 2-7 are cumulative texts - texts which were altered and added to as new knowledge became available in the centuries after Ptolemy (Bagrow 1945). This means that information contained in different parts of the Geography is likely to be of different date.


          
            [image: Woodcut of Ptolemy map by Johane Schnitzer(Ulm: Leinhart Holle, 1482)]
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          Maps based on scientific principles had been made since the time of Eratosthenes ( 3rd century BC), but Ptolemy improved projections. It is known that a world map based on the Geographia was on display in Autun, France in late Roman times. In the 15th century Ptolemy's Geographia began to be printed with engraved maps; the earliest printed edition with engraved maps was produced in Bologna in 1477, followed quickly by a Roman edition in 1478 (Campbell, 1987). An edition printed at Ulm in 1482, including woodcut maps, was the first one printed north of the Alps. The maps look distorted as compared to modern maps, because Ptolemy's data were inaccurate. One reason is that Ptolemy estimated the size of the Earth as too small: while Eratosthenes found 700 stadia for a great circle degree on the globe, in the Geographia Ptolemy uses 500 stadia. It is highly probable that these were the same stadion since Ptolemy switched from the former scale to the latter, between the Syntaxis and the Geographia and severely readjusted longitude degrees accordingly. If they both used the Attic stadion of about 185 meters, then the older estimate is 1/6 too large, and Ptolemy's value is 1/6 too small, a difference recently explained as due to ancient scientists' use of simple methods of measuring the earth, which were corrupted either high or low by a factor of 5/6, due to air's bending of horizontal light rays by 1/6 of the earth's curvature. See also Ancient Greek units of measurement and History of geodesy.


          Because Ptolemy derived many of his key latitudes from crude longest day values, his latitudes are erroneous on average by roughly a degree (2 degrees for Byzantium, 4 degrees for Carthage), though capable ancient astronomers knew their latitudes to more like a minute. (Ptolemy's own latitude was in error by 14'.) He agreed (Geographia 1.4) that longitude was best determined by simultaneous observation of lunar eclipses, yet he was so out of touch with the scientists of his day that he knew of no such data more recent than 500 years ago (Arbela eclipse). When switching from 700 stadia per degree to 500, he (or Marinos) expanded longitude differences between cities accordingly (a point 1st realized by P.Gosselin in 1790), resulting in serious over-stretching of the earth's east-west scale in degrees, though not distance. Achieving highly precise longitude remained a problem in geography until the invention of the marine chronometer at the end of the 18th century. It must be added that his original topographic list cannot be reconstructed: the long tables with numbers were transmitted to posterity through copies containing many scribal errors, and people have always been adding or improving the topographic data: this is a testimony to the persistent popularity of this influential work in the history of cartography.


          


          Astrology


          
            [image: The mathematician Claudius Ptolemy 'the Alexandrian' as imagined by a 16th century artist]
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          Ptolemy's treatise on astrology, the Tetrabiblos, was the most popular astrological work of antiquity and also enjoyed great influence in the Islamic world and the medieval Latin West. The Tetrabiblos is an extensive and continually reprinted treatise on the ancient principles of horoscopic astrology in four books (Greek tetra means "four", biblos is "book"). That it did not quite attain the unrivalled status of the Almagest was perhaps because it did not cover some popular areas of the subject, particularly electional astrology (interpreting astrological charts for a particular moment to determine the outcome of a course of action to be initiated at that time), and medical astrology.


          The great popularity that the Tetrabiblos did possess might be attributed to its nature as an exposition of the art of astrology and as a compendium of astrological lore, rather than as a manual. It speaks in general terms, avoiding illustrations and details of practice. Ptolemy was concerned to defend astrology by defining its limits, compiling astronomical data that he believed was reliable and dismissing practices (such as considering the numerological significance of names) that he believed to be without sound basis.


          Much of the content of the Tetrabiblos may well have been collected from earlier sources; Ptolemy's achievement was to order his material in a systematic way, showing how the subject could, in his view, be rationalized. It is, indeed, presented as the second part of the study of astronomy of which the Almagest was the first, concerned with the influences of the celestial bodies in the sublunar sphere. Thus explanations of a sort are provided for the astrological effects of the planets, based upon their combined effects of heating, cooling, moistening, and drying.


          Ptolemy's astrological outlook was quite practical: he thought that astrology was like medicine, that is conjectural, because of the many variable factors to be taken into account: the race, country, and upbringing of a person affects an individual's personality as much if not more than the positions of the Sun, Moon, and planets at the precise moment of their birth, so Ptolemy saw astrology as something to be used in life but in no way relied on entirely.


          


          Music


          Ptolemy also wrote an influential work, Harmonics, on music theory and the mathematics of music. After criticizing the approaches of his predecessors, Ptolemy argued for basing musical intervals on mathematical ratios (in contrast to the followers of Aristoxenus and in agreement with the followers of Pythagoras) backed up by empirical observation (in contrast to the overly theoretical approach of the Pythagoreans). Ptolemy wrote about how musical notes could be translated into mathematical equations and vice versa in Harmonics. This is called Pythagorean tuning because it was first discovered by Pythagoras. However, Pythagoras believed that the mathematics of music should be based on the specific ratio of 3:2 whereas Ptolemy merely believed that it should just generally involve tetrachords and octaves. He presented his own divisions of the tetrachord and the octave, which he derived with the help of a monochord. Ptolemy's astronomical interests also appeared in a discussion of the " music of the spheres."


          


          Other works


          His Optics, a work which survives only in a poor Arabic translation and in about twenty manuscripts of a Latin translation of the Arabic, made by Eugene of Palermo (circa 1154). In it he writes about properties of light, including reflection, refraction, and colour. The work is a significant part of the early history of optics.


          


          Named after Ptolemy


          
            	Ptolemaeus crater on the Moon.


            	Ptolemaeus crater on Mars.


            	The asteroid 4001 Ptolemaeus.


            	A character in the fantasy series The Bartimaeus Trilogy.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Ptolemy"
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        Public limited company


        
          

          The initials PLC after a UK or Irish company name indicate that it is a public limited company, a type of limited company whose shares may be offered for sale to the public.


          (The equivalent term in the United States is public company)


          The designation plc, Plc or PLC (any form is acceptable) was introduced in the UK by the Companies Act 1980, and in the Republic of Ireland by the Companies (Amendment) Act 1983. In the Republic of Ireland, the initials "CPT" (for the Irish cuideachta phoibl theoranta) may be used instead, but this is rarely the case - as of 2007, two public limited companies are registered with Irish language suffixes, with one bilingually, notably misspelt. Welsh companies may use the letters CCC (for cwmni cyfyngedig cyhoeddus) in similar fashion. Certain public limited companies incorporated under special legislation (mainly nationalised concerns) are exempt from carrying the letters PLC, CCC, or CPT.


          When a new company is incorporated in either England and Wales or Scotland, it must be registered with Companies House, which is an Executive Agency of the Department of Trade and Industry. Northern Ireland has a separate Registrar of Companies. In the Republic of Ireland, the equivalent body is the Companies Registration Office, Ireland.


          Internationally, PLC status is roughly equivalent to AG, S.A., N.V. and Corporation.


          


          Requirements


          When forming (or creating) a PLC there must be:


          
            	at least 50,000-worth (Republic of Ireland: 38,092.14) of share capital of which at least 25% must have been paid for.


            	two shareholders


            	two directors, one of whome may also be the company secretary


            	a certificate of entitlement (the trading certificate) to do business and borrow capital

          


          While it is not compulsory for a PLC to "float" its shares (some PLCs retain ownership of all their shares, maintaining the PLC designation for the extra financial status), many do so, and their shares are usually traded on either the London Stock Exchange or the Alternative Investments Market (AIM). Irish public limited companies usually trade on the Irish Stock Exchange, though many also list on the LSE, or more rarely, the AIM.


          



          


          Company directors


          Formation of a public company requires a minimum of two directors. In general terms anyone can be a company director, but there are some rules. You can't be a company director if:


          
            	you are an undischarged bankrupt or disqualified by a court from holding a directorship, unless given leave to act in respect *of a particular company or companies;


            	in the case of PLCs or their subsidiaries, you are over 70 years of age or reach 70 years of age while in office, unless you are appointed or re-appointed by resolution of the company in general meeting of which special notice has been given.

          


          There is no minimum age limit in the Companies Act for a director to be appointed in England and Wales. However, he or she must be able to consent to their own appointment. You should seek legal advice if you intend to have a very young person as a director of your company.


          In Scotland the Registrar will not register for any company the appointment of a director under the age of 16 years old. A child below that age does not have the legal capacity to accept a directorship - Age of Legal Capacity (Scotland) Act 1991. If you need more information, contact Companies House, Edinburgh.


          Some people who are not of British nationality are restricted as to what work they may do while in this country.


          


          Company secretaries


          The secretary (or each joint secretary) of a public limited company must also be a person who appears to the directors to have the necessary knowledge and ability to fulfil the functions and who:


          
            	Held the office of secretary or assistant or deputy secretary on 22 December 1980; or


            	For at least three of the five years before their appointment, held the office of secretary of a non-private company; or


            	Is a barrister, advocate or solicitor called or admitted in any part of the United Kingdom; or


            	Is a person who, by virtue of his or her previous experience or membership of another body, appears to the directors to be capable of discharging the functions of secretary; or


            	Is a member of any of the following bodies: ==

              
                	The Institute of Chartered Accountants in England and Wales;


                	The Institute of Chartered Accountants of Scotland;


                	The Institute of Chartered Accountants in Ireland;


                	The Institute of Chartered Secretaries and Administrators;


                	The Chartered Association of Certified Accountants;


                	The Chartered Institute of Management Accountants (formally known as the Institute of Cost and Management Accountants); or


                	The Chartered Institute of Public Finance and Accountancy.

              

            

          


          


          Share capital


          When a company is formed, the person or people forming it decide whether its members' liability will be limited by shares. The memorandum of association (one of the documents by which the company is formed) will state:


          
            	the amount of share capital the company will have; and


            	the division of the share capital into shares of a fixed amount.

          


          The members must agree to take some, or all, of the shares when the company is registered. The memorandum of association must show the names of the people who have agreed to take shares and the number of shares each will take. These people are called the subscribers.


          There is a minimum share capital for public limited companies: Before it can start business, it must have allotted shares to the value of at least 50,000. A quarter of them, 12,500, must be paid up. Each allotted share must be paid up to at least one quarter of its nominal value together with the whole of any premium. A company can increase its authorised share capital by passing an ordinary resolution (unless its articles of association require a special or extraordinary resolution). A copy of the resolution - and notice of the increase on Form 123 - must reach Companies House within 15 days of being passed. No fee is payable to Companies House.


          A company can decrease its authorised share capital by passing an ordinary resolution to cancel shares which have not been taken or agreed to be taken by any person. Notice of the cancellation, on Form 122, must reach Companies House within one month. No fee is payable to Companies House.


          A company may have as many different types of shares as it wishes, all with different conditions attached to them. Generally share types are divided into the following categories:


          
            	Ordinary - As the name suggests these are the ordinary shares of the company with no special rights or restrictions. They may be divided into classes of different value.


            	Preference - These shares normally carry a right that any annual dividends available for distribution will be paid preferentially on these shares before other classes.


            	Cumulative preference - These shares carry a right that, if the dividend cannot be paid in one year, it will be carried forward to successive years.


            	Redeemable - These shares are issued with an agreement that the company will buy them back at the option of the company or the shareholder after a certain period, or on a fixed date. A company cannot have redeemable shares only.


            	Bearer shares - Are a legal instrument denoting company ownership, and are usually in the form of share warrants. A share warrant is a document which states that the bearer of the warrant is entitled to the shares stated in it. If authorised by its articles, a company may convert any fully paid shares to `share warrants`. These warrants are easily transferable without any need for a transfer document; that is, they can simply be passed from hand to hand. When share warrants are issued, the company must strike out the name of the shareholder from its register of members and state the date of issue of the warrant and the number of shares to which it relates. Subject to the articles, a share warrant can be surrendered for cancellation. If so, the holder is entitled to be re-entered into the register of members. Vouchers are usually issued with the share warrants in order that any dividends may be claimed.

          


          A PLC has access to capital markets and can offer its shares for sale to the public through a recognised stock exchange. It can also issue advertisements offering any of its securities for sale to the public. In contrast, a private company may not offer to the public any shares in itself.


          


          How to form a company


          Most UK Companies are now formed electronically via Company Formation Agents


          


          Paper Process


          If you incorporate a company yourself, you will need to send the following documents, together with the registration fee to the Registrar of Companies:


          
            	A memorandum of association


            	Articles of association


            	Form 10


            	Form 12

          


          Each of these documents is explained below.


          MEMORANDUM OF ASSOCIATION sets out the company name, the registered office address and the company objects. The object of a company may simply be to carry on business as a general commercial company. The company's memorandum delivered to the Registrar must be signed by each subscriber in front of a witness who must attest the signature.


          ARTICLES OF ASSOCIATION is the document which sets out the rules for the running of the company's internal affairs. The company's articles delivered to the Registrar must be signed by each subscriber in front of a witness who must attest the signature.


          FORM 10 gives details of the first director(s), secretary and the intended address of the registered office. As well as their names and addresses, the company's directors must give their date of birth, occupation and details of other directorships they have held within the last five years. Each officer appointed and each subscriber (or their agent) must sign and date the form.


          FORM 12 - is a statutory declaration of compliance with all the legal requirements relating to the incorporation of a company. It must be signed by a solicitor who is forming the company, or by one of the people named as a director or company secretary on Form 10. It must be signed in the presence of a commissioner for oaths, a notary public, a justice of the peace or a solicitor. There is usually a  5 fee payable to the person that witnesses the statuary declaration.


          

          For detailed information see the Companies House guide


          


          Electronic Process


          PANKAJ The key difference with the paper process is that there is no FORM 12 and requirement for a statuary declaration. This significantly speeds the process and Companies House's record for an Electronic Company formation is 5 minutes.


          To access the electronic process you either need compatible software that works with Companies House eFiling service and an account with companies house. Or use a Company Formation Agent. The Company Formation agent will have created a series of links into Companies House, to lookup the Company Name, and submit the company. Different agents have differences in there processes caused by their website and software implementation. Companies House have a list of company formation agents that have passed integration testing .


          


          Company accounts


          A company's first accounts must start on the day of incorporation. The first financial year must end on the 'accounting reference date' or a date up to seven days either side of this date. Subsequent accounts start on the day following the year-end date of the previous accounts. They end on the next 'accounting reference date' or a date up to seven days either side.


          To help you meet this filing requirement, the Companies House send a pre-printed 'shuttle' form to your registered office a few weeks before the anniversary of incorporation. This will show the information that you have already given to the Companies House. If your accounts are delivered late, there is an automatic penalty. This is between 500 and 5,000 for a PLC . The first accounts of a public company (PLC) must be delivered:


          
            	within seven months of the end of the accounting reference period; or


            	if the accounting reference period is more than 12 months, within 19 months of the date of incorporation, or three months from the end of the accounting reference period, whichever is longer.

          


          You may change the accounting reference day by sending Form 225 to the Registrar. You must do this during the accounting period affected by the change or during the period allowed for delivering the associated accounts to the Companies House. For more information, see the booklet, 'Accounts and Accounting Reference Dates'.


          


          Annual returns


          Every company must deliver an annual return to Companies House at least once every 12 months. It has 28 days from the date to which the return is made up to do this.


          To help companies meet this filing requirement, Companies House send a pre-printed 'shuttle' form to their registered office a few weeks before the anniversary of incorporation.


          All the company has to do is:


          
            	check that the details are still correct;


            	amend any that are not; and


            	send the form back, signed and dated, within 28 days of the date of the return which is shown on the front of the form.

          


          There is an annual document-processing fee of 30 (or 15 for users of the Electronic Filing or WebFiling services), which must be sent to Companies House with the annual return.


          


          Re-registration and conversion of a limited company to a PLC


          Both a private company limited by shares and an unlimited company with a share capital may re-register as a PLC, but a company without a share capital cannot do so.


          A private company must pass a special resolution that it be so re-registered and deliver a copy of the resolution together with an application form to the Registrar. The resolution must also:


          
            	alter the company's memorandum so that it states that the company is to be a public limited company;


            	increase its share capital to the statutory minimum of  50,000;


            	make any other alterations to the memorandum so that it conforms to that required for a public limited company;


            	make any required alterations to the articles of association of the company.

          


          The private company if it does not already have sufficient issued share capital must issue  50,000 in shares a minimum of 25% part paid.


          


          Re-registration and conversion of a PLC to a limited company


          A public company limited by shares or by guarantee may re-register as a private company limited by shares or by cake by passing a special resolution to do so. However, if enough members object, under section 54 of the Companies Act 1985 they may apply to the court to cancel the resolution within 28 days of its being passed.


          A Court may also order a public company to re-register as private on approving a 'minute of reduction' of share capital which results in the issued share capital falling below the statutory minimum. In such a case the Court will also specify alterations to the company's memorandum and articles. A special resolution to re-register is not required.


          
            Retrieved from " http://en.wikipedia.org/wiki/Public_limited_company"
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        Publishing


        
          

          Publishing is the process of production and dissemination of literature or information  the activity of making information available for public view. In some cases authors may be their own publishers.


          Traditionally, the term refers to the distribution of printed works such as books (the "book trade") and newspapers. With the advent of digital information systems and the Internet, the scope of publishing has expanded to include electronic resources, such as the electronic versions of books and periodicals, as well as websites, blogs, games and the like.


          Publishing includes the stages of the development, acquisition, copyediting, graphic design, production  printing (and its electronic equivalents), and marketing and distribution of newspapers, magazines, books, literary works, musical works, software and other works dealing with information, including the electronic media.


          Publication is also important as a legal concept: (1) as the process of giving formal notice to the world of a significant intention, for example, to marry or enter bankruptcy; (2) as the essential precondition of being able to claim defamation; that is, the alleged libel must have been published, and (3) for copyright purposes, where there is a difference in the protection of published and unpublished works.
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          The process of publishing


          


          Submission by author or agent


          Book and magazine publishers spend a lot of their time buying or commissioning copy. At a small press, it is possible to survive by relying entirely on commissioned material. But as activity increases, the need for works may outstrip the publisher's established circle of writers.


          Writers often first submit a query letter or proposal. The majority of unsolicited submissions come from previously unpublished authors. When such manuscripts are unsolicited, they must go through the slush pile, in which acquisitions editors sift through to identify manuscripts of sufficient quality or revenue potential to be referred to the editorial staff. Established authors are often represented by a literary agent to market their work to publishers and negotiate contracts.


          


          Acceptance and negotiation


          Once a work is accepted, commissioning editors negotiate the purchase of intellectual property rights and agree on royalty rates.


          The authors of traditional printed materials sell exclusive territorial intellectual property rights that match the list of countries in which distribution is proposed (i.e. the rights match the legal systems under which copyright protections can be enforced). In the case of books, the publisher and writer must also agree on the intended formats of publication - mass-market paperback, "trade" paperback and hardback are the most common options.


          The situation is slightly more complex if electronic formatting is to be used. Where distribution is to be by CD-ROM or other physical media, there is no reason to treat this form differently from a paper format, and a national copyright is an acceptable approach. But the possibility of Internet download without the ability to restrict physical distribution within national boundaries presents legal problems that are usually solved by selling language or translation rights rather than national rights. Thus, Internet access across the European Union is relatively open because of the laws forbidding discrimination based on nationality, but the fact of publication in, say, France, limits the target market to those who read French.


          Having agreed on the scope of the publication and the formats, the parties in a book agreement must then agree on royalty rates, the percentage of the gross retail price that will be paid to the author and the advance payment. This is difficult because the publisher must estimate the potential sales in each market and balance projected revenue against production costs. Royalties usually range between 10-12% of recommended retail price. An advance is usually 1/3 of first print run total royalties. For example, if a book has a print run of 5000 copies and will be sold at $14.95 and the author receives 10% royalties, the total sum payable to the author if all copies are sold is $7475 (10% x $14.95 x 5000). The advance in this instance would roughly be $2490. Advances vary greatly between books, with established authors commanding large advances.


          


          Editorial stage


          Once the immediate commercial decisions are taken and the technical legal issues resolved, the author may be asked to improve the quality of the work through rewriting or smaller changes, and the staff will edit the work. Publishers may maintain a house style, and staff will copy edit to ensure that the work matches the style and grammatical requirements of each market. Editing may also involve structural changes and requests for more information. Some publishers employ fact checkers.


          


          Prepress


          When a final text is agreed upon, the next phase is design. This may include artwork being commissioned or confirmation of layout. In publishing, the word "art" also indicates photographs. This process prepares the work for printing through processes such as typesetting, dust jacket composition, specification of paper quality, binding method and casing, and proofreading.


          The activities of typesetting, page layout, the production of negatives, plates from the negatives and, for hardbacks, the preparation of brasses for the spine legend and imprint are now all computerized. Prepress computerization evolved mainly in about the last twenty years of the 20th century. If the work is to be distributed electronically, the final files are saved as formats appropriate to the target operating systems of the hardware used for reading. These may include PDF files.


          


          Publishing as a business
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              Eslite Bookstore in Taiwan.
            

          


          The publisher usually controls the advertising and other marketing tasks, but may subcontract various aspects of the process described above. In smaller companies, editing, proofreading and layout might be done by freelancers.


          Dedicated in-house salespeople are rapidly being replaced by specialized companies who handle sales to bookshops, wholesalers and chain stores for a fee. This trend is accelerating as retail book chains and supermarkets have centralized their buying.


          If the entire process up to the stage of printing is handled by an outside company or individuals, and then sold to the publishing company, it is known as book packaging. This is a common strategy between smaller publishers in different territorial markets where the company that first buys the intellectual property rights then sells a package to other publishers and gains an immediate return on capital invested. Indeed, the first publisher will often print sufficient copies for all markets and thereby get the maximum quantity efficiency on the print run for all.


          Some businesses maximize their profit margins through vertical integration; book publishing is not one of them. Although newspaper and magazine companies still often own printing presses and binderies, book publishers rarely do. Similarly, the trade usually sells the finished products through a distributor who stores and distributes the publisher's wares for a percentage fee or sells on a sale or return basis.


          The advent of the Internet has therefore posed an interesting question that challenges publishers, distributors and retailers. In 2005, Amazon.com announced its purchase of Booksurge and selfsanepublishing, a major print on demand operation. This is probably intended as a preliminary move towards establishing an Amazon imprint. One of the largest bookseller chains, Barnes & Noble, already runs its own successful imprint with both new titles and classics  hardback editions of out-of-print former best sellers. Similarly, Ingram Industries, parent company of Ingram Book Group (a leading US book wholesaler), now includes its own print-on-demand division called Lightning Source. Among publishers, Simon & Schuster recently announced that it will start selling its backlist titles directly to consumers through its website.


          Book clubs are almost entirely direct-to-retail, and niche publishers pursue a mixed strategy to sell through all available outlets  their output is insignificant to the major booksellers, so lost revenue poses no threat to the traditional symbiotic relationships between the four activities of printing, publishing, distribution and retail.


          


          Academic publishing


          The development of the printing press represented a revolution for communicating the latest hypotheses and research results to the academic community and supplemented what a scholar could do personally. But this improvement in the efficiency of communication created a challenge for libraries which have had to accommodate the weight and volume of literature.


          To understand the scale of the problem it can be pointed that approximately two centuries ago the number of scientific papers published annually was doubling every fifteen years. Today, the number of published papers doubles about every ten years. Modern academics can now run electronic journals and distribute academic materials without the need for publishers. Not surprisingly, publishers perceive this emancipation as a serious threat to their business. In reality, the interests of scholars and publishers have long been in conflict.


          Today, publishing academic journals and textbooks is a large part of an international industry. The shares of the major publishing companies are listed on national stock exchanges and management policies must satisfy the dividend expectations of international shareholders. Critics claim that these standardized accounting and profit-oriented policies have come to the fore and now constrain more altruistic leanings. In contrast to the commercial model, there is non-profit publishing, where the publishing organization is either organised specifically for the purpose of publishing, such as a university press, or is one of the functions of an organisation such as a medical charity, founded to achieve specific practical goals. An alternative approach to the corporate model is open access, the online distribution of individual articles and academic journals without charge to readers and libraries.


          A somewhat related development is open source publishing, which is participatory group editing, as exemplified by various wiki projects, such Wikipedia, Wikiversity, and Citizendium.


          


          Tie-in publishing


          Technically, radio, television, cinemas, VCDs and DVDs, music systems, games, computer hardware and mobile telephony publish information to their audiences. Indeed, the marketing of a major film often includes a novelization, a graphic novel or comic version, the soundtrack album, a game, model, toys and endless promotional publications.


          Some of the major publishers have entire divisions devoted to a single franchise, e.g. Ballantine Del Rey Lucasbooks has the exclusive rights to Star Wars in the United States; Random House UK (Bertelsmann)/Century LucasBooks holds the same rights in the United Kingdom. The game industry self-publishes through BL Publishing/Black Library ( Warhammer) and Wizards of the Coast ( Dragonlance, Forgotten Realms, etc). The BBC has its own publishing division which does very well with long-running series such as Doctor Who. These multimedia works are cross-marketed aggressively and sales frequently outperform the average stand-alone published work, making them a focus of corporate interest.


          


          Independent publishing alternatives


          Writers in a specialized field or with a narrower appeal have found smaller alternatives to the mass market in the form of small presses and self-publishing. More recently, these options include print on demand and ebook format. These publishing alternatives provide an avenue for authors who believe that mainstream publishing will not meet their needs or who are in a position to make more money from direct sales than they could from bookstore sales, such as popular speakers who sell books after speeches. Authors are more readily published by this means due to the much lower costs involved.


          
            Retrieved from " http://en.wikipedia.org/wiki/Publishing"
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              	Capital

              (and largest city)

              	San Juan
            


            
              	Official languages

              	Spanish and English
            


            
              	Demonym

              	Puerto Rican
            


            
              	Government

              	Republican three-branch government
            


            
              	-

              	Head of State

              	George W. Bush
            


            
              	-

              	Federal Legislative Branch

              	United States Congress
            


            
              	-

              	Head of Government

              	Anbal Acevedo Vil
            


            
              	Sovereignty

              	United States sovereignty.
            


            
              	Area
            


            
              	-

              	Total

              	9,104km( 169th)

              3,515 sqmi
            


            
              	-

              	Water(%)

              	1.6
            


            
              	Population
            


            
              	-

              	July 2007estimate

              	3,994,259( 127th in the world; 27th in U.S.)
            


            
              	-

              	2000census

              	3,913,055
            


            
              	-

              	Density

              	438/km( 21st in the world; 3rd in U.S.)

              1,115/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$77.4 billion( N/A)
            


            
              	-

              	Per capita

              	$19,600( N/A)
            


            
              	Currency

              	United States dollar ( USD)
            


            
              	Time zone

              	AST ( UTC-4)
            


            
              	-

              	Summer( DST)

              	No DST( UTC-4)
            


            
              	Internet TLD

              	.pr
            


            
              	Calling code

              	+1 spec. +1-787 and +1-939
            

          


          Puerto Rico (IPA: /ˌpwertoˈriko/), officially the Commonwealth of Puerto Rico (Spanish: "Estado Libre Asociado de Puerto Rico" [literally, English: "Associated Free State of Puerto Rico"), is a self-governing unincorporated territory of the United States located in the northeastern Caribbean, east of the Dominican Republic and west of the Virgin Islands. The territory is composed of an archipelago that includes the main island of Puerto Rico and a number of smaller islands and keys, the largest of which are Vieques, Culebra, and Mona. The main island of Puerto Rico is the smallest by land area but third largest by population among the four Greater Antilles (Cuba, Hispaniola, Jamaica, and Puerto Rico).


          Puerto Ricans often call the island Borinquen, from Borikn, its indigenous Tano name. The terms boricua and borincano derive from Borikn and Borinquen respectively, and are commonly used to identify someone of Puerto Rican heritage. The island is also popularly known as "La Isla del Encanto", which translated means "The Island of Enchantment."


          


          History


          


          Pre-Columbian era


          The history of the archipelago of Puerto Rico (Spanish for "Rich Port") before the arrival of Christopher Columbus is not well known. What is known today comes from archaeological findings and early Spanish accounts. The first comprehensive book on the history of Puerto Rico was written by Fray Iigo Abbad y Lasierra in 1786, 293 years after the first Spaniards arrived on the island.
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              Tano Village at the Tibes Ceremonial Centre
            

          


          The first settlers were the Ortoiroid people, an Archaic Period culture of Amerindian hunters and fishermen. An archaeological dig in the island of Vieques in 1990 found the remains of what is believed to be an Arcaico (Archaic) man (named Puerto Ferro man) dated to around 2000 BC. Between AD 120 and 400, the Igneri, a tribe from the South American Orinoco region, arrived. Between the 4th and 10th centuries, the Arcaicos and Igneri co-existed (and perhaps clashed) on the island. Between the 7th and 11th centuries the Tano culture developed on the island, and by approximately 1000 AD had become dominant. This lasted until Christopher Columbus arrived in 1492.


          


          Spanish colony


          When Christopher Columbus arrived in Puerto Rico during his second voyage on November 19, 1493, the island was inhabited by a group of Arawak Indians known as Tanos. They called the island "Borikn" or, in Spanish, "Borinquen". Columbus named the island San Juan Bautista, in honour of Saint John the Baptist. Later the island took the name of Puerto Rico while the capital was named San Juan. In 1508, Spanish conquistador Juan Ponce de Len became the island's first governor to take office.
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          The Spanish soon colonized the island. Tanos were forced into slavery and were decimated by the harsh conditions of work and by diseases brought by the Spaniards. In 1511, the Tanos revolted against the Spanish; cacique Urayon, as planned by Ageyban II, ordered his warriors to drown the Spanish soldier Diego Salcedo to determine whether the Spaniards were immortal. After drowning Salcedo, they kept watch over his body for three days to confirm his death. The revolt was easily crushed by Ponce de Len and within a few decades much of the native population had been decimated by disease, violence, and a high occurrence of suicide. African slaves were introduced to replace the Tano. Puerto Rico soon became an important stronghold and port for the Spanish Empire. Various forts and walls, such as La Fortaleza, El Castillo San Felipe del Morro and El Castillo de San Cristbal, were built to protect the port of San Juan from European enemies. France, The Netherlands and England made several attempts to capture Puerto Rico but failed to wrest long-term occupancy. During the late 17th and early 18th centuries colonial emphasis was on the more prosperous mainland territories, leaving the island impoverished of settlers.


          In 1809, in the midst of the Peninsular War, the Supreme Central Junta based in Cdiz recognized Puerto Rico as an overseas province of Spain with the right to send representatives to the recently convened Spanish parliament. The representative, Ramon Power y Giralt, died soon after arriving in Spain. These constitutional reforms were reversed soon afterwards when autocratic monarchy was restored. Nineteenth century reforms augmented the population and economy, and expanded the local character of the island. After the rapid gaining of independence by the South and Central American states in the first part of the century, Puerto Rico and Cuba became the sole New World remnants of the large Spanish empire.
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          Toward the end of the 19th century, poverty and political estrangement with Spain led to a small but significant uprising in 1868 known as " Grito de Lares". It began in the rural town of Lares but was easily and quickly crushed when rebels moved to the neighboring town of San Sebastin. Leaders of this independence movement included Ramn Emeterio Betances, considered the "father" of the Puerto Rican nation, and other political figures such as Segundo Ruiz Belvis. In 1897, Luis Muoz Rivera and others persuaded the liberal Spanish government to agree to Charters of Autonomy for Cuba and Puerto Rico. In 1898, Puerto Rico's first, but short-lived, autonomous government was organized as an 'overseas province' of Spain. The charter maintained a governor appointed by Spain, which held the power to annul any legislative decision, and a partially elected parliamentary structure. In February, Governor-General Manuel Macas inaugurated the new government under the Autonomous Charter. General elections were held in March and the autonomous government began to function on 17 July 1898.


          


          United States colony


          On July 25, 1898, during the SpanishAmerican War, Puerto Rico was invaded by the United States with a landing at Gunica. As an outcome of the war, Spain ceded Puerto Rico, along with Cuba, the Philippines, and Guam to the U.S. under the Treaty of Paris.


          The United States and Puerto Rico thus began a long-standing relationship. Puerto Rico began the 20th century under the military rule of the U.S. with officials, including the governor, appointed by the President of the United States. The Foraker Act of 1900 gave Puerto Rico a certain amount of popular government, including a popularly-elected House of Representatives. On 1917, the Jones-Shafroth Act granted Puerto Ricans U.S. citizenship and provided for a popularly-elected Senate to complete a bicameral Legislative Assembly. As a result of their new U.S. citizenship, many Puerto Ricans were drafted into World War I and all subsequent wars with U.S. participation. This new citizenship also saw a large increase of Puerto Rican migrants to the U.S.


          Natural disasters, including a major earthquake, a tsunami and several hurricanes, and the Great Depression impoverished the island during the first few decades under American rule. Some political leaders, like Pedro Albizu Campos who led the Puerto Rican Nationalist Party, demanded change. On October 30, 1950, Albizu-Campos and other nationalists led a 3-day revolt (known as The Jayuya Uprising) against the United States in the town of Jayuya. The United States declared martial law and attacked Jayuya with infantry, artillery and bombers. On November 1, 1950, Puerto Rican nationalists Griselio Torresola and Oscar Collazo attempted to assassinate President Harry S Truman. Torresola was killed during the attack, but Collazo was captured. Collazo served 29 years in a federal prison, being released in 1979. Don Pedro Albizu Campos also served many years in a federal prison in Atlanta, Georgia, for seditious conspiracy to overthrow the U.S. government in Puerto Rico.


          The internal governance changed during the latter years of the RooseveltTruman administrations, as a form of compromise led by Muoz Marn and others. It culminated with the appointment by President Truman in 1946 of the first Puerto Rican-born governor, Jesus T. Piero.


          


          Commonwealth


          In 1947, the U.S. granted Puerto Ricans the right to democratically elect their own governor. Luis Muoz Marn was elected during the 1948 general elections, becoming the first popularly-elected governor of Puerto Rico. In 1950, the Truman Administration allowed for a democratic referendum in Puerto Rico to determine whether Puerto Ricans desired to draft their own local constitution. A local constitution was approved by a Constitutional Convention on February 6, 1952, ratified by the U.S. Congress, approved by President Truman on July 3 of that year, and proclaimed by Gov. Muoz Marn on July 25, 1952, the anniversary of the 1898 arrival of U.S. troops. Puerto Rico adopted the name of Estado Libre Asociado (literally translated as "Free Associated State"), officially translated into English as Commonwealth, for its body politic.


          During the 1950s Puerto Rico experienced rapid industrialization, due in large part to Operacin Manos a la Obra (" Operation Bootstrap"), an offshoot of FDR's New Deal, which aimed to transform Puerto Rico's economy from agriculture-based to manufacturing-based. Presently, Puerto Rico has become a major tourist destination and a leading pharmaceutical and manufacturing centre. Yet it still struggles to define its political status. Three plebiscites have been held in recent decades to resolve the political status but no changes have been attained. Support for the pro-statehood party, Partido Nuevo Progresista (PNP) and the pro-commonwealth party, Partido Popular Democrtico (PPD) remains about equal. The only registered pro-independence party, the Partido Independentista Puertorriqueo (PIP), usually receives 3-5% of the electoral votes.


          On October 25, 2006, the State Department of Puerto Rico conferred Puerto Rican citizenship to Juan Mari Brs. The Supreme Court of Puerto Rico and the Puerto Rican Secretary of Justice determined that Puerto Rican citizenship exists and was recognized in the Constitution of Puerto Rico. Since the summer of 2007, the Puerto Rico State Department has developed the protocol to grant Puerto Rican citizenship to Puerto Ricans.


          


          Government and politics


          Puerto Rico has a republican form of government, subject to U.S. jurisdiction and sovereignty. Its current powers are all delegated by the United States Congress and lack full protection under the United States Constitution. Puerto Rico's head of state is the President of the United States. The government of Puerto Rico, based on the formal republican system, is composed of three branches: Executive, Legislative, and Judicial. The Executive branch is headed by the Governor, currently Mr. Anibal Acevedo Vila. The Legislative branch consists of a bicameral Legislative Assembly made up of a Senate upper chamber and a House of Representatives lower chamber. The Senate is headed by the President of the Senate, while the House of Representatives is headed by the Speaker of the House. The Judicial branch is headed by the Chief Justice of the Puerto Rico Supreme Court. The legal system is a mix of the civil law and the common law systems. The governor and legislators are elected by popular vote every four years. Members of the Judicial branch are appointed by the governor with the "advice and consent" of the Senate.


          Puerto Rico has limited representation in the U.S. Congress in the form of a nonvoting delegate, formally called a Resident Commissioner (currently Luis Fortuo). The current Congress has returned the Commissioner's power to vote in the Committee of the Whole, but not on matters where the vote would represent a decisive participation. Puerto Rican elections are governed by the Federal Election Commission; While residing in Puerto Rico, Puerto Ricans cannot vote in U.S. presidential elections, but they can vote in primaries. Puerto Ricans who become residents of a U.S. state can vote in presidential elections.


          As Puerto Rico is not an independent country, it hosts no embassies. It is host, however, to consulates from 42 countries, mainly from the Americas and Europe. Most consulates are located in San Juan. The Holy See has designated the Papal Nuncio in the Dominican Republic as the ecclesiastical liaison to the Roman Catholic Church in Puerto Rico; the Papal Nuncio in Washington, D.C. serves as the Vatican State's ambassador to the U.S. and the ecclesiastical liaison to the American Roman Catholic Church.


          As an unincorporated territory of the United States, Puerto Rico does not have any first-order administrative divisions as defined by the U.S. government, but has 78 municipalities at the second level. Mona Island is not a municipality, but part of the municipality of Mayagez. Municipalities are subdivided into wards or barrios, and those into sectors. Each municipality has a mayor and a municipal legislature elected for a four year term. The municipality of San Juan (previously called "town"), was founded first, in 1521, San Germn in 1570, Coamo in 1579, Arecibo in 1614, Aguada in 1692 and Ponce in 1692. An increase of settlement saw the founding of 30 municipalities in the 18th century and 34 in the 19th. Six were founded in the 20th century; the last was Florida in 1971.


          From 1952 to present, Puerto Rico has had 3 political parties which stand for three distinct future political scenarios. The Popular Democratic Party (PPD) seeks to maintain the island's "association" status as a commonwealth, improved commonwealth and/or seek a true free sovereign-association status or Free Associated Republic, and has won a plurality vote in referendums on the island's status held over six decades after the island was invaded by the U.S. The New Progressive Party (PNP) seeks statehood. The Puerto Rican Independence Party seek independence. In 2007, a fourth party, Puerto Ricans for Puerto Rico Party (PPR), was ratified. The PPR seeks to address the islands problems (including its status) from a status-neutral platform. Non-registered parties include the Puerto Rican Nationalist Party, the Socialist Workers Movement (Puerto Rico), the Hostosian National Independence Movement, and others.


          


          Political status


          Puerto Rico is an unincorporated territory of the United States which according to the United States Supreme Court is a territory appurtenant and belonging to the United States, but not a part of the United States. Puerto Rico is subject to the Congress plenary powers under the territorial clause of Article IV, sec. 3, of the U.S. Constitution. United States federal law is applicable to Puerto Rico, even though Puerto Rico is not a state of the American Union and has no voting representative in the United States Congress. Due to the establishment of the Federal Relations Act of 1950 all federal laws that are not locally inapplicable are automatically the law of the land in Puerto Rico.


          


          Estado Libre Asociado


          In 1950, the U.S. Congress granted Puerto Ricans the right to organize a constitutional convention via a referendum. Puerto Ricans expressed their support for this measure in 1951 with a second referendum being held to ratify the constitution. The Constitution of Puerto Rico was formally adopted on July 3, 1952. The Constitutional Convention specified the name by which the body politic would be known. On February 4, 1952, the convention approved Resolution 22 which chose in English the word " Commonwealth", meaning a "politically organized community" or " state," which is simultaneously connected by a compact or treaty to another political system. The convention adopted a translation into Spanish of the term, inspired by the Irish saorstt (Free State) of "Estado Libre Asociado" (ELA) to represent the agreement. Literally translated into English the phrase Estado Libre Asociado means "Associated Free State."


          In 1967, the Legislative Assembly tested the political interests of the Puerto Rican people by passing a plebiscite Act that provided for a vote on the status of Puerto Rico. This constituted the first plebiscite by the Legislature for a choice on three status options (continued Commonwealth, statehood, and independence). The Commonwealth option, represented by the PDP, won with a majority of 60.4% of the votes. After the plebiscite, efforts in the 1970s to enact legislation to address the status issue died in Congressional committees. In subsequent plebiscites on 1993 and 1998 the status quo was upheld.


          


          International status


          On November 27, 1953, shortly after the establishment of the Commonwealth, the General Assembly of the United Nations approved Resolution 748, removing Puerto Rico's classification as a non-self-governing territory under article 73(e) of the Charter from UN. But the General Assembly did not apply its full list of criteria to Puerto Rico to determine if it has achieved self-governing status. According to the White House Task Force on Puerto Rico's Political Status in its December 21, 2007 report, the U.S., in its written submission to the UN in 1953, never represented that Congress could not change its relationship with Puerto Rico without the territory's consent. It stated that the U.S. Justice Department in 1959 reiterated that Congress held power over Puerto Rico pursuant to the Territorial Clause of the U.S. Constitution. In a 1996 report on a Puerto Rico status political bill, the " U.S. House Committee on Resources stated that PR's current status does not meet the criteria for any of the options for full self-government". It concluded that PR is still an unincorporated territory of the U.S. under the territorial clause, that the establishment of local self-government with the consent of the people can be unilaterally revoked by the U.S. Congress, and that U.S. Congress can also withdraw the U.S. citizenship of PR residents of PR at any time, for a legitimate Federal purpose. The application of the Constitution to Puerto Rico is limited by the Insular Cases.


          


          Within the United States


          Under the Constitution of Puerto Rico, Puerto Rico is described as a 'Commonwealth' and Puerto Ricans enjoy a degree of administrative autonomy similar to that of a U.S. state. Puerto Ricans are statutory U.S. citizens, but since Puerto Rico is an unincorporated territory and not a U.S. state, the U.S. Constitution does not enfranchise U.S. citizens residing in Puerto Rico. Puerto Rico does participate in the internal political process of both the Democratic and Republican parties in the U.S., accorded equal-proportional representation in both parties, and delegates from the islands vote in each party's national convention.


          Puerto Rico is classified by the U.S. government as an independent taxation authority by mutual agreement with the U.S. Congress. Contrary to common misconception, residents of Puerto Rico pay some U.S. federal taxes: import/export taxes, federal commodity taxes, social security taxes, etc. Most residents do not pay federal income tax but pay federal payroll taxes ( Social Security and Medicare), and Puerto Rico income taxes. But federal employees, or those who do business with the federal government, Puerto Rico-based corporations that intend to send funds to the U.S. and others also pay federal income taxes. Because the cutoff point for income taxation is lower than that of the U.S. IRS code, and because the per-capita income in Puerto Rico is much lower than the average per-capita income on the mainland, more Puerto Rico residents pay income taxes to the local taxation authority than if the IRS code were applied to the island. Residents are eligible for Social Security benefits upon retirement. But Puerto Rico is excluded from Supplemental Security Income (SSI) and receives less than 15% of the Medicaid funding it would be allotted as a state, while Medicare providers receive only partial state-like reimbursements for services rendered to beneficiaries in Puerto Rico (even though the latter paid fully into the system).


          Puerto Ricans may enlist in the U.S. military. Since becoming statutory United States citizens in 1917, Puerto Ricans have been included in the compulsory draft whenever it has been in effect. Puerto Ricans have participated in all U.S. wars since 1898, most notably World War II, the Korean and Vietnam wars, as well as the current Middle Eastern conflicts.


          


          Recent developments


          The nature of Puerto Rico's political relationship with the U.S. is the subject of ongoing debate in Puerto Rico, the United States Congress, and the United Nations. On 2005 and 2007, two reports were issued by the U.S. President's Task Force on Puerto Rico's Status. Both reports conclude that Puerto Rico continues to be a territory of U.S. under the plenary powers of the U.S. Congress. Reactions from the two major political parties were mixed. The Popular Democratic Party (PPD) challenged the task force's report and committed to validating the current status in all international forums, including the United Nations. It also rejects any "colonial or territorial status" as a status option, and vows to keep working for the enhanced Commonwealth status that was approved by the PPD in 1998 which included sovereignty, an association based on "respect and dignity between both nations", and common citizenship. The New Progressive Party (PNP) supported the White House Report's conclusions and supported bills to provide for a democratic referendum process among Puerto Rico voters.


          


          Geography


          Puerto Rico consists of the main island of Puerto Rico and various smaller islands, including Vieques, Culebra, Mona, Desecheo, and Caja de Muertos. Of the latter five, only Culebra and Vieques are inhabited year-round. Mona is uninhabited most of the year except for employees of the Puerto Rico Department of Natural Resources. There are also many other even smaller islands including Monito and "La Isleta de San Juan" which includes Old San Juan and Puerta de Tierra.


          Puerto Rico has an area of 5,325square miles (13,790km), of which 3,425square miles (8,870km) is land and 1,900square miles (4,900km) is water. The maximum length from east to west is 110miles (180km), and the maximum width from north to south is 40miles (64km). Comparing land areas, Puerto Rico is 8/10 the size of Jamaica and 8/100 the size of Cuba, the next smallest and the largest countries in the Greater Antilles, respectively. Compared to U.S. states, it is larger than Delaware and Rhode Island combined, but slightly smaller than Connecticut. The main island is mostly mountainous with large coastal areas in the north and south. The main mountain range is called " La Cordillera Central" (The Central Range). The highest elevation in Puerto Rico, Cerro de Punta (4,390feet; 1,338m), is located in this range. Another important peak is El Yunque, one of the highest in the Sierra de Luquillo at the El Yunque National Forest, with an elevation of 3,494 feet (1,065m).
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          Puerto Rico has 17 lakes, all man-made, and more than 50 rivers, most originating in the Cordillera Central. Rivers in the northern region of the island are typically longer and of higher water flow rates than those of the south, since the south receives less rain than the central and northern regions.


          Puerto Rico is composed of Cretaceous to Eocene volcanic and plutonic rocks, overlain by younger Oligocene and more recent carbonates and other sedimentary rocks. Most of the caverns and karst topography on the island occurs in the northern region in the carbonates. The oldest rocks are approximately 190 million years old (Jurassic) and are located at Sierra Bermeja in the southwest part of the island. They may represent part of the oceanic crust and are believed to come from the Pacific Ocean realm.


          Puerto Rico lies at the boundary between the Caribbean and North American plates and is being deformed by the tectonic stresses caused by their interaction. These stresses may cause earthquakes and tsunamis. These seismic events, along with landslides, represent some of the most dangerous geologic hazards in the island and in the northeastern Caribbean. The most recent major earthquake occurred on October 11, 1918 and had an estimated magnitude of 7.5 on the Richter scale. It originated off the coast of Aguadilla and was accompanied by a tsunami.
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          The Puerto Rico Trench, the largest and deepest trench in the Atlantic, is located about 75miles (121km) north of Puerto Rico in the at the boundary between the Caribbean and North American plates. It is 1,090miles (1,750km) long and about 60miles (97km) wide. At its deepest point, named the Milwaukee Deep, it is 27,493feet (8,380m) deep, or about 5.2miles (8.4km).


          Located in the tropics, Puerto Rico enjoys an average temperature of 82.4F (30C) throughout the year. Temperatures do not change drastically throughout the seasons. The temperature in the south is usually a few degrees higher than the north and temperatures in the central interior mountains are always cooler than the rest of the island. The Hurricane season spans from June to November. The all-time low in Puerto Rico has been 40F (4C), registered in Aibonito.


          Species endemic to the archipelago are 239 plants, 16 birds and 39 amphibians/reptiles, recognized as of 1998. Most of these (234, 12 and 33 respectively) are found on the main island. The most recognizable endemic species and a symbol of Puerto Rican pride is the Coqu, a small frog easily identified by the sound of its call, and from which it gets its name. Most Coqu species (13 of 17) live in the El Yunque National Forest, a tropical rainforest in the northeast of the island previously known as the Caribbean National Forest. El Yunque is home to more than 240 plants, 26 of which are endemic to the island. It is also home to 50 bird species, including one on the top 10 endangered birds in the world, the Puerto Rican Amazon. Across the island in the southwest, the 10,000acres (40km) of dry land at the Gunica Dry Forest Reserve contain over 600 uncommon species of plants and animals, including 48 endangered species and 16 endemic to Puerto Rico.


          


          Economy


          In the early 1900s the greatest contributor to Puerto Rico's economy was agriculture and its main crop was sugar. In the late 1940s a series of projects codenamed Operation Bootstrap encouraged a significant shift to manufacture via tax exemptions. Manufacturing quickly replaced agriculture as the main industry of the island. Puerto Rico is classified as a high income country by the World Bank.


          Economic conditions have improved dramatically since the Great Depression due to external investment in capital-intensive industries such as petrochemicals, pharmaceuticals and technology. Once the beneficiary of special tax treatment from the U.S. government, today local industries must compete with those in more economically depressed parts of the world where wages are not subject to U.S. minimum wage legislation. In recent years, some U.S. and foreign owned factories have moved to lower wage countries in Latin America and Asia. Puerto Rico is subject to U.S. trade laws and restrictions.


          Also, starting around 1950, there was heavy migration from Puerto Rico to the Continental United States, particularly New York City, in search of better economic conditions. Puerto Rican migration to New York displayed an average yearly migration of 1,800 for the years 1930-1940, 31,000 for 1946-1950, 45,000 for 1951-1960, and a peak of 75,000 in 1953. As of 2003, the U.S. Census Bureau estimates that more people of Puerto Rican birth or ancestry live in the U.S. than in Puerto Rico.


          On May 1, 2006, the Puerto Rican government faced significant shortages in cash flows, which forced the closure of the local Department of Education and 42 other government agencies. All 1,536 public schools closed, and 95,762 people were furloughed in the first-ever partial shutdown of the government in the island's history. On May 10, 2006, the budget crisis was resolved with a new tax reform agreement so that all government employees could return to work. On November 15, 2006 a 5.5% sales tax was implemented. Municipalities are required by law to apply a municipal sales tax of 1.5% bringing the total sales tax to 7%.


          Tourism is an important component of Puerto Rican economy supplying an approximate $1.8 billion. In 1999, an estimated 5 million tourists visited the island, most from the U.S. Nearly a third of these are cruise ship passengers. A steady increase in hotel registrations since 1998 and the construction of new hotels and new tourism projects, such as the Puerto Rico Convention Centre, indicate the current strength of the tourism industry.


          Puerto Ricans had a per capita Gross Domestic Product (GDP) of $19,600 for 2007, By comparison, the poorest state of the Union, Mississippi, had a per capita GSP (nominal) of $24,062 in 2006. The United Nation's Human Development Index ranking is not regularly available for Puerto Rico, though the UN Development Program assigned it a .942 score in 1998, which would place it among the top 15 countries in the HDI rankings.


          


          Demographics


          


          Population and racial makeup
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          During the 1800s hundreds of Corsican, French, Lebanese, Chinese, and Portuguese families arrived in Puerto Rico, along with large numbers of immigrants from Spain (mainly from Catalonia, Asturias, Galicia, the Balearic Islands, Andalusia, and the Canary Islands) and numerous Spanish loyalists from Spain's former colonies in South America. Other settlers included Irish, Scots, Germans, Italians and thousands others who were granted land by Spain during the Real Cedula de Gracias de 1815 (" Royal Decree of Graces of 1815"), which allowed European Catholics to settle in the island with a certain amount of free land. This mass immigration during the 19th century helped the population grow from 155,000 in 1800 to almost a million at the close of the century. A census conducted by royal decree on September 30, 1858, gives the following totals of the Puerto Rican population at this time: 300,430 identified as Whites; 341,015 as Free colored; and 41,736 as Slaves. More recently, Puerto Rico has become the permanent home of over 100,000 legal residents who immigrated from not only Spain, but from Latin America: Argentines, Cubans, Dominicans, Colombians and Venezuelans.


          Emigration has been a major part of Puerto Rico's recent history. Starting soon after WWII, poverty, cheap airfare and promotion by the island government caused waves of Puerto Ricans to move to the continental United States, particularly to New York City, New York; Newark, Jersey City, Paterson, and Camden, New Jersey; Chicago, Illinois; Springfield and Boston, Massachusetts; Orlando, Miami and Tampa, Florida; Philadelphia, Pennsylvania; Hartford, Connecticut; Washington, D.C., and Los Angeles, California. This trend continued even as Puerto Rico's economy improved and its birth rate declined.
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                        	Race

                        	Population

                        	% of Total
                      


                      
                        	White

                        	3,064,862

                        	80.5%
                      


                      
                        	Black/ African American

                        	302,933

                        	8.0%
                      


                      
                        	American Indian and Alaska Native

                        	13,336

                        	0.4%
                      


                      
                        	Asian

                        	7,960

                        	0.2%
                      


                      
                        	Native Hawaiian/ Pacific Islander

                        	1,093

                        	0.0%
                      


                      
                        	Some other race

                        	260,011

                        	6.8%
                      


                      
                        	Two or more races

                        	158,415

                        	4.2%
                      

                    

                  

                

              
            

          


          According to the 2000 U.S. Census there were almost four million inhabitants. Eighty percent of Puerto Ricans described themselves as "white"; 8% as " black"; 12% as " mulatto" and 0.4% as "American Indian or Alaska Native". (The U.S. Census does not consider Hispanic a race, and asks if a person considers himself Hispanic in a separate question.) 


          Genetics


          A 2002 study of Mitochondrial DNA (mtDNA) of 800 Puerto Ricans found that 61.1% had Amerindian maternal mtDNA, 26.4% African, and 12.5% Caucasian. Conversely, patrilineal input showed that 70% of all Puerto Rican males have inherited Y chromosome DNA from a male European ancestor, 20% from a male African ancestor, and fewer than 10% from a male Amerindian ancestor. This suggests that the largest components of the Puerto Rican genetic pool are European/Caucasian, Amerindian, and African, in descending order.


          


          In a study done on Puerto Rican women born on the island but living in NY in 2004, the ancestry proportions corresponding to the three parental populations were found to be 53.32.8% European, 29.12.3% West African, and 17.62.4% Native American based on autosomal ancestry informative markers. The study also showed 98% of the people sampled had European ancestry markers, 87% had African ancestry markers, 84% had Native American ancestry markers, 5% showed only African and European markers, 4% showed only Native American and European markers, 2% showed only African markers, and 2% showed only European markers.


          


          Language


          The official languages are Spanish and English with Spanish being the primary language. In 2008, it is estimated that 50 percent of Puerto Ricans speak English fluently. English is taught as a second language in public and private schools from elementary levels to high school and also in universities. Particularly, the Spanish of Puerto Rico, has evolved into having many idiosyncrasies that differentiates it from the language as spoken in other Spanish-speaking countries. This is mainly due to the influences from ancestral languages, such as those from the Tanos and Africans, and more recently from the English language influence resulting from its relation with the United States.


          


          Religion


          The Roman Catholic Church has been historically the dominant religion in Puerto Rico. The first dioceses in the Americas was erected in Puerto Rico in 1511. All municipalities in Puerto Rico have at least one Catholic church (building), most of which are located at the town centre or "plaza". Protestantism which was suppressed under the Spanish regime has been encouraged under American rule making modern Puerto Rico interconfessional. Tano religious practices have been rediscovered/reinvented to a degree by a handful of advocates. Various African religious practices have been present since the arrival of African slaves. In particular, the Yoruba beliefs of Santeria and/or If, and the Kongo-derived Palo Mayombe find adherence among a few individuals who practice some form of African traditional religion.


          


          Migration to the United States


          Puerto Ricans moved to the U.S. in hopes of a better lifeparticularly more employment and higher wages. Most moved to urban areas, particularly New York City, but also to cities such as Philadelphia, Chicago, Hartford, or Boston. In the 1920s, Puerto Rico still largely retained a rural, agricultural economy that began to decline in the era of growing industrialization and expanded capitalism in the U.S. Both men and women migrated. Families migrated with their children, but widowed women migrated with their children as well.


          Puerto Rican women, due to language barriers and racism, often received the lowest ranking jobs. Most Puerto Rican women acquired work in the food service or garment industries. In 1955, Puerto Rican skirtmakers in New York City produced 83 million items. They worked long hours and received the lowest wages. Women who could not find work took jobs in the informal economy, helping to take care of other womens children or helping with other womens domestic chores.


          By the 1950s, the Puerto Rican population in the U.S. had increased dramatically. Average yearly migration of Puerto Ricans to the U.S. was up to 1,800 from 191 in 1940 and increased to 45,000 between 1951 and 1960. Twenty percent of Puerto Ricos population migrated to the U.S. in the 1950s. By 1964, Puerto Ricans made up almost 10% of New York Citys population. Today, more Puerto Rican descendants live in the continental U.S. than in Puerto Rico.


          Puerto Ricans did not assimilate like other immigrant groups, and retained their culture and language. U.S. policymakers believed Puerto Ricans were having too many children and that they had a poor work ethic. Women were seen as reproducing too much. Because they did not stay in the home as women were expected to, Puerto Rican women were also considered inadequate mothers. Additionally, they were blamed for spreading immorality to their children and their larger community.


          Such ideas supported the sterilization of Puerto Rican women. Puerto Rico has a higher rate of female sterilization than any other country in the world, a phenomenon that also occurred in the U.S. Beginning in the 1930s, U.S. officials declared an overpopulation of people in Puerto Rico. Instead of educating young women about contraceptives, doctors forced them to be sterilized. Many women had no idea that other options existed for them. The operations women were subjected to were often very dangerous and many women faced serious complications afterwards.


          


          Culture


          
            [image: Kapok tree (Ceiba), the national tree of Puerto Rico]

            
              Kapok tree (Ceiba), the national tree of Puerto Rico
            

          


          Puerto Rican culture is a mix of four cultures, African (from the slaves), Tano (Amerindians), Spanish, and more recently, North American. From Africans, the Puerto Ricans have obtained the " bomba and plena", a type of music and dance including percussions and maracas. From the Amerindians (Tanos), they kept many names for their municipalities, foods, musical instruments like the giro and maracas. Many words and other objects have originated from their localized language. From the Spanish they received the Spanish language, the Catholic religion and the vast majority of their cultural and moral values and traditions. From the United States they received the English language, the university system and a variety of hybrid cultural forms that developed between the U.S. mainland and the island of Puerto Rico. The University of Puerto Rico was founded in 1903, five years after the island became part of the U.S.


          Much of the Puerto Rican culture centers on the influence of music. Like the country as a whole, Puerto Rican music has been developed by mixing other cultures with its own unique flavor. Early in the history of Puerto Rican music, the influences of African and Spanish traditions were most noticeable. However, the cultural movements across the Caribbean and North America have played a vital role in the more recent musical influences that have reached Puerto Rico.


          The official symbols of Puerto Rico are the bird, Reinita mora ( Spindalis portoricensis), the flower, Flor de Maga ( Thespesia grandiflora), and the tree, Ceiba or Kapok ( Ceiba pentandra). The unofficial animal and a symbol of Puerto Rican pride is the Coqu ( Eleutherodactylus coqui). Other popular symbols of Puerto Rico are the " jbaro" , the "countryman", and the carite.


          


          Sports


          


          Baseball is the most popular sport in Puerto Rico. Puerto Rico has its own professional baseball league which operates as a winter league. No major league franchise or affiliate plays in Puerto Rico, however, San Juan hosted the Montreal Expos for several series in 2003 and 2004 before they moved to Washington, D.C. and became the Washington Nationals. Puerto Rico has participated in the World Cup of Baseball winning one gold (1951), four silver and four bronze medals and the Caribbean Series, winning fourteen times. Famous Puerto Rican baseball players include Roberto Clemente and Orlando Cepeda, enshrined in the Baseball Hall of Fame in 1973 and 1999, respectively.


          Boxing, basketball, and volleyball are considered popular sports as well. Puerto Rico has the third-most boxing world champions and its the global leader in champions per capita. These include Miguel Cotto, Flix Trinidad, Wilfred Bentez, and Wilfredo Gmez. Secondary sports include Professional wrestling, association football and road running. The World Wrestling Council and International Wrestling Association are the largest wrestling promotions in the main island. The Puerto Rico Islanders Football Club, founded in 2003, plays in the United Soccer Leagues First Division, which constitutes the second tier of football in North America. Puerto Rico is also a member of FIFA and CONCACAF. In 2008 the islands first unified league the Puerto Rico Soccer League was established.


          Puerto Rico has representation in all international competitions including the Summer and Winter Olympics, the Pan American Games, the Caribbean World Series, and the Central American and Caribbean Games. Puerto Rican athletes have won 6 medals (1 silver, 5 bronze) in Olympic competition, the first one in 1948 by boxer Juan Evangelista Venegas. August 8, 2004, became a landmark date for the National Basketball Team when it defeated the United States in the 2004 Summer Olympics organized in Athens, Greece. On March 2006 San Juan's Hiram Bithorn Stadium hosted the opening round as well as the second round of the newly formed World Baseball Classic.


          


          Education


          Education in Puerto Rico is divided in three levels  Primary (elementary school grades 1-6), Secondary (intermediate and high school grades 7-12), and Higher Level (undergraduate and graduate studies). As of 2002, the literacy rate of the Puerto Rican population was 94.1%; by gender, it was 93.9% for males and 94.4% for females. According to the 2000 Census, 60.0% of the population attained a high school degree or higher level of education, and 18.3% has a bachelor's degree or higher. This ranks as worst and 6th worst, respectively, among U.S. states, where the national averages are 80.4% and 24.4%.


          Instruction at the primary school level is compulsory between the ages of 5 and 18 and is enforced by the state. The Constitution of Puerto Rico grants the right to an education to every citizen on the island. To this end, public schools in Puerto Rico provide free and non-sectarian education at the elementary and secondary levels. At any of the three levels, students may attend either public or private schools. As of 1999, there were 1532 public schools and 569 private schools in the island.


          The largest and oldest university system in Puerto Rico is the public University of Puerto Rico (UPR) with 11 campus. The largest private university systems on the island are the Sistema Universitario Ana G. Mendez which operates the Universidad del Turabo, Metropolitan University and Universidad del Este, the multi-campus Inter American University, the Pontificial Catholic University, and the Universidad del Sagrado Corazn. Puerto Rico has four schools of Medicine and four Law Schools.


          


          Transportation
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          Cities and towns in Puerto Rico are interconnected by a system of roads, freeways, expressways, and highways maintained by the Highways and Transportation Authority and patrolled by the Police of Puerto Rico. The island's metropolitan area is served by a public bus transit system and a metro system called Tren Urbano (in English: Urban Train). Other forms of public transportation include sea-born ferries (that serve Puerto Rico's archipelago) as well as Carros Pblicos (Mini Bus), similar to jitney service on the United States.


          The island's main airport, Luis Muoz Marn International Airport, is located in Carolina and is a major hub in the Caribbean. The most recently renovated airport in the west of Puerto Rico is that of the former Ramey Military airbase in Aguadilla, Rafael Hernandez Airport, which has made it easier to explore the towns of the newly created tourism area known as "Porta del Sol." The main port of the island is San Juan Port.
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                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Charadriiformes
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                    	Alcidae
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                    	Fratercula

                    Brisson, 1760
                  

                

              
            


            
              	Species
            


            
              	
                Fratercula arctica

                Fratercula cirrhata

                Fratercula corniculata

                For prehistoric species, see article text.

              
            

          


          Puffin describes any of three auk species (or alcids) in the bird genus Fratercula (Latin: little brother  probably a reference to their black and white plumage, which resembles monastic robes) with a brightly colored beak in the breeding season. These are pelagic seabirds that feed primarily by diving. They breed in large colonies on coastal cliffs or offshore islands, nesting in crevices among rocks or in burrows in the soil. The Tufted Puffin was formerly placed in the genus Lunda.


          All three puffin species have large bills. They shed the colourful outer parts of their bills after the breeding season, leaving a smaller and duller beak. Their short wings are adapted for swimming with a flying technique under water. In the air, they beat their wings rapidly (up to 100 times per minute) in swift flight, often flying low over the ocean's surface.


          


          Breeding
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              Tufted Puffin (F. cirrhata).
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          The male Atlantic Puffin builds the nest and exhibits strong nest site fidelity. Both sexes of the Horned Puffin help to construct their nest. The burrows of the Atlantic and Horned Puffin are usually about 1 metre (3 feet) deep, ending in a chamber, while the tunnel leading to a Tufted Puffin burrow may be up to 2.75 metres (9 feet) in length. The Atlantic Puffin burrow is usually lined with material such as grass, leaves and feathers but is occasionally unlined. The eggs of the Atlantic Puffin are creamy white but can be occasionally tinged in lilac.


          Puffins form long-term pair bonds. The female lays a single egg and both parents incubate the egg and feed the chick. The incubating parent holds the egg against its brood patch with its wings. The chicks fledge at night. After fledging, the chicks spend the first few years of their lives at sea, returning to breed after three to seven years.


          Like many auks, puffins eat both fish and zooplankton, but feed their chicks primarily with small marine fish several times a day. The puffins are distinct in their ability to hold several (sometimes over a dozen) small fish at a time, crosswise in their bill, rather than regurgitating swallowed fish. This allows them to take longer foraging trips, since they can come back with more energy for their chick than a bird that can only carry one fish at a time.


          


          Species
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              Atlantic Puffins on the Faroe Islands.
            

          


          Three species are recognized today:


          
            	Atlantic Puffin, Fratercula arctica


            	Horned Puffin, Fratercula corniculata


            	Tufted Puffin, Fratercula cirrhata

          


          

          The genus Fratercula probably evolved in the northern Pacific, like most lineages of auks. However, at least 2 undescribed prehistoric species are known to have lived in the western Atlantic comparatively soon after the genus' emergence:


          
            	Fratercula sp. 1 (Yorktown Early Pliocene of Lee Creek Mine, USA)


            	Fratercula sp. 2 (Yorktown Early Pliocene of Lee Creek Mine, USA)

          


          Another extinct species, Dow's Puffin (Fratercula dowi) was found on the Channel Islands of California until the Late Pleistocene or Early Holocene. It is possible that it became extinct due to overhunting and egg-collecting by early human settlers.


          


          In culture


          
            	There are several islands around the world called Puffin Island.
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          A pump is a device used to move gases, liquids or slurries. A pump moves liquids or gases from lower pressure to higher pressure, and overcomes this difference in pressure by adding energy to the system (such as a water system). A gas pump is generally called a compressor, except in very low pressure-rise applications, such as in heating, ventilating, and air-conditioning, where the operative equipment consists of fans or blowers.


          Pumps work by using mechanical forces to push the material, either by physically lifting, or by the force of compression.


          The earliest type of pump was the Archimedes screw, first used by Sennacherib, King of Assyria, for the water systems at the Hanging Gardens of Babylon and Nineveh in the 7th century BC, and later described in more detail by Archimedes in the 3rd century BC. In the 13th century AD, al-Jazari described and illustrated different types of pumps, including a reciprocating pump, double-action pump, suction pump, and piston pump.


          


          Types


          Pumps fall into two major groups: rotodynamic pumps and positive displacement pumps. Their names describe the method for moving a fluid.


          


          Positive displacement pumps
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          A positive displacement pump causes a fluid to move by trapping a fixed amount of it then forcing (displacing) that trapped volume into the discharge pipe. The periodic fluid displacement results in a direct increase in pressure. A positive displacement pump can be further classified as either


          
            	a rotary-type (for example the rotary vane),


            	lobe pump similar to oil pumps used in car engines, or


            	the Wendelkolben pump or the helical twisted Roots pump.

          


          


          Roots-type pumps


          The low pulsation rate and gentle performance of this Roots-type positive displacement pump is achieved due to a combination of its two 90 helical twisted rotors, and a triangular shaped sealing line configuration, both at the point of suction and at the point of discharge. This design produces a continuous and non-vorticuless flow with equal volume. High capacity industrial "air compressors" have been designed to employ this principle as well as most "superchargers" used on internal combustion engines.


          


          Reciprocating-type pumps


          Reciprocating-type pumps use a piston and cylinder arrangement with suction and discharge valves integrated into the pump. Pumps in this category range from having "simplex" one cylinder, to in some cases "quad" four cylinders or more. Most reciprocating-type pumps are "duplex" (two) or "triplex" (three) cylinder. Furthermore, they are either "single acting" independent suction and discharge strokes or "double acting" suction and discharge in both directions. The pumps can be powered by air, steam or through a belt drive from an engine or motor. This type of pump was used extensively in the early days of steam propulsion (19th century) as boiler feed water pumps. Though still used today, reciprocating pumps are typically used for pumping highly viscous fluids including concrete and heavy oils.


          


          Compressed-air-powered double-diaphragm pumps


          Another modern application of positive displacement pumps are compressed-air-powered double- diaphragm pumps. Run on compressed air these pumps are intrinsically safe by design, although all manufacturers offer ATEX certified models to comply with industry regulation. Commonly seen in all areas of industry from shipping to process, SandPiper, Wilden Pumps or ARO are generally the larger of the brands. They are relatively inexpensive and can be used for almost any duty from pumping water out of bunds, to pumping hydrochloric acid from secure storage (dependant on how the pump is manufactured - elastomers / body construction). Suction is normally limited to roughly 6m although heads can be almost unlimited.


          


          Kinetic Pumps


          
            	Continuous energy addition


            	Conversion of added energy to increase in kinetic energy (increase in velocity)


            	Conversion of increased velocity to increase in pressure


            	Conversion of Kinetic head to Pressure Head.


            	Meet all heads like Kinetic , Potential, and Pressure

          


          


          Application
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          Pumps are used throughout society for a variety of purposes. Early applications includes the use of the windmill or watermill to pump water. Today, the pump is used for irrigation, water supply, gasoline supply, air conditioning systems, refrigeration (usually called a compressor), chemical movement, sewage movement, flood control, marine services, etc.


          Because of the wide variety of applications, pumps have a plethora of shapes and sizes: from very large to very small, from handling gas to handling liquid, from high pressure to low pressure, and from high volume to low volume.


          Liquid and slurry pumps can lose prime and this will require you to prime the pump by adding liquid to the pump and inlet pipes to get the pump started.


          


          Specifications


          Pumps are commonly rated by horsepower, flow rate, outlet pressure in feet of head, inlet suction in suction head in feet. Feet is the number of feet the pump can raise or lower a column of water at atmospheric pressure.


          


          Pumps as public water supplies


          One sort of pump once common worldwide was a hand-powered water pump over a water well where people could work it to extract water, before most houses had individual water supplies.


          From this came the expression "parish pump" for "the sort of matter chattered about by people when they meet when they go to get water", "matter of only local interest".


          Today, hand operated village pumps are considered the most sustainable low cost option for safe water supply in resource poor settings, often in rural areas in developing countries. A hand pump opens access to deeper groundwater that is often not polluted and also improves the safety of a well by protecting the water source from contaminated buckets. Pumps like the Afridev pump are designed to be cheap to build and install, and easy to maintain with simple parts. It was assumed that spare parts would become available in the local market by for-profit wholesalers. However, it became clear with time that often spare parts are not available locally, because of the low profit margins for wholesalers, especially in Africa. This means that communities are often stuck without spares and cannot use their handpump anymore and have to go back to traditional and sometimes distant, polluted resources. This is unfortunate, as water projects often have put in a lot of resources to provide that community with a handpump. As a result, spare parts free handpumps are now being developed, like the Afripump.
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                C. moschata

                C. pepo


              
            

          


          Pumpkin is a gourd-like squash of the genus Cucurbita and the family Cucurbitaceae (which also includes gourds). It can refer to either species Cucurbita pepo or Cucurbita mixta, and sometimes to a specific variety of either the species Cucurbita maxima or Cucurbita moschata.


          


          Description


          The word pumpkin originates from the word pepon which is Greek for large melon. The French adapted this word to pompon, which the English changed to pompion and later American colonists changed that to the word we use today, pumpkin. The origin of pumpkins is not known, although pumpkins are thought to have originated in North America. The oldest evidence, pumpkin-related seeds dating between 7000 and 5500 B.C., were found in Mexico. Pumpkins are a squash-like fruit that range in size (less than 1 pound to over 1000 pounds), shape, colour, and appearance (smooth or ribbed).


          Since some squash share the same botanical classifications as pumpkins, the names are frequently used interchangeably. In general, pumpkins have stems which are firmer, more rigid, pricklier, have a +/- 5 degree angle, and are squarer in shape than squash stems which are generally softer, more rounded, and more flared where joined to the fruit.


          Pumpkins generally weigh 918 lbs (48 kg) with the largest (of the species C. maxima) capable of reaching a weight of over 75 lbs (34 kg). The pumpkin varies greatly in shape, ranging from oblate through oblong. The rind is smooth and usually lightly ribbed. Although pumpkins are usually orange or yellow, some fruits are dark green, pale green, orange-yellow, white, red and gray.


          Pumpkins are monoecious, having both male and female flowers, the latter distinguished by the small ovary at the base of the petals. These bright and colorful flowers have extremely short life spans, and may only open for as short a time as one day. The colour of pumpkins is derived from the orange pigments abundant in them. The main nutrients are lutein, and both alpha- and beta- carotene, the latter of which generates vitamin A in the body.


          


          Taxonomy
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          Pumpkin is the fruit of the species Cucurbita pepo or Cucurbita mixta . It can refer to a specific variety of the species Cucurbita maxima or Cucurbita moschata, which are all of the genus Cucurbita and the family Cucurbitaceae.


          


          Distribution and Habitation


          Pumpkins are grown all around the world for a variety of reasons ranging from agricultural purposes (animal feed) to commercial and ornamental sales. Out of the seven continents only Antarctica is unable to produce pumpkins, the biggest international producers of pumpkins include the United States, Mexico, India, and China. The pumpkin capital of the world is Morton, IL. The traditional American pumpkin is the Connecticut Field variety.


          Although native to the Western hemisphere, pumpkins are cultivated in North America, continental Europe, Australia, New Zealand, India and some other countries. The pumpkin is the state fruit of New Hampshire.


          


          Ecology


          


          Cultivation in the US
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          As one of the most popular crops in the United States, 1.5 billion pounds of pumpkins are produced each year. The top pumpkin producing states in the U.S. include Illinois, Ohio, Pennsylvania, and California. Pumpkins are a warm weather crop that are usually planted in early July. The specific conditions necessary for growing pumpkins require that soil temperatures 3 inches deep are at least 60 degrees Fahrenheit, and soil that holds water well. Pumpkin crops may suffer if there is a lack of water or due to cold temperatures (in this case, below 65 degrees; frost can be detrimental), and sandy soil or soil with poor water filtration. Pumpkins are, however, rather hardy and even if many;leaves and portions of the vine are removed or damaged, the plant can very quickly re-grow secondary vines to replace what was removed.


          Pumpkins produce both a male and female flower; honeybees play a significant role in fertilization. Pumpkins have historically been pollinated by the native squash bee Peponapis pruinosa, but this bee has declined, probably due to pesticide sensitivity, and today most commercial plantings are pollinated by honeybees. One hive per acre (4,000 m per hive) is recommended by the United States of America (US) Department of Agriculture. If there are inadequate bees for pollination, gardeners often have to hand pollinate. Inadequately pollinated pumpkins usually start growing but abort before full development. An opportunistic fungus is also sometimes blamed for abortions.


          


          Giant Pumpkins


          The largest pumpkins are Cucurbita maxima. They were cultivated from the hubbard squash genotype, crossed with kabocha-pumpkin types by enthusiast farmers through intermittent effort since the early 1800s. As such germplasm is commercially provocative, a U.S. legal right was granted for the rounder phenotypes, levying them as constituting a variety, with the appellation " Atlantic Giant." Process ually this phenotype graduated back into the public domain, except now it had the name Atlantic Giant on its record (see USDA PVP # 8500204).


          Weigh-off competitions for giant pumpkins are a popular festival activity. 460 pounds held the world record for the largest pumpkin until 1981 when Howard Dill(of Nova Scotia) broke the record with a pumpkin near 500 pounds. Dill patented the seeds used to grow this giant pumpkin, deeming them Dills Atlantic Giant seeds, and drawing growers from around the world. Howard Dill is accredited for all of the giant pumpkins today, most of which are borne from crossing and re-crossing his patented seed with other varieties. By 1994 the Giant Pumpkin crossed the 1000 pound mark. In September 2007, Joe Jutras (of Rhode Island) obtained the title of worlds largest pumpkin with a 1,689 pound, cream colored fruit. He is currently said to be working on producing a giant orange pumpkin, as orange pumpkins tend to be smaller and have thinner shells, but are more desirable in appearance.


          


          Uses


          


          Cooking


          
            
              	Pumpkin, raw

              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 10 kcal  60 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	6.5 g
                  


                  
                    	- Sugars 1.36 g
                  


                  
                    	- Dietary fibre 0.5 g 
                  


                  
                    	Fat

                    	0.1 g
                  


                  
                    	- saturated 0.05 g
                  


                  
                    	- monounsaturated 0.01 g 
                  


                  
                    	- polyunsaturated 0.01 g 
                  


                  
                    	Protein

                    	1.0 g
                  


                  
                    	Vitamin A equiv. 369 g

                    	41%
                  


                  
                    	- - carotene 3100 g

                    	29%
                  


                  
                    	Thiamin (Vit. B1) 0.05 mg 

                    	4%
                  


                  
                    	Riboflavin (Vit. B2) 0.110 mg 

                    	7%
                  


                  
                    	Niacin (Vit. B3) 0.6 mg 

                    	4%
                  


                  
                    	Pantothenic acid (B5) 0.298 mg

                    	6%
                  


                  
                    	Vitamin B6 0.061 mg

                    	5%
                  


                  
                    	Folate (Vit. B9) 16 g

                    	4%
                  


                  
                    	Vitamin C 9 mg

                    	15%
                  


                  
                    	Vitamin E 1.06 mg

                    	7%
                  


                  
                    	Calcium 21 mg

                    	2%
                  


                  
                    	Iron 0.8 mg

                    	6%
                  


                  
                    	Magnesium 12 mg

                    	3%
                  


                  
                    	Phosphorus 44 mg

                    	6%
                  


                  
                    	Potassium 340 mg 

                    	7%
                  


                  
                    	Sodium 1 mg

                    	0%
                  


                  
                    	Zinc 0.32 mg

                    	3%
                  

                

              
            


            
              	Percentages are relative to US

              recommendations for adults.

              Source: USDA Nutrient database
            

          


          Pumpkins are very versatile in their uses for cooking, from the fleshy shell, to the seeds, to even the flowers, most parts of the pumpkin are edible. Traditionally, pumpkin is a very popular Halloween and Thanksgiving staple. Although most people use store bought canned pumpkin, home-made pumpkin puree can serve the same purpose.


          When ripe, the pumpkin can be boiled, baked, steamed, or roasted. Often, it is made into various kinds of pie which is a traditional staple of the Canadian and American Thanksgiving holiday. Pumpkins that are still small and green may be eaten in the same way as the vegetable marrow/ zucchini. Pumpkins can also be eaten mashed or incorporated into soup. In the Middle East, pumpkin is used for sweet dishes; a well-known sweet delicacy is called halawa yaqtin. In South Asian countries like India, pumpkin is cooked with butter, sugar, and spices; this dish is called kadu ka halwa. In Australia, pumpkin is often roasted in conjunction with other vegetables. In Japan, small pumpkins are served in savory dishes, including tempura. In Thailand, small pumpkins are steamed with custard inside and served as a dessert. In Italy it can be used, with cheeses, as a savory stuffing for ravioli. And also, pumpkin can be used to flavor both alcoholic and nonalcoholic beverages.


          


          Pumpkin seeds


          Pumpkin seeds, also known as pepitas, are small, flat, green, edible seeds. Most pumpkin seeds are covered by a white husk, although some pumpkin varieties produce seeds without them. Pumpkin seeds are a popular snack that can be found hulled or semi-hulled at most grocery stores, however, roasting pumpkin seeds (usually scooped out of jack-o-lanterns) is a popular Halloween treat. Pumpkin seeds have many health benefits, some of which include a good source of protein, zinc and other vitamins, and are even said to lower cholesterol. One gram of pumpkin seed protein contains as much tryptophan as a full glass of milk.


          


          Pumpkin seed oil


          Pumpkin seed oil is a thick, green oil that is produced from roasted pumpkin seeds. When used for cooking or as a salad dressing, pumpkin seed oil is generally mixed with other oils because of its robust flavor. It is used in cooking in central and eastern Europe, and long believed to be a folk remedy for prostate problems, has in fact been shown to combat benign prostatic hyperplasia.


          


          Pumpkin as a term of affection


          "pumpkin" may also be used as a pet name or nick-name between lovers. The name implies that one indidividual loves another individual very very much. Te amo mi amor.


          


          Activities involving pumpkins


          


          Halloween


          
            [image: A pumpkin carved into a Jack-o'-lantern for Halloween.]

            
              A pumpkin carved into a Jack-o'-lantern for Halloween.
            

          


          Pumpkins are commonly carved into decorative lanterns called jack-o'-lanterns for the Halloween season in North America. Throughout Britain and Ireland, there is a long tradition of carving lanterns from vegetables, particularly the turnip, mangelwurzel, or swede. But not until 1837 does jack-o'-lantern appear as a term for a carved vegetable lantern, and the carved lantern does not become associated specifically with Halloween until 1866. Significantly, both occurred not in Britain or Ireland, but in North America. Historian David J. Skal writes,


          
            	Although every modern chronicle of the holiday repeats the claim that vegetable lanterns were a time-honored component of Halloween celebrations in the British Isles, none gives any primary documentation. In fact, none of the major nineteenth-century chronicles of British holidays and folk customs make any mention whatsoever of carved lanterns in connection with Halloween. Neither do any of the standard works of the early twentieth century.

          


          In America, the carved pumpkin was first associated with the harvest season in general, long before it became an emblem of Halloween.


          


          Chucking


          Pumpkin chucking is a competitive activity in which teams build various mechanical devices designed to throw a pumpkin as far as possible. Catapults, trebuchets, ballistas and air cannons are the most common mechanisms. Some pumpkin chuckers breed and grow special varieties of pumpkin under specialized conditions in order to improve the pumpkin's chances of surviving a throw.


          


          Pumpkin festivals and competitions


          
            [image: Competitive Weight Pumpkins]

            
              Competitive Weight Pumpkins
            

          


          Pumpkin growers often compete to see whose pumpkins are the most massive. Festivals are often dedicated to the pumpkin and these competitions.


          Circleville, Ohio, holds a big festival each year, the Circleville Pumpkin Show. Half Moon Bay, California, holds the annual Pumpkin and Arts Festival, drawing over 250,000 visitors each year and including the World Champion Pumpkin Weigh-Off. Farmers from all over the west compete to determine who can grow the greatest gourd. The winning pumpkin regularly tops the scale at more than 1200 pounds. The world record pumpkin in 2007 was 1689 pounds, grown by Joe Jutras in Topsfield, Massachusetts.


          Morton, Illinois, the self-declared pumpkin capital of the world, has held a Pumpkin Festival since 1966. The town, where Nestl's pumpkin packing plant is located (and where 90% of canned pumpkins eaten in the US are processed) carved and lit pumpkins in one place, a record which the town held for several years before losing it to Boston, Massachusetts in 2006. A large contributor of pumpkins to the festival is local Keene State College which hosts an event called "Pumpkin Lobotomy" on their main quad. Usually held the day before the festival itself, Pumpkin Lobotomy has the air of a large party, with the school providing pumpkins and carving instruments alike (though some students prefer to use their own) and music provided by college radio station, WKNH.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Pumpkin"
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        Punctuated equilibrium
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              Punctuated equilibrium, bottom, consists of morphological stability and rare bursts of evolutionary change.
            

          


          Punctuated equilibrium is a theory of evolutionary biology which states that most sexually reproducing populations experience little change for most of their geological history, and that when phenotypic evolution does occur, it is localized in rare, rapid events of branching speciation (called cladogenesis).


          Punctuated equilibrium is commonly contrasted against the theory of phyletic gradualism, which states that evolution generally occurs uniformly and by the steady and gradual transformation of whole lineages ( anagenesis). In this view, evolution is seen as generally smooth and continuous.


          In 1972 paleontologists Niles Eldredge and Stephen Jay Gould published a landmark paper developing this idea. Their paper was built upon Ernst Mayr's theory of geographic speciation, I. Michael Lerner's theories of developmental and genetic homeostasis, as well as their own empirical research. Eldredge and Gould proposed that the degree of gradualism championed by Charles Darwin was virtually nonexistent in the fossil record, and that stasis dominates the history of most fossil species.


          


          Punctuated equilibrium's history


          Punctuated equilibrium originated as an extension of Ernst Mayr's concept of genetic revolutions by allopatric and especially peripatric speciation. Although the workings of the theory were proposed and specifically identified by Mayr in 1954, most historians of science recognize Niles Eldredge and Stephen Jay Gould's 1972 paper as the principal source of its acquiescence, and as the foundational document of a new and serious paleontological research program. Punctuated equilibrium differed from Mayr simply in that Eldredge and Gould had placed considerably greater emphasis on stasis, whereas Mayr was generally concerned with explaining the morphological discontinuity (or "punctuational patterns") found in the fossil record.


          The Eldredge and Gould paper was presented at the Annual Meeting of the Geological Society of America in 1971. The symposium focused its attention on how modern microevolutionary studies could revitalize various aspects of paleontology and macroevolution. Tom Schopf, who organized that year's meeting, assigned Gould the topic of speciation. Gould recalls that "Eldredge's 1971 publication [on Paleozoic trilobites] had presented the only new and interesting ideas on the paleontological implications of the subjectso I asked Schopf if we could present the paper jointly." They did. According to Gould "the ideas came mostly from Niles, with yours truly acting as a sounding board and eventual scribe. I coined the term punctuated equilibrium and wrote most of our 1972 paper, but Niles is the proper first author in our pairing of Eldredge and Gould."


          


          Tempo and mode


          In 1954 Ernst Mayr published a landmark paper emphasizing the homogenizing effects of gene flow and the stabilizing influence of large interbreeding populations. These populations exemplified " ecotypic variation." Peripherally isolated populations, in contrast, possess " typostrophic variation" which "have the characteristic features of incipient species, but what is more important they often are species or incipient species of an entirely new type. That is, they may have morphological or ecological features that deviate quite strikingly and unexpectedly from the parental 'pattern'"


          Gould summarized the theory, and its consequences for punctuated equilibrium, in a 1977 essay for Natural History magazine:


          
            	"A new species can arise when a small segment of the ancestral population is isolated at the periphery of the ancestral range. Large, stable central populations exert a strong homogenizing influence. New and favorable mutations are diluted by the sheer bulk of the population through which they must spread. They may build slowly in frequency, but changing environments usually cancel their selective value long before they reach fixation. Thus, phyletic transformation in large populations should be very rareas the fossil record proclaims. But small, peripherally isolated groups are cut off from their parental stock. They live as tiny populations in geographic corners of the ancestral range. Selective pressures are usually intense because peripheries mark the edge of ecological tolerance for ancestral forms. Favorable variations spread quickly. Small peripheral isolates are a laboratory of evolutionary Change.

          


          
            	"What should the fossil record include if most evolution occurs by speciation in peripheral isolates? Species should be static through their range because our fossils are the remains of large central populations. In any local area inhabited by ancestors, a descendant species should appear suddenly by migration from the peripheral region in which it evolved. In the peripheral region itself, we might find direct evidence of speciation, but such good fortune would be rare indeed because the event occurs so rapidly in such a small population. Thus, the fossil record is a faithful rendering of what evolutionary theory predicts, not a pitiful vestige of a once bountiful tale."

          


          


          Common misconceptions


          Punctuated equilibrium is often confused with George Gaylord Simpson's quantum evolution, Richard Goldschmidt's saltationism, pre-Lyellian catastrophism, and the phenomenon of mass extinction. Punctuated equilibrium is therefore mistakenly thought to oppose the concept of gradualism, when it is actually a form of gradualism, in the ecological sense of biological continuity. This is because even though evolutionary change appears instantaneous between geological sediments, change is still occurring incrementally, with no great change from one generation to the next. To this end, Gould later commented that:


          
            	Most of our paleontological colleagues missed this insight because they had not studied evolutionary theory and either did not know about allopatric speciation or had not considered its translation to geological time. Our evolutionary colleagues also failed to grasp the implication, primarily because they did not think at geological scales.

          


          The relationship between punctuationism and gradualism can be better appreciated by considering an example. Suppose the average length of a limb in a particular species grows 50 centimeters (20 inches) over 70,000 yearsa large amount in a geologically short period of time. If the average generation is seven years, then our given time span corresponds to 10,000 generations. It is therefore reasonable to conclude that if the limb size in our hypothetical population evolved in the most conservative manner, it need only increase at a rate of 0.005cm per generation (= 50cm/10,000), despite its abrupt appearance in the geological record.


          


          Criticism


          Richard Dawkins dedicated a chapter in The Blind Watchmaker to correcting, in his view, the wide confusion surrounding the theory of punctuated equilibrium. His first, and main point, is to argue that phyletic gradualism in the sense of uniformity of rateswhat he refers to as "constant speedism"is a "caricature of Darwinism" and "does not really exist." His second argument, which follows from the first, is that once this caricature is dismissed, we are left with only one logical alternative, which Dawkins calls "variable speedism." Variable speedism may be distinguished in one of two ways: "discrete variable speedism" and "continuously variable speedism." Eldredge and Gould, believing that evolution jumps between stability and relative rapidity, are described as "discrete variable speedists," and "in this respect they are genuinely radical." They believe that evolution generally proceeds in bursts, or not at all. "Continuously variable speedists," on the other hand believe that "evolutionary rates fluctuate continuously from very fast to very slow and stop, with all intermediates. They see no particular reason to emphasize certain speeds more than others. In particular, stasis, to them, is just an extreme case of ultra-slow evolution. To a punctuationist, there is something very special about stasis." Dawkins therefore commits himself here to an empirical claim about the geological record, and it is this particular claim that Eldredge and Gould have aimed to overturn.


          Another pervasive misunderstanding of punctuated equilibrium was that it invoked large-scale mutations, the sort invoked by Richard Goldschmidt in The Material Basis of Evolution. According to Dawkins, punctuated equilibrium "has no connection with macromutation and true saltation, but rather "followed from long accepted conventional Darwinism," namely Mayrian allopatric speciation. But unlike Eldredge and Gould, Dawkins believes that the apparent gaps represented in the fossil record document migrational events, not evolutionary events. According to Dawkins evolution certainly occurred, though "probably gradually" elsewhere.


          It is generally difficult to infer whether Dawkins is criticizing Eldredge and Gould or just popular misreadings of their work. Dawkins is rarely specific on this point, but emphasizes that it has been "oversold by some journalists," but partly due to their "later writings." In the end, Dawkins contends, punctuated equilibrium "does not deserve a particularly large measure of publicity." It is a "minor gloss," an "interesting but minor wrinkle on the surface of neo-Darwinian theory," and "lies firmly within the neo-Darwinian synthesis."


          Daniel Dennett is also critical of Gould's presentation of punctuated equilibrium. In his book Darwin's Dangerous Idea, Dennett argues that Gould alternated between revolutionary and conservative claims about punctuated equilibrium, and that each time Gould made a revolutionary claimor appeared to do soit was criticized, and Gould retreated to a traditional neo-Darwinian position. Gould responded to Dennett's claims in The New York Review of Books, and in his technical volume The Structure of Evolutionary Theory.


          Some critics have pointed out that Gould's use of analogy and metaphor to argue for the validity of punctuated equilibrium constitutes a non-scientific discourse serving to validate scientific theory. Particularly in his popular essays, Gould uses a variety of strategies from literature, political science, and personal anecdotes to substantiate the general pattern of Punctuated Equilibrium (long periods of stasis interrupted by rapid, catastrophic change). While Gould is celebrated among non-scientists for the colour and energy of his prose and his massive interdisciplinary knowledge, his critics have concerns that the theory has gained undeserved credence among non-scientists because of Gould's rhetorical skills.


          


          Relation to Darwin's Theories


          The sudden appearance and lack of substantial gradual change of most species in the geologic recordfrom their initial appearance until their extinctionhas long been noted, including by Charles Darwin (1859:301, 1871:119-120) who appealed to the imperfection of the record as the favored explanation. When presenting his ideas against the prevailing influence of catastrophism put forward by Georges Cuvier which envisaged species being supernaturally created at intervals, Darwin needed to forcefully stress the gradual nature of evolution in accordance with the gradualism promoted by his friend Charles Lyell. He privately expressed concern, noting in the margin of his 1844 Essay Better begin with this: If species really, after catastrophes, created in showers world over, my theory false. It is often incorrectly assumed that he insisted that the rate of change must be constant, or nearly so, but in the fifth edition of The Origin of Species Darwin wrote that "the periods during which species have undergone modification, though long as measured in years, have probably been short in comparison with the periods during which they retain the same form." Thus punctuationism in general is consistent with Darwin's conception of evolution, and with the independent proposals of natural selection by William Charles Wells, Patrick Matthew, and Alfred Russel Wallace.


          According to the theory of punctuated equilibrium, "peripheral isolates" are considered to be of critical importance for speciation. However, Darwin wrote, "I can by no means agreethat immigration and isolation are necessary elements.... Although isolation is of great importance in the production of new species, on the whole I am inclined to believe that largeness of area is still more important, especially for the production of species which shall prove capable of enduring for a long period, and of spreading widely."


          Darwin explained the reasons for this belief as follows:


          
            	"Throughout a great and open area, not only will there be a greater chance of favourable variations, arising from the large number of individuals of the same species there supported, but the conditions of life are much more complex from the large number of already existing species; and if some of these species become modified and improved, others will have to be improved in a corresponding degree, or they will be exterminated. Each new form, also, as soon as it has been improved, will be able to spread over the open and continuous area, and will thus come into competition with many other forms... the new forms produced on large areas, which have already been victorious over many competitors, will be those that will spread most widely, and will give rise to the greatest number of new varieties and species. They will thus play a more important role in the changing history of the organic world."

          


          Thus punctuated equilibrium contradicts some of Darwin's ideas regarding the specific mechanisms of evolution, but generally accords with Darwin's theory of evolution by natural selection.


          


          Supplemental modes of rapid evolution


          Recent work in developmental biology has identified dynamical and physical mechanisms of tissue morphogenesis that may underlie abrupt morphological transitions during evolution. Consequently, consideration of mechanisms of phylogenetic change that are actually (not just apparently) non-gradual is increasingly common in the field of evolutionary developmental biology, particularly in studies of the origin of morphological novelty. A description of such mechanisms can be found in the multi-authored volume Origination of Organismal Form (MIT Press; 2003).


          


          In social theory


          Punctuated Equilibrium has also played a role in social and political theory, particularly in policy studies, as one of many cross-overs of evolutionary theory into social theory. The punctuated equilibrium model of policy change was first presented by Frank Baumgartner and Bryan Jones in 1993, and has subsequently been examined in many policy contexts and has increasingly received attention in the field. The model states that policy generally changes only incrementally due to several restraints, namely lack of institutional change and bounded rationality of individual decision-making. Policy change will thus be punctuated by changes in these conditions, especially change in party control of government or changes in public opinion. Thus, policy is characterized by long periods of stability, punctuated by large, but rare, changes due to large shifts in society or government. This has been shown to be particularly evident in current trends of environmental policy and energy policy. Recently, in conjunction with historical findings of sharp and punctuated policy change, newer findings in gun control and U.S. state tobacco policy have found largely symbolic punctuated changes. For instance, a recent study by Michael Givel found that despite a significant mobilization to change state tobacco policy, U.S. state tobacco policymaking from 1990 to 2003 was characterized by limited and symbolic punctuation that favored the pro-tobacco advocacy coalitions policy agenda.


          In addition, Connie Gerskick studied five models of change from different domains and found similar patterns between the way that change is thought to occur in biological species according to the theory of punctuated equilibrium and the ways adults, groups, organizations and scientific fields develop. In general, the original formulation of theory has been used to explain patterns of change in groups and organizations where periods of "stasis" are punctuated by brief and intense periods of "radical" change. Two widely known applications of the theory of punctuated equilibrium in the social sciences are in organizational theory (e.g., ) and in the study of small work groups (e.g., ). As some researchers have noted, these applications of the original theory have shifted its focus of attention from "a theory about change in populations to a theory about change within entities" .
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              	Punjabi

              ਪੰਜਾਬੀ پنجابی Pajābī
            


            
              	Spokenin:

              	Pakistan (80 million speakers)

              India (30 million speakers)

              UK, USA, Canada, Dubai, Philippines and other countries with Punjabi migrants
            


            
              	Region:

              	Punjab
            


            
              	Totalspeakers:

              	Western: 61-62 million

              Eastern: 28 million

              Siraiki: 14 million

              Total: 104 million
            


            
              	Ranking:

              	10-14
            


            
              	Language family:

              	Indo-European

               Indo-Iranian

               Indo-Aryan

              Punjabi
            


            
              	Writing system:

              	Shahmukhi, Gurmukhi
            


            
              	Official status
            


            
              	Official language in:

              	[image: Flag of India] Punjab, Delhi, Haryana
            


            
              	Regulated by:

              	no official regulation
            


            
              	Language codes
            


            
              	ISO 639-1:

              	pa
            


            
              	ISO 639-2:

              	pan
            


            
              	ISO 639-3:

              	variously:

              panPunjabi (Eastern)

              pnbPunjabi (Western)

              pmuPunjabi (Mirpuri)

              lahLahndi
            


            
              	
                
                  
                    	
                      
                        [image: Indic script]
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          Punjabi (also Panjabi; ਪੰਜਾਬੀ in Gurmukhi, پنجابی in Shahmukhi , Pajābī in transliteration) is an Indo-Aryan language spoken by the Punjabi people in India, Pakistan and other parts of the world.


          It is an Indo-European language within the smaller Indo-Iranian subfamily. Unusually for an Indo-European language, Punjabi is tonal; the tones arose as a reinterpretation of different consonant series in terms of pitch. In terms of linguistic typology it is an inflecting language, and word order is Subject Object Verb.


          


          Dialects and geographic distribution


          Being one of the most spoken languages in the world, Punjabi is the official language of the Indian state of Punjab and the shared state capital Chandigarh. It is one of the second official languages of Delhi and Haryana. It is also spoken in neighbouring areas such as Kashmir and Himachal Pradesh. Punjabi is the predominantly spoken language in the Punjab province of Pakistan (and the most widely spoken language in Pakistan according to the CIA factbook), although it has no official status there, and both Urdu and English are preferred languages of the elite.


          Punjabi is also spoken as a minority language in several other countries where Punjabis have emigrated in large numbers such as the United States, Australia, England (where it is the second most commonly used language) and Canada (where it is the fifth most commonly used language). In recent times Punjabi has grown fast and has now become the fourth most spoken language in Canada.


          Punjabi is the preferred language of most Sikhs, (most of their religious literature being written in it) and Punjabi Hindus. It is the usual language of Bhangra music, which has recently gained wide popularity both in South Asia and abroad.


          There are many dialects of Punjabi and they all form part of a dialect continuum, merging with Sindhi and related languages in Pakistan, and Hindustani in India. The main dialects of Punjabi are Majhi, Doabi, Malwai and Powadhi in India, and Pothohari, Lahndi and Multani in Pakistan. Majhi is the standard written form of Punjabi.


          Punjabi University, Patiala, lists the following as dialects of Punjabi:


          
            
              	
                
                  	Bhattiani


                  	Rathi


                  	Malwai


                  	Powadhi


                  	Pahari


                  	Doabi

                


                
                  	Kangri


                  	Chambiali


                  	Dogri


                  	Wajeerawadi


                  	Baar di Boli


                  	Jangli


                  	Jatki

                


                When you talk about the villagers


                
                  	Chenavri

                

              

              	
                
                  	Multani


                  	Bhawalpuri


                  	Thalochri


                  	Thali


                  	Bherochi


                  	Lahore-gujranwala


                  	Chakwali


                  	Kachi


                  	Awankari


                  	Lubanki


                  	Dhani


                  	Ghebi


                  	Hindko


                  	Swaen


                  	Chacchi


                  	Pothohari/Pindiwali


                  	Gojri


                  	Punchi

                

              
            

          


          Some of these dialects, such as Dogri, Siraiki and Hindko are sometimes considered separate languages, and are classified in different zones or divisions of Indo-Aryan:


          
            	Eastern ( Central Zone): Bhattiani (a mixture of Punjabi and Rajasthani), Powadhi, Doabi, Malwai, Majhi, Bathi


            	Western ( Northwestern Zone, Lahndi): Multani, Hindko, Pothohari


            	Northern Zone: Dogri, Pahari

          


          As classified in SIL Ethnologue:

          
└Indo-Aryan
 └Northern zone
 └Western Pahari
 └Dogri [dgo]
 └Central zone
 └Eastern Punjabi [pan]
 └Northwestern zone
 └Lahnda [lah]
 ├Jakati [jat]
 ├Mirpur Punjabi [pmu]
 ├Northern Hindko [hno]
 ├Pahari-Potwari [phr]
 ├Siraiki [skr]
 ├Southern Hindko [hnd]
 └Western Punjabi [pnb]




          


          Western and Eastern Punjabi


          Many sources subdivide the Punjabi language into Western Punjabi or Lahndi (ਲਹਿੰਦੀ), and Eastern Punjabi. They tend to do so based on GA Grierson's Linguistic Survey of India. The decision to divide the language has been controversial. The exact division of the language and even the legitimacy of such a division is disputed.


          The dialect spoken in central Punjabi  on both the Indian and Pakistani side  is Majhi or Majhaili. Grierson defined Western Punjabi (which he called " Lahnda") as being west of a line running north-south from Sahiwal and Gujranwala districts. This is well within present day Pakistan. Masica remarks that "whatever validity Frierson's line may once have had has no doubt been disturbed by the great movements of population associated with partition". Contrary to this, Ethnologue has come to classify Lahndi as the dialect of Punjabi spoken in all of Pakistan.


          


          Phonology


          
            
              Vowels
            

            
              	

              	Front

              	Central

              	Back
            


            
              	Close

              	iː

              	

              	uː
            


            
              	Near-close

              	ɪ

              	

              	ʊ
            


            
              	Close-mid

              	eː

              	ə

              	oː
            


            
              	Open

              	ɛː

              	ɑː

              	ɔː
            

          


          
            
              Consonants
            

            
              	

              	Bilabial

              	Labio-

              dental

              	Dental/

              Alveolar

              	Retroflex

              	Palatal

              	Velar

              	Glottal
            


            
              	Nasal

              	m

              	

              	n

              	ɳ

              	ɲ

              	ŋ

              	
            


            
              	Plosive and

              Affricate

              	voiceless

              	p

              	

              	t̪

              	ʈ

              	ʧ

              	k

              	
            


            
              	voiceless aspirated

              	pʰ

              	

              	t̪ʰ

              	ʈʰ

              	ʧʰ

              	kʰ

              	
            


            
              	voiced

              	b

              	

              	d̪

              	ɖ

              	ʤ

              	g

              	
            


            
              	Fricative

              	

              	(f)

              	s (z)

              	

              	(ʃ)

              	

              	ɦ
            


            
              	Flap

              	

              	

              	ɾ

              	ɽ

              	

              	
            


            
              	Approximant

              	

              	ʋ

              	l

              	ɭ

              	j

              	

              	
            

          


          


          Grammar


          


          Writing system


          There are several different scripts used for writing the Punjabi language, depending on the region and the dialect spoken, as well as the religion of the speaker. In the Punjab province of Pakistan, the script used is Shahmukhi (from the mouth of the Kings), a modified version of Persian-Nasta'liq (Arabic) script. In the Indian state of Punjab, Sikhs and others use the Gurmukhī (from the mouth of the Gurus) script. Hindus, and those living in neighbouring Indian states such as Haryana and Himachal Pradesh sometimes use the Devanāgarī script. Gurmukhī and Shahmukhi scripts are the most commonly used for writing Punjabi and are considered the official scripts of the language.
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          The pupil is the opening that is located in the centre of the iris of the eye and that controls the amount of light that enters the eye. It appears black because most of the light entering the pupil is absorbed by the tissues inside the eye. In optical terms, the anatomical pupil is the eye's aperture and the iris is the aperture stop. The image of the pupil as seen from outside the eye is the entrance pupil, which does not exactly correspond to the location and size of the physical pupil because it is magnified by the cornea.


          


          Comparative anatomy


          In humans and many animals (but few fish), the size of the pupil is controlled by involuntary constriction and dilation of the iris in order to regulate the intensity of light entering the eye. This is known as the pupillary reflex. In normal room light, a healthy human pupil has a diameter of about 34 millimeters, in bright light, the pupil has a diameter of about 1.5 millimeters, and in dim light the diameter is enlarged to about 8 millimeters. The narrowing of the pupil results in a greater focal range. (see aperture for a more detailed explanation)


          The shape of the pupil varies between species. Common shapes are circular or slit-shaped, although more convoluted shapes can be found in aquatic species. The reasons for the variation in shapes are complex; the shape is closely related to the optical characteristics of the lens, the shape and sensitivity of the retina, and the visual requirements of the species.


          Slit-shaped pupils are found in species which are active in a wide range of light levels. In strong light, the pupil constricts and is small, but still allows light to be cast over a large part of the retina.


          The orientation of the slit may be related to the direction of motions the eye is required to notice most sensitively (so a vertical pupil would increase the sensitivity of the eyes of a small cat to the horizontal scurrying of mice). The narrower the pupil, the more accurate the depth perception of peripheral vision is, so narrowing it in one direction would increase depth perception in that plane. Animals like goats and sheep may have evolved horizontal pupils because better vision in the vertical plane may be beneficial in mountainous environments.


          Many snakes, such as boas, pythons and vipers, have vertical, slit-shaped pupils that help them to hunt prey under a wide range of light conditions. Small cats and foxes also have slit shaped pupils while lions and wolves have round pupils even though they are in the same respective families. Some hypothesize that this is because slit pupils are more beneficial for animals that hunt small prey rather than large prey.


          When an eye is photographed with a flash, the iris cannot close the pupil fast enough and the blood-rich retina is illuminated, resulting in the red-eye effect.


          


          Constriction of the pupil
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          When bright light is shone on the eye, it will automatically constrict. This is the pupillary reflex, which is an important test of brainstem function. Furthermore, the pupil will dilate if a person sees an object of interest.


          The oculomotor nerve, specifically the parasympathetic part coming from the Edinger-Westphal nucleus, terminates on the circular iris sphincter muscle. When this muscle contracts, it reduces the size of the pupil.


          The iris is a contractile structure, consisting mainly of smooth muscle, surrounding the pupil. Light enters the eye through the pupil, and the iris regulates the amount of light by controlling the size of the pupil. The iris contains two groups of smooth muscles; a circular group called the sphincter pupillae, and a radial group called the dilator pupillae. When the sphincter pupillae contract, the iris decreases or constricts the size of the pupil. The dilator pupillae, innervated by sympathetic nerves from the superior cervical ganglion, cause the iris to dilate when they contract. These muscles are sometimes referred to as intrinsic eye muscles.


          Certain drugs cause constriction of the pupils, such as alcohol and opiates. Other drugs, such as atropine and amphetamines cause pupil dilation.


          Another term for the constriction of the pupil is miosis. Substances that cause miosis are described as miotic.
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          A Puritan of 16th and 17th century England was an associate of any number of disparate religious groups advocating for more "purity" of worship and doctrine, as well as personal and group piety. Puritans felt that the English Reformation had not gone far enough, and that the Church of England was tolerant of practices which they associated with the church of Rome. The word "Puritan" was originally an alternate term for "Cathar" and was a pejorative used to characterize them as extremists similar to the Cathari of France. The Puritans sometimes cooperated with presbyterians, who put forth a number of proposals for "further reformation" in order to keep the Church of England more closely in line with the Reformed Churches on the Continent.


          


          Background


          The Puritan movement can be traced back to the Vestments Controversy in the reign of Edward VI, although the term "Puritan" was not coined until the 1560s, when it appears as a term of abuse for those who proposed further reforms than those adopted by the Elizabethan Religious Settlement of 1559. Throughout the reign of Elizabeth I, the Puritan movement involved both a political and a social component. Politically, the movement attempted, mostly unsuccessfully, to have Parliament pass legislation to replace episcopacy with presbyterianism, and to alter the 1559 Book of Common Prayer to remove elements considered odious by the Puritans. Socially, the Puritan movement called for a greater commitment to Jesus Christ on the part of its members and for greater levels of personal holiness. By the end of Elizabeth's reign, the Puritans constituted a distinct social group within the Church of England who regarded themselves as the godly, and who held out little hope for their neighbours who remained attached to " popish superstitions" and worldliness. However, most Puritans were non-Separating Puritans who remained within the Church of England, and only a small number of Puritans became Separating Puritans or Separatists who left the Church of England altogether. Although the Puritan movement was occasionally subjected to suppression by the bishops of the Church of England, in many places, individual ministers were able to omit disliked portions of the Book of Common Prayer and to be especially attentive to the needs of the godly.


          


          Congregationalism


          The Church of England as a whole was Calvinist, as seen in the 39 Articles, the Anglican Homilies, and in John Calvin's correspondence with Edward VI and Thomas Cranmer. The Puritan movement was distinctive from the rest of the church in theology more prescriptive than Calvinism, in legalism, theonomy, and especially  congregationalism. Puritan worship was plain, resembling a secular lecture with women strictly segregated from men, and tight control was exercised over the personal habits of members of Puritan congregations to enforce piety. Theology was clearly rooted in the humanism of the Age of Enlightenment. Puritans were dismayed in 1625 when Charles I became king and was determined to eliminate the "excesses" of Puritanism from the Church of England. His close advisor, William Laud, who became Archbishop of Canterbury in 1633, moved the Church of England in a direction away from Puritanism and rigorously enforced the law against ministers who deviated from the Book of Common Prayer, or who violated the ban on preaching about predestination. As a result, many Puritans participated in the Great Migration, founding the Massachusetts Bay Colony as a Puritan haven far from the prying eyes of Laud and the other bishops. The Puritan movement in England allied itself with the cause of "England's ancient liberties" - the unpopularity of Laud and the suppression of Puritanism was a major factor leading to the English Civil War, during which the Puritans formed the backbone of the parliamentary side.


          


          Fragmentation


          The Puritan movement began to fracture with the calling of the Westminster Assembly in 1643. Whereas previously, the Puritan movement was associated with Presbyterians and others that sought further reforms in the Church of England, at the Westminster Assembly, it became necessary to work out the details. Doctrinally, the Assembly was able to agree to the Westminster Confession of Faith (which thus provides a good overview of the Puritan theological position, although some Puritans would reject portions of it, e.g. the Baptists rejected its teaching on infant baptism). However, the Westminster Divines were bitterly divided over questions of church polity, and divided into factions supporting moderate episcopacy, presbyterianism, congregationalism, and Erastianism. Although the Assembly eventually decided on presbyterianism, the fact that Oliver Cromwell was an Independent who favoured religious toleration meant that presbyterianism was never imposed on the Church of England, resulting in the English Interregnum being a period of religious diversity and experimentation. At the time of the English Restoration (1660), the Church of England was also restored to its pre-Civil War constitution and the Puritans were again forced out of the Church of England by the Great Ejection of 1662. By this point, the term "Puritan" was replaced by the term Dissenter to describe those who "dissented" from the 1662 Book of Common Prayer. Forced from the Church of England, Dissenters established their own denominations in the 1660s and 1670s. The government initially attempted to suppress these organizations by the Clarendon Code. The Whigs argued that the Dissenters should be allowed to worship outside of the Church of England. This position ultimately prevailed when the Toleration Act was passed in the wake of the Glorious Revolution (1689). As a result, a number of denominations were legally organized in the 1690s. The term Nonconformist generally replaced the term "Dissenter" from the middle of the eighteenth century.


          


          Terminology


          Originally used to describe a third-century sect of strictly legalistic heretics, the word "Puritan" is now applied unevenly to a number of Protestant churches (and religious groups within the Anglican Church) from the late 16th century to the present. Puritans did not originally use the term for themselves. It was a term of abuse that first surfaced in the 1560s. "Precisemen" and "Precisions" were other early antagonistic terms for Puritans who preferred to call themselves "the godly." The word "Puritan" thus always referred to a type of religious belief, rather than a particular religious sect. To reflect that the term encompasses a variety of ecclesiastical bodies and theological positions, scholars today increasingly prefer to use the term as a common noun or adjective: "puritan" rather than "Puritan."


          The single theological momentum most consistently defined by the term "Puritan" was Reformed or Calvinist and led to the founding of the Presbyterian, Baptist, and Independent or Congregationalist churches; In the United States, the church and religious culture of the Puritans of the Massachusetts Bay Colony formed the basis of post-colonial American Congregationalism, specifically the Congregational Church proper. The term Puritan was used by the group itself mainly in the 16th century, though it seems to have been used often and, in its earliest recorded instances, as a term of abuse. By the middle of the 17th century, the group had become so divided that "Puritan" was most often used by opponents and detractors of the group, rather than by the practitioners themselves. As Patrick Collinson has noted, well before the founding of the New England settlement, Puritanism had no content beyond what was attributed to it by its opponents. The practitioners knew themselves as members of particular churches or movements, and not by the simple term.


          Puritans who felt that the Reformation of the Church of England had not gone far enough but who remained within the Church of England advocating further reforms are known as non-separating Puritans. (The Non-Separating Puritans differed among themselves about how much further reformation was necessary.) Those who felt that the Church of England was so corrupt that true Christians should separate from it altogether are known as separating Puritans or simply as Separatists. Especially after the Restoration (1660), non-separating Puritans were called Nonconformists (for their failure to conform to the Book of Common Prayer) while separating Puritans were called Dissenters.


          The term "puritan" is not normally used to describe any religious group after the 17th century, although several groups might be called "puritan" because their origins lay in the Puritan movement. For example, in the late seventeenth century, those Dissenters who had separated from the Church of England organized themselves into separate denominations ( Presbyterians, Congregationalists, and Baptists), particularly after the Act of Toleration of 1689 made it legal to worship outside the Church of England. The non-separating Puritans who remained within the Church of England had by the early eighteenth century come to be known as the Low Church wing of the Church of England.


          The term "puritan" might be used by analogy (usually unfavorably) to describe any group that shares a commitment to the Puritans' strong commitment to the purity of worship, of doctrine, or of personal or group morality.


          


          History


          


          Background, to 1559


          
            [image: Thomas Cranmer (1489-1556), Archbishop of Canterbury, who became increasingly Calvinist throughout the 1540s. While Cranmer had been clean-shaven in his earlier years, it is said that he grew his beard to mourn the death of Henry VIII.]

            
              Thomas Cranmer (1489-1556), Archbishop of Canterbury, who became increasingly Calvinist throughout the 1540s. While Cranmer had been clean-shaven in his earlier years, it is said that he grew his beard to mourn the death of Henry VIII.
            

          


          The English Reformation, begun in the reign of Henry VIII of England, was initially influenced by a number of reforming movements on the continent: Erasmian, Lutheran, and Reformed, while the practice of the Church of England continued to display many similarities with Roman Catholicism. In the reign of Henrys son, Edward VI of England, the English Reformation began to take on a more distinctly Calvinist tone. This was particularly the case because, shortly after Edward ascended the throne, the forces of the Schmalkaldic League were defeated at the Battle of Mhlberg by the forces of Charles V, Holy Roman Emperor, which led to a number of leading Reformed churchmen seeking refuge in England. The refugees included Peter Martyr Vermigli (who became Regius Professor of Divinity at Oxford University), Martin Bucer (who became Regius Professor of Divinity at Cambridge University), and John a Lasco (who became head of the stranger churches).


          All three of these men influenced Englands leading Protestant reformer, Archbishop of Canterbury Thomas Cranmer, the primate of the Church of England. On the issue of the eucharist (probably the most contentious theological issue of the day), Cranmer came to adopt the Reformed, rather than the Lutheran position. (At his trial, Cranmer said that he was influenced in this regard by Nicholas Ridley, Bishop of London, who in turn said that he was most influenced that the Calvinists were correct through his study of Ratramnus.) Cranmers views are important because he wrote his opinion into the Book of Common Prayer, which he revised several times during Edwards reign. The 1552 version, in particular, incorporated many of Martin Bucers suggestions, as did the 1552 Forty-Two Articles. Thus, by 1552, the Church of England had moved decisively towards the Reformed camp, although its worship still retained several elements which had been changed by the continental Reformed churches (including the keeping of Lent, allowing the baptism of infants by midwives, retaining the custom of the churching of women, requiring the clergy to wear vestments, and requiring kneeling at Communion).
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          Of all the debates about the extent of reforms in England, the one which would ultimately prove to have the longest staying power was the debate about whether the clergy should be required to wear vestments. In his 1550 Lenten sermons before the king, John Hooper called for the elimination of vestments. Later that year, Hooper was to be appointed Bishop of Gloucester, but refused on the grounds that he would be required to wear vestments. Called before the English privy council, a deal was worked out whereby Hooper could be excused from wearing vestments, provided he allowed the clergy under him to wear vestments if they saw fit. Cranmer ordered Nicholas Ridley to perform the consecration of Hooper as Bishop of Gloucester on the basis of the deal worked out in the Privy Council; Ridley, however, refused, on the grounds that such a consecration would violate the ordinal of the Book of Common Prayer, which, since it had been passed by the English Parliament and signed by the king, was the law of the land. This disagreement led to a subsequent October 1550 debate between Hooper and Ridley which formed the basis of the Vestments Controversy (also known as the "Vestiarian Controversy"). In December, Hooper was placed under house arrest for refusing to be consecrated as a bishop, which was a crime under the terms of the 1549 Act of Uniformity. In January 1551, Peter Martyr Vermigli visited Hooper to encourage him to wear vestments, and John Calvin wrote him a letter saying that, while he agreed with Hoopers position on vestments, the issue was not a big enough deal to justify his refusing the bishopric.
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          As such, in February, Hooper ended his resistance, and he was subsequently consecrated as Bishop of Gloucester in March 1551.


          Throughout the reign of Edward VI, the Church of England had been steadily moving toward the Reformed position. This was halted in 1553, when Edward died and his Catholic half-sister assumed the throne as Mary I of England. Mary determined to end the English Reformation and restore the Church of England to full communion with the Church of Rome, and therefore instituted a series of persecutions of Protestants known as the Marian Persecutions, which saw Thomas Cranmer, Nicholas Ridley, John Hooper, and many other prominent English Protestants burned at the stake.


          As a result of the persecution, roughly 800 English Protestants went into exile. Unwelcome in German Lutheran territories, they established English Protestant congregations in Emden, Wesel, Frankfurt, Strasbourg, Zurich, Basel, Geneva, and Aarau. Most of these churches continued to follow the 1552 Book of Common Prayer, but the Frankfurt congregation, under the leadership of John Knox, felt that the 1552 Book of Common Prayer was insufficiently reformed, and therefore worshiped according to a liturgy drawn up by Knox, known as the Book of Common Order. Under this liturgy, the clergy did not wear vestments, which led to a renewal of the Vestments Controversy between the Frankfurt congregation and the other English Marian exiles.


          


          Reign of Elizabeth I, 1559-1603


          


          The Elizabethan Religious Settlement, 1559


          In 1559, Queen Mary died, and her half-sister, Elizabeth became Queen of England. Elizabeth had been raised as a Protestant in the household of Catherine Parr and upon her ascension to the throne, Elizabeth was determined to reverse Mary's policies and make England a Protestant nation. The first year of Elizabeth's reign was a difficult one: on the one hand, the Marian exiles on the continent returned to England, expecting to thoroughly reform the Church of England; on the other hand, a large proportion of the population and the political nation of England had supported Mary's Catholic policies. The result in 1559 was a compromise between the two positions, known as the Elizabethan Religious Settlement, which attempted to make England Protestant without totally alienating the portion of the population that had supported Catholicism under Mary. While the Elizabethan Settlement proved acceptable to the vast majority of the English nation, there remained minorities at either extremes who were dissatisfied with the state of the Church of England - deeply committed Catholics complained that the Church of England had strayed too far from the Church of Rome, while deeply committed Protestants complained that the Church of England retained far too many remnants of Roman Catholicism and was therefore in need of "further reform". This cry for "further reform" in the 1560s was the basis of the Puritan Movement.


          The Church of England under Elizabeth was broadly Reformed in nature: Elizabeth's first Archbishop of Canterbury, Matthew Parker had been the executor of Martin Bucer's will, and his replacement, Edmund Grindal had carried the coffin at Bucer's funeral. During the 1560s and 1570s, the works of John Calvin were the most widely disseminated publications in England, while the works of Theodore Beza also enjoyed immense popularity. As a result, the bishops who opposed Puritanism in the sixteenth and early-seventeenth century were themselves thoroughly Calvinist.


          


          Matthew Parker, Archbishop of Canterbury, 1559-1575
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          The Return of the Vestiarian Controversy, 1563-1569


          At the first Convocation of the English Clergy of Elizabeth's reign, held in 1563, the Puritan faction of the Church of England set out its desires for further reforms: 1) a reduction in the number of saints' days; 2) the elimination of vestments; 3) the elimination of kneeling at communion; 4) the elimination of "emergency baptism" of sickly newborns; and 5) the elimination of organs from churches. The Puritan faction achieved none of its goals at the 1563 Convocation, though many Puritan clergymen introduced these reforms in their congregations on their own initiative in the following years. For example, at Cambridge, William Fulke convinced his students not to wear their surplices and to hiss at those students who wore their surplices.


          In this situation, Archbishop Parker published a set of Advertisements, requiring uniformity in clerical dress. The Puritan faction objected loudly, and appealed to the continental reformers to support their cause. Unfortunately for the Puritans many of the continental reformers felt that the Puritans were just making trouble - for example, in a letter to Bishop Grindal, Heinrich Bullinger accused the Puritans of displaying "a contentious spirit under the name of conscience". Grindal proceeded to publish the letter without Bullinger's permission. Theodore Beza was more supportive of the Puritan position, though he did not intervene too loudly because he feared angering the queen and he wanted the queen to intervene in France on behalf of the Huguenots. In response to clergymen refusing to wear their vestments, 37 ministers were suspended. In response, in 1569, some ministers began holding their own services, the first example of Puritan separatism.


          


          The Admonition to the Parliament (1572) and the Demand for Presbyterianism


          Throughout the 1560s, England's return to Protestantism had remained tentative, and large numbers of the people remained committed to Catholicism and sought a return to Catholicism. Three events around 1570 led to a re-enforcement of Protestantism: (1) The Rising of the North, when the northern earls revolted, demanding a return to Catholicism; (2) Pope Pius V issued the bull Regnans in Excelsis, absolving Catholics of their duty of allegiance to Elizabeth; and (3) the Ridolfi plot sought to replace Elizabeth with the Catholic Mary, Queen of Scots. In response to this Catholic rebelliousness, the English government took several measures to shore up the Protestantism of the regime: (1) all clergymen were required to subscribe to the Thirty-Nine Articles; (2) all laity were required to take communion according to the rite of the Book of Common Prayer in their home parish at least once a year; and (3) it became a treasonable offense to say that the queen was a heretic or a schismatic.
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          In this pro-Protestant, anti-Catholic environment, the Puritan faction sought to push further reforms on the Church of England. John Foxe and Thomas Norton presented a reform proposal initially drawn up under Edward VI to Parliament. Elizabeth quickly killed this proposal, however, insisting on adherence to the 1559 religious settlement. Meanwhile, at Cambridge, professor Thomas Cartwright, a long-time opponent of vestments, offered a series of lectures in 1570 on the Book of Acts in which he called for the abolition of episcopacy and the creation of a presbyterian system of church governance in England.


          Puritans were further dismayed when they learned that the bishops had decided to merge the vestiarian controversy into the requirement that clergy subscribe to the Thirty-Nine Articles: at the time they swore their allegiance to the Thirty-Nine Articles, the bishops also required all clergymen to swear that the use of the Book of Common Prayer and the wearing of vestments are not contrary to Scripture. Many of the Puritan clergymen were incensed at this requirement. A bill authorizing the bishops to permit deviations from the Book of Common Prayer in cases where the Prayer Book required something contrary to a clergyman's conscience was presented and defeated at the next parliament.


          Meanwhile, at Cambridge, Vice-Chancellor John Whitgift moved against Thomas Cartwright, depriving Cartwright of his professorship and his fellowship in 1571.


          Under these circumstances, in 1572, two London clergymen - Thomas Wilcox and John Field - penned the first classic expression of Puritanism, their Admonition to the Parliament. According to the Admonition, the Puritans had long accepted the Book of Common Prayer, with all its deficiencies, because it promoted the peace and unity of the church.
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          However, now that the bishops were requiring them to subscribe to the Book of Common Prayer, the Puritans felt obliged to point out the popery and superstition contained in the Prayer Book. The Admonition went on to call for more thorough church reforms, modeled on the reforms made by the Huguenots or by the Church of Scotland under the leadership of John Knox. The Admonition ended by denouncing the bishops and calling for the replacement of episcopalianism with presbyterianism.


          The Admonition to Parliament set off a major controversy in England. John Whitgift wrote an Answer denouncing the Admonition which in turn led to Thomas Cartwright's Replye to An Answere Made of M. Doctor Whitgift Agaynste the Admonition to the Parliament (1573), a second Puritan classic. Cartwright argued that a properly reformed church must contain the four orders of ministers identified by Calvin: teaching elders, ruling elders, deacons, and theological professors. Cartwright went on to denounce the subjection of any minister in the church to any other minister in the strongest possible terms. In a Second Replye, Cartwright was even more forceful, arguing that any preeminence accorded to any minister in the church violated divine law. Furthermore, he went on to assert that a presbyterian hierarchy of presbyteries and synods was required by divine law.


          In 1574, an ally of Cartwright's, Walter Travers published a Full and Plaine Declaration of Ecclesiasticall Discipline, setting forth a scheme of reform in greater detail than Cartwright had.


          The government moved against all three of these Puritan leaders: John Field and Thomas Wilcox were imprisoned for a year, while Thomas Cartwright fled to exile on the continent to avoid such a fate. In the end, however, the number of clergymen who refused to subscribe to the bishops' requirements proved to be too large, and a number of qualified subscriptions were allowed.


          


          Edmund Grindal, Archbishop of Canterbury, 1575-1583


          The reign of Edmund Grindal as Archbishop of Canterbury (1575-1583) was relatively tranquil compared to that of his predecessor, mainly because the movement had been so effectively stifled during Archbishop Parker's tenure.


          The major issue during Grindal's archiepiscopate came in 1581, when Robert Browne and his congregation at Bury St Edmunds withdrew from communion in the Church of England, citing the Church of England's dumb (i.e. non-preaching) ministry, and the lack of proper church discipline. Browne and his followers, known as the Brownists, were forced into exile in the Low Countries. There, they were encouraged by Thomas Cartwright, who was now serving as minister to the Merchant Adventurers at Middelburg. However, Cartwright argued that while the Church of England might be flawed, the Brownists were incorrect in separating from it (i.e. he opposed separatism). Like the vast majority of Puritans, Cartwright advocated further reforms to the Church of England, while rejecting the separatism of the Brownists.


          A second Puritan development under Grindal was the rise of the Puritan conventicle, modeled on the Zurich Prophezei (Puritans learned of the practice through the congregation of refugees from Zurich established in London), where ministers met weekly to discuss "profitable questions." These "profitable questions" included the correct use of the Sabbath, a sign of the growth of the characteristically English Sabbatarianism of the English Puritans. The queen objected to the growth of the conventicling movement and ordered Archbishop Grindal to suppress the movement. Archbishop Grindal refused, citing I Cor. 14. As a result of his disobedience, Grindal was disgraced and placed under virtual house arrest for the rest of his tenure as Archbishop of Canterbury. However, because of his actions, the conventicles resumed after a brief period of suspension.


          


          John Whitgift, Archbishop of Canterbury, 1583-1604


          As we saw above, John Whitgift had been a vocal opponent of Thomas Cartwright. He believed that the matter of church governance was adiaphora, a "matter indifferent", and that the church should accommodate its governance style to the style of government in the state in which the church was located. The Church of England was located in a monarchy, so the church should adopt an episcopal style of government.


          


          Renewed calls for Presbyterianism
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          The years 1583-1585 saw the brief ascendancy in Scotland of James Stewart, who claimed the title of Earl of Arran. This period saw Scotland pass the Black Acts, which outlawed the Second Book of Discipline. As a response, many Scottish ministers, including Andrew Melville, sought refuge in England. These refugees participated in the English conventicles (as did John Field, now released from prison) and convinced many English Puritans that they should renew their fight to establish presbyterianism in England. As such, in the 1584 Parliament, Puritans introduced legislation to replace the Book of Common Prayer with the Genevan Book of Order and to introduce presbyterianism. This effort failed.


          At this point, John Field, Walter Travers, and Thomas Cartwright were all free and back in England and determined to draft a new order for the Church of England. They drafted a Book of Discipline, which circulated in 1586, and which they hoped would be accepted by the 1586 Parliament. Again, the Puritan effort failed in Parliament.


          


          Martin Marprelate, 1588-89, and response


          In 1588-89, a series of virulently anti-episcopal tracts were published under the pseudonym of Martin Marprelate. These Marprelate tracts, published by Welsh publisher John Penry, denounced the bishops as agents of Antichrist, the strongest possible denunciation for Christians. The Marprelate tracts called the bishops "our vile servile dunghill ministers of damnation, that viperous generation, those scorpions."


          Unforunately for the Puritans, the mid- to late-1580s saw a number of the defenders of the Puritans in the English government die: Francis Russell, 2nd Earl of Bedford in 1585; Robert Dudley, 1st Earl of Leicester in 1588; and Francis Walsingham in 1590. In these circumstances, Richard Bancroft (John Whitgift's chaplain) led a crackdown against the Puritans. Cartwright and eight other Puritan leaders were imprisoned for eighteen months, before facing trial in the Star Chamber. The conventicles were disbanded.


          Some Puritans followed Robert Browne's lead and withdrew from the Church of England. A number of those separatists were arrested in the woods near Islington in 1593, and John Greenwood and Henry Barrowe were executed for advocating separatism. Followers of Greenwood and Barrowe fled to the Netherlands, and would form the basis of the Pilgrims, who would later found the Plymouth Colony.


          1593 also saw the English parliament pass the Religion Act (35 Elizabeth c. 1) and the Popish Recusants Act (35 Elizabeth c. 2), which provided that those worshiping outside the Church of England had 3 months in which to either conform to the Church of England or else abjure the realm, forfeiting their lands and goods to the crown, with failure to abjure being a capital offense. Although these acts were directed against Roman Catholics who refused to conform to the Church of England, on their face they also applied to many of the Puritans. Although no Puritans were executed under these laws, they remained a constant threat and source of anxiety to the Puritans.


          


          The Drive to Create a Preaching Ministry
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          One of the most important aspects of the Puritan movement was its insistence on having a preaching ministry throughout the country. At the time of the Elizabethan Religious Settlement, less than 10% of the 40,000 English parish clergy was licensed to preach. (Since the time of the repression of the Lollards in the 14th century, it had been illegal for an ordained parish priest to preach to his congregation without first obtaining a license from his bishop.) Elizabeth herself had been no fan of preaching and preferred a church service focused on the Prayer Book liturgy. However, many of Elizabeth's bishops did support the development of a preaching ministry, and aided by wealthy laymen, were able to dramatically expand the number of qualified preachers in the country. For example, Sir Walter Mildmay founded Emmanuel College, Cambridge in 1584 to promote the training of preaching ministers. Frances Sidney, Countess of Sussex similarly founded Sidney Sussex College, Cambridge in 1596. Emmanuel and Sidney Sussex became the homes of academic Puritanism.
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          Although the number of preachers increased dramatically over the course of Elizabeth's reign, there were still not enough preachers to go around. A layman who wanted to hear a sermon might have to travel to another parish in order to find one with a preaching minister. When he got there, he might find that the preaching minister had shortened the Prayer Book service to allow more time for preaching. And, as a trained minister, when he did pray, he was more likely to offer an extemporaneous prayer instead of simply reading the set prayer out of the Prayer Book. Thus we see two different styles developing in the Church of England: a traditional style, focused on the liturgy of the Book of Common Prayer; and the Puritan style, focused on preaching, with less ceremony and shorter or extemporaneous prayers.


          


          The rise of "experimental predestinarianism"


          Following the suppression of Puritanism in the wake of the Marprelate Tracts, Puritans in England assumed a more low-key approach in the 1590s. Ministers who favoured further reforms increasingly turned their attention away from structural reforms to the Church of England, instead choosing to focus on individual, personal holiness. Theologians such as William Perkins of Cambridge continued to maintain the rigorously high standards of previous Puritans, but now focused their attention on improving individual, as opposed to collective, righteousness. A characteristic Puritan focus during this period was for more rigorous keeping of the Christian Sabbath. William Perkins is also credited with introducing Theodore Beza's version of double predestination to the English Puritans, a view which he popularized through the use of a chart he created known as "The Golden Chain".
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          In 1970, R. T. Kendall labeled the form of religion practiced by William Perkins and his followers as experimental predestinarianism, a position which Kendall contrasted with credal predestinarianism. Kendall identified credal predestinarians as anyone who accepts the Calvinist teaching on predestination. Experimental predestinarians, however, went beyond merely adhering to the doctrine of predestination, but in fact taught that it was possible for individuals to know experimentally that one is saved, a member of God's elect predestined for eternal life. (The credal predestinarians believed that only some group was destined for eternal life, but that it was impossible in this life to identify who is elect and who is reprobate.) Puritans who adopted Perkins' brand of experimental predestinarianism felt pressure, once they had undergone a religious process to attain knowledge of their election, to seek out like-minded individuals who had undergone similar religious experiences.


          In time, some Puritan clergymen and laity, who increasingly referred to themselves as "the godly", began to view themselves as distinct from the regular members of the Church of England, who had not undergone an emotional conversion experience. At times, this tendency led for calls for "the godly" to separate themselves from the Church of England. While the majority of Puritans remained "non-separating Puritans", they nevertheless came to constitute a distinct social group within the Church of England by the turn of the seventeenth century. In the next reign, "the Puritan" as a type was common enough that playwright Ben Jonson could satirize Puritans in the form of the characters Tribulation and Ananais in The Alchemist (1610) and Zeal-of-the-land Busy in Bartholomew Fair (1614).


          


          Reign of James I, 1603-1625


          


          The Millenary Petition (1603) and the Hampton Court Conference (1604)


          Elizabeth I died in March 1603, whereupon James VI of Scotland, who had been King of Scots since the abdication of his mother, Mary, Queen of Scots in 1567 (when James was 1 year old), inherited the English throne. James had had little contact with his mother and was raised by guardians in the Presbyterian Church of Scotland. John Knox had led the Scottish Reformation, beginning in 1560, and the Church of Scotland looked broadly like the type of church that the Puritans wanted in England. As such, the Puritans hoped that the further reforms which had been blocked under Elizabeth could now be carried out under the new king. They were somewhat worried because in his 1599 book Basilikon Doron, the king had had harsh words for Puritans. However, his criticisms seemed directed at the most extreme of the Puritans and it seemed likely that the king would agree to at least the more moderate Puritan reforms.


          Thus, throughout 1603, Puritan ministers collected signatures for a petition, known as the Millenary Petition because it was signed by 1,000 Puritan ministers. The Petition was careful not to challenge the royal supremacy in the Church of England, and called for a number of moderate church reforms to remove ceremonies perceived as overly popish: 1) the use of the sign of the cross in baptism (which Puritans saw as superstitious); 2) the rite of confirmation (which Puritans criticized because it was not found in the Bible); 3) the performance of baptism by midwives (which Puritans argued was based on a superstitious belief that infants who died without being baptized could not go to heaven); 4) the exchanging of rings during the marriage ceremony (again seen as unscriptural and superstitious); 5) bowing at the Name of Jesus during worship (again seen as superstitious); 6) the requirement that clergy wear vestments (see above); and 7) the custom of clergy living in the church building. The Petition argued that a preaching minister should be appointed to every parish (instead of one who simply read the service from the Book of Common Prayer). In opposition to Archbishop Whitgift's policy that clergy must subscribe to the Book of Common Prayer and the use of vestments, the Petition argued that ministers should only be required to subscribe to the 39 Articles and the royal supremacy. Finally, the Petition called for the ending of episcopacy, and the setting up of a presbyterian system of church governance.
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          James I, who had studied theology, and who enjoyed debating theological points, agreed to hold a conference at Hampton Court Palace, where supporters and opponents of the Millenery Petition could debate the merits of reforms to the church. After being postponed due to an outbreak of the plague, the Hampton Court Conference was held in January 1604. The king chose four Puritans to represent the Puritan cause: John Rainolds (president of Corpus Christi College, Oxford), Laurence Chaderton (master of Emmanuel College, Cambridge), Thomas Sparks, and John Knewstubs. Archbishop Whitgift led a delegation of eight bishops (including Whitgift's protege, Richard Bancroft, Bishop of London), seven deans, and two other clergymen in opposition to the Puritans.


          At the first meeting of the Hampton Court Conference, held January 14, James met only with Archbishop Whitgift's party. On the second day, January 16, he met with the Puritans - this day of the conference ended badly for the Puritans when John Rainolds mentioned the Puritan proposal for creating presbyteries in England. James had long regarded bishops (who were appointed by the monarch) as the main instrument of royal power in the church, and viewed the proposal to replace bishops with presbyteries as an attempt to diminish his power in the church. As such, James issued his famous maxim "No bishop, no king!" on this occasion, before ending the day's meeting early. On January 18, the king initially met with Whitgift's party and an assemblage of ecclesiastical lawyers, before calling in the Puritans to hear his verdict. James declared that the use of the Book of Common Prayer was to continue, and made no provisions for a preaching ministry. He did, however, approve a few changes in the Book of Common Prayer: 1) the mention of baptism by midwives was to be eliminated; 2) the term " absolution" (which Puritans associated with the Catholic sacrament of penance, which was rejected by Protestants) was replaced by the term "remission of sins"; 3) confirmation was renamed "laying on of hands" to dissociate it from its Catholic sacramental meaning; and 4) a few other minor changes. James also announced that he agreed to support the Puritan project for a new, authorized translation of the Bible, thus setting the stage for the production of the Authorized King James Version of the Bible, which would ultimately be published in 1611.


          


          Richard Bancroft, Archbishop of Canterbury, 1604-1610


          The Puritans were further disappointed when, following the death of John Whitgift, James selected Richard Bancroft as his replacement as Archbishop of Canterbury. Bancroft had argued against the Puritans at the Hampton Court Conference, and his selection signaled that James would not be willing to go ahead with any further reforms. Shortly after his selection, Bancroft presented a book of canons to the Convocation of the English Clergy - these canons received royal approval and as such became part of the Church of England's canon law. This outraged the Parliament of England, which in 1559 had passed the Act of Uniformity approving the Book of Common Prayer, and which claimed that Parliament, not Convocation, was the only body authorized to pass new canon law. The Puritans, who opposed Bancroft's book of canons, argued that the bishops were attempting to aggrandize themselves at the Parliament's expense. In the end, James acceded to Parliament's demand, and withdrew the book of canons. The 1604 parliament marks the first time that the Puritans had allied themselves with the cause of Parliament over against the cause of the bishops. Over the next several decades, this alliance would become one of the most pronounced features of English politics, and would form the basis of the divisions in the English Civil War in the 1640s.


          The discovery of the Gunpowder Plot (a plot by Guy Fawkes to kill the king and parliament by bombing the State Opening of Parliament in order to restore Catholicism in England) led to a period of particularly virulent anti-Catholicism. Since the Puritans were the most passionately anti-Catholic group in England, they enjoyed some cachet in this period. Nevertheless, their reform proposals were always successfully blocked by Archbishop Bancroft.


          


          George Abbot, Archbishop of Canterbury, 1611-1633


          
            [image: George Abbot (1562-1633), Archbishop of Canterbury, whom some historians have called "the Puritan Archbishop."]

            
              George Abbot (1562-1633), Archbishop of Canterbury, whom some historians have called "the Puritan Archbishop."
            

          


          Following Archbishop Bancroft's death in 1610, James chose George Abbot as his successor. James had been trying to bring the Church of England and the Church of Scotland closer together, in the hope that the two churches might eventually merge. James re-introduced bishops (abolished at the time of the Scottish Reformation) into the Church of Scotland, though with less power than bishops elsewhere, with the Scottish bishops serving essentially as the permanent chairman of their presbytery (so that the presbyterian structure of the church was essentially maintained). In 1608, Abbot had impressed James after he accompanied George Home, 1st Earl of Dunbar to Scotland as part of his efforts to unify the English and Scottish churches, and James had named Abbot Bishop of Lichfield in 1609. James intended Abbot's appointment as Archbishop of Canterbury to further his project of unifying the English and Scottish churches.


          While every Archbishop of Canterbury since Matthew Parker had been a Calvinist, Abbot is generally regarded as "The Calvinist Archbishop" or even as "The Puritan Archbishop", and is the closest the Puritans ever got to seeing an Archbishop of Canterbury endorse their proposals. (The one issue on which Abbot was distinctly non-Puritan was the issue of episcopacy - Abbot was one the most vocal proponents of the doctrine of Apostolic Succession in the Church of England.)


          


          The Book of Sports Controversy, 1617


          As has been noted earlier, one of the characteristic features of the Puritan movement was an insistence on a strict keeping of the Christian Sabbath on Sundays. (Of all the Reformed movements on the continent, none ever came anywhere close to the Puritans' extreme Sabbatarianism.) The Puritans insisted that the Fourth Commandment (which Catholics and Lutherans regard as the Third Commandment) of the Ten Commandments required not only that no work be performed on Sundays, but also that the entire day should be dedicated to the worship of God.


          It had long been a custom in England that Sunday mornings were dedicated to Christian worship, and were then followed by sports and games on Sunday afternoons. The Puritans loudly objected to the practice of Sunday sports, believing that playing games on the Sabbath constituted a violation of the Fourth Commandment.
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          In the early seventeenth century, Puritans came to dominate several localities and managed to succeed in banning Sunday sports. In 1617, in Lancashire, there was a particularly intense quarrel between the Puritans and the local gentry (many of whom were Catholic recusants) over the issue of Sunday sports. In response to the controversy raging in his diocese, Thomas Morton, Bishop of Chester, asked the king for a ruling on the propriety of Sunday sports.


          In response to Bishop Morton's request, King James issued the Book of Sports, a declaration declaring that it was lawful to play some sports on Sundays, but not others. Criticizing the opinions of "puritans and precise people", the Book listed archery, dancing, " leaping, vaulting, or any other such harmless recreation" as permissible sports for Sundays. It forbade bear-baiting, bull-baiting, "interludes" and bowling.


          Needless to say, the Book of Sports was very controversial among the Puritans. The king commanded all Anglican ministers to read the Book of Sports to their congregations, but Archbishop Abbot, a supporter of Sabbatarianism, ordered his clergy not to read the Book of Sports.


          


          The Five Articles of Perth, 1618


          As part of his policy of moving the English and Scottish churches closer together, in 1618, King James proposed the Five Articles of Perth, which imposed English practices on the Scottish church. The Five Articles required 1) kneeling at Communion; 2) provisions allowing for private baptism; 3) provisions allowing reservation of the sacrament for the ill; 4) only a bishop was allowed to administer the rite of confirmation; and 5) the Church of Scotland, which had previously abolished all holy days, was obliged to accept some holy days.


          The Five Articles of Perth were ultimately accepted by the General Assembly of the Church of Scotland, though a sizable minority of Scottish Presbyterians objected. The Articles of Perth were also distressing for English Puritans - the Puritans had hoped that the Church of England would be reformed to be brought in line with the practice of the Church of Scotland. Instead, the Articles of Perth appeared to English Puritans to be heading in the wrong direction, by forcing English errors on the Church of Scotland.


          


          Controversy over the Spanish Match, 1623-1624
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          King James saw himself as the potential peacemaker of Europe, and his propaganda portrayed him as the modern Solomon. In addition to attempting to reconcile the Church of Scotland and the Church of England, James hoped that he would be able to reconcile Catholic and Protestant Europe. (This is part of the reason why he favoured the Church of England over the Church of Scotland while pursuing his reforms - he felt that the Church of England could provide a model middle ground, and that both Catholics and Protestants would be able to accept churches modeled after the Church of England. In this regard, he subscribed to the theory that the Church of England represented a via media, a middle way between Protestantism and Catholicism, a view first propounded by Richard Hooker in the reign of Elizabeth I.) As such, when his son Charles became old enough to marry, James mused about marrying Charles to a Catholic princess in order to further his reconciliation of Catholicism and Protestantism.


          James' opinions about the possibility of a reconciliation of Catholicism and Protestantism were challenged by the outbreak of the Thirty Years' War in 1618, a war which would prove to be the biggest Protestant-Catholic war since the sixteenth century (which had seen the Schmalkaldic War, the French Wars of Religion, etc.) and which thus signaled the end of two decades of relative Catholic-Protestant peace. The outbreak of the Thirty Years' War was particularly tragic for James since it was caused by the actions of his son-in-law Frederick V, Elector Palatine, who was married to James' daughter Elizabeth.


          With the outbreak of war against the Catholics, English Protestants - and especially the English Puritans - demanded that James intervene on behalf of his son-in-law. James initially refused, but after Fredrick was ousted as King of Bohemia by Ferdinand II, Holy Roman Emperor in 1620, the clamor for English intervention grew so loud that James was forced to call a parliament to raise funds to support an expedition on behalf of Frederick (the first parliament James had called since the 1614 Addled Parliament). Unfortunately for James, Parliament, ably led by Edward Coke, refused to grant adequate funds for this expedition unless the king agreed that his son would marry a Protestant. James responded that Parliament had no business interfering in matters of royal prerogative. Parliament responded by passing a protest, asserting its ancient rights. At the urging of his favourite, George Villiers, 1st Duke of Buckingham, and of the Spanish ambassador Diego Sarmiento de Acua, conde de Gondomar, James tore this protest out of the record book and dissolved Parliament.


          Buckingham had gained considerable influence, not only over James, but also over Prince Charles. In 1623, he convinced the 23-year-old Prince Charles that England should ally with Spain and that Prince Charles should marry a Spanish princess. The two thus sailed for Spain so that Charles could court Maria Anna of Spain, daughter of Philip III of Spain. This proposed marriage is known to history as the Spanish Match. The Spanish Match was wildly unpopular among English Protestants, and allowed the Puritans a great deal of credibility. Puritans argued that the Spanish Match was part of a plot to restore England to Catholicism, a position that was deeply unpopular in England. As such, when James called another parliament in 1623, the anti-Catholic outpouring was so virulent that it was obvious the parliament would agree to none of the king's requests. Meanwhile, in Spain, the Spanish insisted that they would only agree to the Spanish Match if Charles agreed to convert to Catholicism and agree to spend a year receiving Catholic instruction in Spain. Under the circumstances, Charles ultimately declined the Spanish Match in 1624. His return to England was greeted with widespread celebrations and treated as a national holiday, celebrating the fact that the Spanish Match had not occurred.


          In response to his rebuff by Spain, Charles came to favour alliance with France and war with Spain. At the Puritan-dominated 1624 parliament, the parliament impeached Lionel Cranfield, 1st Earl of Middlesex, the minister most associated with advocacy in favour of the Spanish Match. The parliament agreed to fund a war with Spain in principle, though they did not actually allocate funding for the war.


          


          


          The rise of the Arminian party and the New Gagg controversy (1624)


          As noted earlier, King James had been a doctrinal Calvinist all his life. Therefore, when the Quinquarticular Controversy broke out in the Dutch Republic in the years following the death of theologian Jacobus Arminius in 1609, James naturally supported the Calvinist Gomarists against the Arminian Remonstrants. James handpicked the British delegates to the 1618 Synod of Dort (whose five canons form the basis of the Five Points of Calvinism) and concurred in the outcome of the Synod.


          However, as James was increasingly faced with Puritan opposition (over the Book of Sports, the Five Articles of Perth, the Spanish Match, etc.), he grew disillusioned with the Puritans, and began to seek out Church of England clergymen who would be more supportive of his ecumenical ecclesiastical plans.


          Since the reign of Elizabeth, England had contained a number of theologians who opposed the extreme predestinarian views in the high Calvinism propounded by Theodore Beza and accepted by the Puritans. For example, Peter Baro, the Lady Margaret's Professor of Divinity at the University of Cambridge had opposed Archbishop Whitgift's attempts to impose the Calvinistic Lambeth Articles on the Church of England in 1595. Several of Baro's disciples at Cambridge - notably Lancelot Andrewes, John Overall, and Samuel Harsnett - had repeated Baro's criticisms of predestination in terms roughly equivalent to those propounded by Arminius. As such, when James was looking for anti-Puritan allies, he found this party willing, and, although few members of this party actually accepted the Arminian position tout court, they were quickly labeled "the Arminian party" by the Puritans.


          This came to a head in 1624, when a hitherto obscure Cambridge scholar, Richard Montagu, obtained royal permission to publish A New Gagg for an Old Goose. The book was framed as a rebuttal of a Catholic critique of the Church of England. In response, Montagu argued that the Calvinist positions objected to were held only by a small, Puritan minority in the Church of England, and that the vast majority of clergy in the Church of England rejected high Calvinism. A New Gagg was incredibly important in the history of the Puritans in that it marked the first time the Puritans had ever been associated with a doctrinal position (as opposed to a question of proper practice). For example, George Carleton, Bishop of Chichester, who had been an English delegate at the Synod of Dort, was shocked to find his doctrinal position being equated with Puritanism.


          


          Reign of Charles I, 1625-1649


          


          Laudianism adopted as government policy


          Prince Charles became King of England upon the death of his father in 1625. Charles was deeply distrustful of the Puritans (who had led a sustained opposition to his father's ecclesiastical policies), seeing them as rebellious (Charles, like his father,believed in the Divine Right of Kings). During the latter years of his reign, James, rebuffed by Parliament, had increasingly come to rely on clergymen of the "Arminian party" as political advisors and administrators. Charles accelerated this tendency. Charles had no particular interest in theological questions such as the doctrine of predestination, but he preferred the "Arminians'" emphasis on order, decorum, uniformity, and spectacle in Christian worship. He also appreciated their political point of view. In their preaching, the Arminians / Laudians endorsed the Divine Right of Kings. They argued that the king was appointed by God and was therefore responsible only to God for his actions. They argued that Parliament had a duty to pass the taxes which the king wanted because of their religious obligation to be obedient subjects of the king: this opinion flattered the king, and infuriated parliamentarians. The Laudians cast doubt on the political loyalties of the Puritans: had not Calvinists always proven themselves to be disloyal subjects? The Laudians pointed to the Scottish Reformation, which had been accomplished through open rebellion against Mary, Queen of Scots, and to the French Monarchomachs who openly defended tyrannicide. They argued that the Puritans were secretly opposed to royal power and would rebel at the first opportunity.
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          Besides the Duke of Buckingham, Charles' closest political advisor was William Laud, the Bishop of St David's, whom Charles translated to the more prestigious (and higher-paid) position of Bishop of Bath and Wells in 1626. Under Laud's influence, Charles shifted the royal ecclesiastical policy markedly. Whereas James had supported the Canons of the Synod of Dort, Charles forbade preaching on the subject of predestination altogether. Richard Montagu was made Bishop of Chichester in 1628. Whereas James had been lenient towards Puritan clergy who omitted parts of the Book of Common Prayer, Charles urged the bishops to strictly enforce compliance with the Prayer Book, and to suspend ministers who refused to comply.


          The central ideal of Laudianism (the common name for the ecclesiastical policies pursued by Charles and Laud) was the "beauty of holiness" (a reference to Psalm 29:2). This emphasized a love of ceremony and harmonious liturgy. Many of the churches in England had fallen into disrepair in the wake of the English Reformation, especially in Puritan areas, since Puritans believed it was superstitious to attempt to beautify church buildings. Laudianism, however, called for making churches beautiful. Churches were ordered to make repairs and to enforce greater respect for the church building. A policy particularly odious to the Puritans was the installation of altar rails in churches, which Puritans associated with the Catholic position on transubstantiation (the idea that Christ becomes physically present in the consecrated host): in Catholic practice, altar rails served to physically demarcate the space where Christ became incarnate in the host and only priests, acolytes, and altar boys were allowed inside the altar rail. Since the Puritans rejected the idea of transubstantiation, and professed the priesthood of all believers, they objected to creating a physical space in the church where only priests could go. Further, they argued that the practice of receiving communion while kneeling at the rail too much resembled Catholic Eucharistic adoration, which they felt was a form of idolatry (since it involved offering the honour due to God to a piece of bread). The Laudians insisted on enforcing kneeling at communion and receiving at the rail, though they denied that this involved accepting the Catholic position on these points.


          Puritans also objected to the Laudian insistence on calling members of the clergy " priests". In their minds, the word "priest" meant "someone who offers a sacrifice", and was therefore highly related in their minds to the Roman Catholic teaching that during the celebration of the Eucharist, a priest offers Christ (in the form of the communion wafer following transubstantiation) as a sacrifice. After the Reformation, the term " minister" (meaning "one who serves") was generally adopted by Protestants to describe their clergy. When the Laudians insisted on being called "priests", the Puritans were therefore highly critical, and therefore argued in favour of using the word "minister", or else simply transliterating the Koine Greek word presbyter used in the New Testament without translating it at all.


          The Puritans were also dismayed when the Laudians insisted on the importance of keeping Lent, a practice which had been enforced by the government during Catholic times (it was, for example, a crime to eat meat during Lent), but which had fallen into disfavor in England after the Reformation. Although the Laudians did not advocate legislation to enforce Lent, they themselves engaged in fasting during Lent and encouraged others to do likewise. Many Puritans therefore argued that the Laudians were thereby re-introducing a superstition Catholic practice into the Church of England. Rather than observing seasonal fasts, Puritans favored fast days specifically called by the church of the government in response to the problems of the day, rather than fast days dictated by the ecclesiastical calendar.


          


          Conflict between Charles I and the Puritans, 1625-1629


          The controversy over Richard Montagu's New Gagg was still on parliamentarians' minds when Parliament met in May 1625. Furthermore, shortly before the opening of the parliament, Charles was married by proxy to Henrietta Maria of France, the Catholic daughter of Henry IV of France (thus cementing an alliance with France in preparation for war against Spain). As such, at this parliament, Puritan MPs openly worried that Charles was preparing to restrict the recusancy laws (which Charles was, in fact, planning on doing, having agreed to do so in the secret marriage treaty he negotiated with Louis XIII of France).
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          Puritan MP John Pym launched an attack on Richard Montagu in the House of Commons. As a response, Montagu wrote a pamphlet entitled Appello Caesarem (Latin "I Appeal to Caesar") (a reference to Acts 25:10-12), in which he appealed to Charles to protect him against the Puritans. Charles responded by making Montagu a royal chaplain, signaling that he was willing to defend Montagu against Puritan opposition.


          In this atmosphere, Puritan suspicions that Charles was secretly planning to restore Roman Catholicism in England mounted. As such, the Parliament, heavily influenced by its Puritan members, was reluctant to grant Charles revenue, since they feared that any revenue granted might be used to support an army that would re-impose Catholicism on England. For example, since 1414, every English monarch had been authorized by their first Parliament to collect the customs duties of Tonnage and Poundage for the duration of their reign; the 1625 Parliament, however, voted to allow Charles to collect Tonnage and Poundage for only one year. Furthermore, when Charles wanted to intervene in the Thirty Years' War by declaring war on Spain, Parliament granted him only 140,000, a totally insufficient sum to pursue the war.


          The war with Spain went ahead (partially funded by tonnage and poundage collected by Charles even after he was no longer authorized to do so). Buckingham was put in charge of the war effort, and failed miserably. As such, in 1628, Parliament called for Buckingham's replacement, but Charles stuck by Buckingham. Parliament went on to pass the Petition of Right, a declaration of Parliament's rights. Charles accepted the Petition, though this did not lead to a change in his behaviour.


          In August 1628, Buckingham was assassinated by a disillusioned soldier, John Felton. The nation responded with spontaneous celebration, which angered Charles.


          When Parliament resumed sitting in January 1629, Charles was met with outrage over the case of John Rolle, an MP who had been prosecuted for failing to pay Tonnage and Poundage even though Charles had agreed to "no taxation without representation" (to use a slogan from a later era) in the Petition of Right. John Finch, the Speaker of the House of Commons, was famously held down in the Speaker's Chair in order to allow the House to pass a resolution condemning the king.


          Charles was so outraged by Parliament's opposition to his policies that he determined to rule without ever calling a parliament again, thus initiating the period known as his Personal Rule (1629-1640), which his enemies termed the Eleven Years' Tyranny. This period also saw the ascendancy of Laudianism in England (see previous section), which led Puritan critics to term this period the Caroline Captivity of the Church (a reference to the so-called Babylonian Captivity of the Church, which was itself a reference to the Babylonian Captivity).


          


          The Great Migration and the foundation of Puritan New England, 1630-1642


          The events of 1629 convinced many Puritans that King Charles was an ardent foe of further church reforms who would enforce Laudianism on the Church of England throughout his reign. Since King Charles was only 29 years old in 1629, they were thus faced with the prospect of countless decades without reforms and with their proposals being suppressed. Given this situation, some Puritans began considering founding their own colony where they could worship in a fully-reformed church, far from the prying eyes of King Charles and the bishops.


          


          The Pilgrims (1620)
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          One group of Puritans had already settled in New England: the Pilgrims.


          The Pilgrims were Separatists who held views similar to those proclaimed by Robert Browne, John Greenwood, and Henry Barrowe. The Pilgrims emerged in Elizabethan England at roughly the same time as the Brownists.


          The Pilgrims trace their lineage to Richard Clyfton, minister of Babworth, Nottinghamshire. Beginning in the 1580s, Clyfton advocated separation from the Church of England. Clyfton's movement attracted William Brewster, the postmaster of Scrooby. Tobias Matthew, the Bishop of Durham, who had been part of Archbishop Whitgift's delegation at the Hampton Court Conference, was selected by James to become Archbishop of York in 1606. He led an anti-Separatist crackdown and Clyfton was removed from his ministry. In response, Brewster offered to organize a dissenting congregation in the manor house in which he lived in Scrooby. Clyfton served as the congregation's pastor, John Robinson as its teacher, and William Brewster as its chief elder. This congregation was subject to ecclesiastical investigation, and its members faced social hostility from conforming church members, but was not actively persecuted. Nevertheless, disliking the social hostility, and fearing future persecution, the group decided to leave England.


          150 members of the congregation made it to Amsterdam, where they met up with a group of Separatist exiles led by John Smyth, which had joined the congregation of English exiles led by Francis Johnson. After a year at Amsterdam, tensions between Smyth and Johnson grew so high, that the Pilgrims decided to move to Leiden. While there, many worked at Leiden University or in the textile, printing and brewing trades. John Robinson participated in the Calvinist-Arminian Controversy while at Leiden University, arguing on behalf of the Gomarists.
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          By 1617, many members of the congregation had grown disillusioned with Leiden and wanted to move somewhere where they could retain their English identity, while also worshipping God in the way they believed was required. As such, the congregation voted to leave Leiden and to found a colony. The group ultimately decided to move to New England. In 1620, after receiving a patent from the London Company, the Pilgrims left for New England onboard the Mayflower, landing at Plymouth Rock. The colony founded by the Pilgrims was called Plymouth Colony.


          


          John Winthrop and the foundation of the Massachusetts Bay Colony, 1630


          The early seventeenth century saw the foundation of many joint stock companies, which were commercial ventures designed to profit from trade or the foundation of colonial settlements. The most famous of the joint stock companies was the Honourable East India Company, chartered in 1600. In 1606, King James had issued a royal charter to two companies referred to collectively as the Virginia Company: the London Company (which successfully established the Colony of Virginia in 1608) and the Plymouth Company (which was unsuccessful at establishing settlements, which explains why they were eager to grant a patent to the Pilgrims in 1620).


          Two of the Pilgrim settlers in Plymouth Colony - Robert Cushman and Edward Winslow - believed that Cape Ann would be a profitable location for a settlement. They therefore organized a company which they named the Dorchester Company and in 1622 sailed to England seeking a patent from the London Company giving them permission to settle there. They were successful and were granted the Sheffield Patent (named after Edmond, Lord Sheffield, the member of the Plymouth Company who granted the patent). On the basis of this patent, Roger Conant led a group of fishermen to found Salem in 1626, being replaced as governor by John Endecott in 1627.


          During their time in England, Cushman and Winslow had convinced many Puritan members of the landed gentry to invest in the Dorchester Company. In 1627, the Dorchester Company went bankrupt, but was succeeded by the New England Company (the membership of the Dorchester and New England Companies overlapped). The New England Company sought clearer title to the New England land of the proposed settlement than provided by the Sheffield Patent and in March 1629 succeeded in obtaining from King Charles a royal charter changing the name of the company to the Governor and Company of the Massachusetts Bay in New England and granting them the land to found the Massachusetts Bay Colony. It is unclear why Charles agreed to this, but it would appear that he did not realize that the group was dominated by Puritans and believed that it was a purely commercial company.
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          As the Puritans' relationship with the new king soured, Puritan John Winthrop, a lawyer who had practiced in the Court of Wards, began to explore the idea of creating a Puritan colony in New England. After all, the Pilgrims at Plymouth Colony had proven that such a colony was viable. Instead of living in England under the rule of a king hostile to their interests, the Puritans could establish a colony in New England far from the king's interference. Throughout 1628 and 1629, Puritans in Winthrop's social circle discussed the possibility of moving to New England. It was noted that the royal charter establishing the Massachusetts Bay Company had not specified where the company's annual meeting should be held; this raised the possibility that the governor of the company could move to the new colony and serve as governor of the colony, while the general court of the company could be transformed into the colony's legislative assembly. John Winthrop participated in these discussions and in March 1629, signed the Cambridge Agreement, by which the non-emigrating shareholders of the company agreed to turn over control of the company to the emigrating shareholders. As Winthrop was the wealthiest of the emigrating shareholders, the company decided to make him governor, and entrusted him with the company charter.


          Winthrop sailed for New England in 1630 along with 700 colonists on board eleven ships known collectively as the Winthrop Fleet. Winthrop himself sailed on board the Arbella. During the crossing, he preached a sermon entitled "A Model of Christian Charity", in which he called on his fellow settlers to make their new colony a City upon a Hill (a reference to Matthew 5:14-16), meaning that they would be a model to all the nations of Europe as to what a properly reformed Christian commonwealth should look like. (This was particularly poignant in 1630, since the Thirty Years' War was going bad for the Protestants and Catholicism was being restored in lands previously reformed - e.g. by the 1629 Edict of Restitution.)


          


          The Great Migration


          Most of the Puritans who emigrated settled in the New England area. However, the Great Migration of Puritans was relatively short-lived and not as large as is often believed. It began in earnest in 1629 with the founding of the Massachusetts Bay Colony and ended in 1642 with the start of the English Civil War when King Charles I effectively shut off emigration to the colonies, and when Puritans felt less menaced by Royalist decree. From 1629 through 1643 approximately 21,000 Puritans emigrated to New England. This is actually far less than the number of British subjects who emigrated to Ireland, Canada, and the Caribbean during this time.


          The Great Migration of Puritans to New England was primarily an exodus of families. Between 1630 and 1640 over 13,000 men, women, and children sailed to Massachusetts. The religious and political factors behind the Great Migration influenced the demographics of the emigrants. Rather than groups of young men seeking economic success (as predominated Virginia colonies), Puritan ships were laden with ordinary people, old and young, families as well as individuals. Just a quarter of the emigrants were in their twenties when they boarded ship in the 1630s, making young adults not predominant in New England settlements. The New World Puritan population can be seen as more of a cross section in age of English population than those of other colonies. This meant that the Massachusetts Bay Colony retained a relatively normal population composition. In contrast to the Chesapeake colony in Virginia  where the ratio of colonist men to women was 4:1 in early decades and at least 2:1 in later decades and where considerable intermarriage with native women took place  nearly half of the Puritan immigrants to the New World were women, and there was little intermarriage with natives. The majority of families who traveled to Massachusetts Bay were families in progress, with parents who were not yet through with their reproductive years and whose continued fertility would make New Englands population growth possible. The women who emigrated were critical agents in the success of the establishment and maintenance of the Puritan colonies in North America. Success in the early colonial economy depended largely on labor, which was conducted by members of Puritan families. It was through this labor that Puritans endeavored to create their city on a hill, a productive, morally exemplary colony far from the corruption of the Church of England.


          


          New England theological controversies, 1632-1642


          As noted earlier, the vast majority of Puritans who settled in the Massachusetts Bay Colony were non-separating Puritans. This meant that, while they deeply abhorred many of the practices of the Church of England, they refused to separate from the Church of England because they placed an extremely high value on the doctrine of the unity of the Church. They denounced the Separating Puritans as schismatics. Thus, although the Puritans in Massachusetts erected their church along Presbyterian-Congregational lines, they technically remained in full communion with the Church of England. This position led to two major theological controversies with Separating Puritans in the course of the 1630s: the Roger Williams controversy, and the Anne Hutchinson controversy.
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          The Roger Williams Controversy


          Roger Williams, a Separating Puritan minister, arrived in Boston in 1631. He was almost immediately invited to become the pastor of the local congregation. Williams refused the invitation on the grounds that the congregation had not separated from the Church of England. He then attempted to become pastor of the church at Salem, but was blocked by Boston political leaders, who objected to his separatism. He thus spent two years with his fellow Separatists in the Plymouth Colony, but ultimately came into conflict with them and returned to Salem. There, he became pastor in May 1635, against the objection of the Boston authorities. Williams set forth a manifesto in which he declared that 1) the Church of England was apostate and fellowship with it was a grievous sin; 2) the Massachusetts Colony's charter falsely said that King Charles was a Christian; 3) that the colony should not be allowed to impose oaths on its citizens because that was forbidden by Matthew 5:33-37


          Williams' actions so outraged the Puritan leaders of the Massachusetts Bay Colony that they expelled him from the colony. In 1636, the exiled Williams founded the city of Providence, Rhode Island. Williams was one of the first Puritans to advocate separation of church and state and Rhode Island was one of the first places in the Christian world to recognize freedom of religion.


          


          The Anne Hutchinson Controversy


          Anne Hutchinson and her family moved from Boston, Lincolnshire to the Massachusetts Bay Colony in 1634, following their Puritan minister John Cotton. Cotton began pastoring a congregation in Boston, Massachusetts, and Hutchinson joined his congregation. Following the Puritan practice of conventicling, Hutchinson set up a conventicle in her home. At the conventicle, a group would meet during the week to discuss John Cotton's sermon from the previous Sunday. Hutchinson proved to be extremely charismatic at propounding on Cotton's ideas during these conventicles, and eventually the size of her conventicle swelled to 80 people and had to be moved from her home to the church building.


          Cotton had long denounced Arminianism in his sermons. Hutchinson took up the anti-Arminian cause in strong language, propounding an extreme form of double predestination (a view popularized among English Puritans by William Perkins), which held that God chose those who would go to heaven (the elect) and those who would go to hell (the reprobate), and that His decision inevitably and infallibly came to pass. Applying this framework to the Arminian controversy, Hutchinson argued that people were either under a covenant of works (they were relying on good works for their salvation, and therefore were really damned) or else a covenant of grace (in which case they were dependent only on God's grace, and were therefore really saved).
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          By 1637, Hutchinson's teachings had grown controversial within the colony for a number of reasons. First, some Puritans objected to a woman occupying such a prominent role as a teacher in the church. Second, Hutchinson began denouncing various Puritan ministers in the colony as really preaching a "covenant of works" and sometimes spoke as if John Cotton were the only minister in the entire colony who was preaching a "covenant of grace" correctly. Thirdly, some of Hutchinson's views on the "covenant of grace" seemed indistinguishable from the heresy of antinomianism, the view that the elect did not have to follow the laws of God or morality.


          Hutchinson was called before the Massachusetts General Court to explain herself. She sparred verbally with the magistrates successfully on a number of issues, but was ultimately undone when she said that she had determined that she would be persecuted when she came to New England. When the magistrates asked her how she had determined this, she responded "by an immediate revelation" i.e. God had spoken to her and told her so. The Puritans generally followed the principle of sola scriptura and believed that God communicated with individuals only through the medium of scripture. As such, for the magistrates of the General Court, who were already suspicious of Hutchinson's orthodoxy, the claim that God was speaking directly to her was the final straw. They therefore voted to banish her from the colony. As a result, in 1638, Hutchinson and several of her followers left the Massachusetts Bay Colony and founded the town of Pocasset, which today is Portsmouth, Rhode Island.


          


          Life in the New World


          New England society rested on the rock of the Puritan family, economically and religiously. Women were thus entrusted with the responsibility of ensuring that children grew into virtuous Puritan adults. This new moral and religious significance given to everyday life, marriage, and family brought womens activities into the spotlight. Although the patriarch directed work and devotion within the family, the proof of success in the New World was in a harmonious marriage and godly children- both of which fell under the jurisdiction of the Puritan woman. The success of The Great Migration and establishment of successful Puritan colonies in the New World thus depended heavily on the role of women within the settlement. (For more on the religious roles of women in Puritan colonies see "Beliefs" section below.)


          The struggle between the assertive Church of England and various Presbyterian and Puritan groups extended throughout the English realm in the 17th Century, prompting not only the re-emigration of British Protestants from Ireland to North America (the so-called Scotch-Irish), but prompting emigration from Bermuda, England's second-oldest overseas territory. Roughly 10,000 Bermudians emigrated before US Independence. Most of these went to the American colonies, founding, or contributing to settlements throughout the South, especially. Many had also gone to the Bahamas, where a number of Bermudian Independent Puritan families, under the leadership of William Sayle, had established the colony of Eleuthera in 1648.


          In the 1660s the Puritan settlements in the New World were confronted with the challenge posed by an aging first generation. Those who created the colonies were the most fervent in their religious beliefs, and as their numbers began to decline, so did the membership of churches. The demographics of the churches changed because fewer men were joining. The resulting decrease in male religious participation was a problem for the established church (that is, the colonys official church for which people were taxed and which they were expected to attend), since men were the ones with secular power. If the men who wielded secular power in the colony were absent from the church, its legitimacy would be undermined. As early as 1660, women constituted the great majority of church members. However, since Anne Hutchinsons banishment, they were not allowed to talk in church (for more information, see below under "Beliefs"). Puritan ministers, concerned for the continued existence and power of their churches in the colonies, pushed for a solution to declining church membership. This effort led to the creation of the Halfway Covenant, in order to boost participation in the Puritan church.


          Emigration resumed under the rule of Cromwell, but not in large numbers as there was no longer any need to "escape persecution" in England. In fact, many Puritans returned to England during the war. "In 1641, when the English Civil War began, some immigrants returned to fight on the Puritan side, and when the Puritans won, many resumed English life under Oliver Cromwell's more congenial Puritan sway."


          Some Puritans also migrated to colonies in Central America and the Caribbean, see Providence Island Company, Mosquito Coast and Providencia Island.


          


          William Laud, Archbishop of Canterbury, 1633-1643: The "Caroline Captivity of the Church"


          Meanwhile, back in England...


          As noted above, Charles I favored a formal style of worship known as Laudianism (often, though not necessarily, associated with theological Arminianism). Although the ascendancy of this position within the Church of England dates from the beginning of Charles' reign, it became particularly marked after 1629, as we move into the period of Charles' Personal Rule (the Puritans' "Caroline Captivity of the Church"). The triumph of Laudianism is best symbolized by the fact that in 1633, George Abbot, the so-called "Puritan Archbishop" died, and Charles chose William Laud as his successor as Archbishop of Canterbury. George Abbot had been basically suspended from his functions in 1617 after he refused to order his clergy to read the Book of Sports. As a sign of the loyalty of the new archbishop, Charles now re-issued the Book of Sports in October 1633. Unlike Abbot, Laud ordered his clergy to read the Book of Sports to their congregations and suspended any Puritan minister who refused to read the Book to their congregation.


          The 1630s in general saw a renewed concern by the bishops of the Church of England to enforce uniformity in the church by ensuring strict compliance with the style of worship set out in the Book of Common Prayer. The Court of High Commission, initially set up to enforce uniformity in the Church of England by routing out Catholic recusants in the Church, came to be the primary means for disciplining Puritan clergy who refused to conform to the Book of Common Prayer. The Court of High Commission was particularly useful in this regards because, unlike regular courts, in the Court of High Commission, there was no right against self-incrimination, meaning that the Court could compel testimony from Puritan clergymen accused of violating the Book of Common Prayer.


          Much to the chagrin of the Puritans, some bishops went even further than the Book of Common Prayer, and required their clergy to conform to a level of ceremonialism beyond that required by the Prayer Book. As noted above, the introduction of altar rails to churches was the most controversial such requirement. Puritans were also dismayed by the re-introduction of images (e.g. stained glass windows) to churches which had been without religious images since the iconoclasm of the Reformation.


          


          Silencing of Puritan laymen
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          The ejection of Puritan ministers from the Church of England in the 1630s provoked great controversy. Not only did their ejection result in dissatisfaction with the worship on offer in the Church of England, it also provoked outrage that "godly" ministers were deprived of their livelihoods and left destitute.


          In these circumstances, many Puritan laymen spoke out against Charles' policies, with the bishops the main focus of Puritan ire. The first, and most famous, critic of the Caroline regime was William Prynne. In the late 1620s and early 1630s, Prynne had authored a number of works denouncing the spread of Arminianism in the Church of England. Prynne was also deeply opposed to Charles' marrying the Catholic Henrietta Maria and feared that her party at court was plotting to restore Catholicism in England. Prynne became a critic of what he perceived to be the lax moral standards which prevailed at court, particularly in Henrietta Maria's circle.


          Prynne was also a critic of societal morals more generally. Echoing John Chrysostom's criticism of the stage, in 1631-32, Prynne penned a book, Histriomastix, in which he denounced the stage in vehement terms for its promotion of lasciviousness. The book, which represents the highest point of the Puritans' attack on the English Renaissance theatre, attacked the stage as promoting lewdness. Unfortunately for Prynne, his book appeared at about the same time that Henrietta Maria became the first royal to ever perform in a masque, William Montagu's The Shepherd's Paradise, in January 1633. Histriomastix was widely read as a Puritan attack on the queen's morality. Shortly after becoming Archbishop of Canterbury, William Laud prosecuted Prynne in the Court of Star Chamber on a charge of seditious libel. (Unlike the common law courts, which could only punish people for violation of strictly-defined crimes, Star Chamber was allowed to order any punishment short of the death penalty - including torture - for crimes which were founded on equity, not on law. Seditious libel was one of the "equitable crimes" which were prosecuted in the Star Chamber.) Star Chamber found Prynne guilty and sentenced him to imprisonment, a 5000 fine, and the removal of part of his ears.


          Prynne continued to publish from prison, and in 1637, he was tried before Star Chamber a second time. This time, Star Chamber ordered that the rest of Prynne's ears be cut off, and that he should be branded with the letters S L for "seditious libeller". (Prynne would maintain that the letters really stood for stigmata Laudis (the marks of Laud).) At the same trial at which Prynne was sentenced to have his ears cut off, Star Chamber also ordered that two other critics of the regime should have their ears cut off for writing against Laudianism: John Bastwick, a physician who wrote anti-episcopal pamphlets; and Henry Burton. Many Puritans consequently regarded Prynne, Bastwick, and Burton as " martyrs" of the Puritan cause. (Later generations of Englishmen would be more inclined to see the trio as "martyrs" of the cause of freedom of speech.)
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          A year later, the trio of martyrs were joined by a fourth, John Lilburne, who had studied under John Bastwick. Since 1632, it had been illegal to publish or import works of literature not licensed by the Stationers' Company (which basically allowed the government the ability to view and censor any work prior to publication). Over the course of the 1630s, it became common for Puritans to have their works published in Amsterdam and then smuggled into England. In 1638, Lilburne was prosecuted in Star Chamber for importing religious works critical of Laudianism from Amsterdam. Lilburne thus began a process which would see him later hailed as "Freeborn John" and as the preeminent champion of "English liberties". In Star Chamber, he refused to plead to the charges against him on the grounds that the charges had been presented to him only in Latin. The court then threw him in prison and again brought him back to court and demanded a plea. Again, Lilburne demanded to hear in English the charges brought against him. The authorities then resorted to flogging him with a three-thonged whip on his bare back, as he was dragged by his hands tied to the rear of an oxcart from Fleet Prison to the pillory at Westminster. He was then forced to stoop in the pillory where he still managed to campaign against his censors, while distributing more unlicensed literature to the crowds. He was then gagged. Finally he was thrown in prison. He was taken back to the court and again imprisoned.


          


          Suppression of the Feoffees for Impropriations
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          Beginning in 1625, a group of Puritan lawyers, merchants, and clergymen (including Richard Sibbes and John Davenport) organized an organization known as the Feoffees for the Purchase of Impropriations. The feoffees would raise funds to purchase lay impropriations and advowsons, which would mean that the feoffees would then have the legal right to appoint their chosen candidates to benefices and lectureships. Thus, this provided a mechanism both for increasing the number of preaching ministers in the country, and a way to ensure that Puritans could receive ecclesiastical appointments.


          In 1630, Peter Heylin, a Magdalen don, preached a sermon in St Mary's denouncing the Feoffees for Impropriations for sowing tares among the wheat. As a result of the publicity, William Noy began to prosecute feoffees in the Exchequer court. The feoffees' defense was that all of the men they had had appointed to office conformed to the Church of England. Nevertheless in 1632, the Feoffees for Impropriations were dissolved and the group's assets forfeited to the crown: Charles ordered that the money should be used to augment the salary of incumbents and used for other pious uses not controlled by the Puritans.


          


          The Bishops' Wars, 1638-1640


          As noted above, James had tried to bring the English and Scottish churches closer together. In the process, he had restored bishops to the Church of Scotland and forced the Five Articles of Perth on the Scottish church, moves which upset Scottish Presbyterians. Charles now further angered the Presbyterians by elevating the bishops' role in Scotland even higher than his father had, to the point where in 1635, the Archbishop of St Andrews, John Spottiswoode, was made Lord Chancellor of Scotland. Presbyterian opposition to Charles reached a new height of intensity in 1637, when Charles attempted to impose a version of the Book of Common Prayer on the Church of Scotland. Although this book was drawn up by a panel of Scottish bishops, it was widely seen as an English import and denounced as Laud's Liturgy. What was worse, where the Scottish prayer book differed from the English, it seemed to be re-introducing old errors which had not yet been re-introduced in England. As a result, when the newly-appointed Bishop of Edinburgh, David Lindsay, rose to read the new liturgy in St. Giles' Cathedral, Jenny Geddes, a member of the congregation, threw her stool at Lindsay, thus setting off the Prayer Book Riot.
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          The Scottish prayer book was deeply unpopular with Scottish noblemen and gentry, not only on religious grounds, but also for nationalist reasons: Knox's Book of Common Order had been adopted as the liturgy of the national church by the Parliament of Scotland, whereas the Scottish parliament was not consulted in 1637 and the new prayer book imposed solely on the basis of Charles' alleged royal supremacy in the church, a doctrine which had never been accepted by either the Church or Parliament of Scotland. A number of leading noblemen drew up a document known as the National Covenant in February 1638. Those who subscribed to the National Covenant are known as Covenanters. Later that year, the General Assembly of the Church of Scotland ejected the bishops from the church.


          In response to this challenge to his authority, Charles raised an army and marched on Scotland in the "First Bishops' War" (1639). The English Puritans - who had a longstanding opposition to the bishops (which had reached new heights in the wake of the Prynne, Burton, Bastwick, and Lilburne cases) - were deeply dismayed that the king was now waging a war to maintain the office of bishop. The First Bishops' War ended in a stalemate, since both sides lacked sufficient resources to defeat their opponents (in Charles' case, this was because he did not have enough revenues to wage a war since he had not called a Parliament since 1629), which led to the signing of the Treaty of Berwick (1639).
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          Charles intended to break the Treaty of Berwick at the next opportunity, and upon returning to London, began preparations for calling a Parliament that could pass new taxes to fund a war against the Scots and to re-establish episcopacy in Scotland. This Parliament - known as the Short Parliament because it only lasted three weeks - met in 1640. Unfortunately for Charles, many Puritan members were elected to the Parliament, and two critics of royal policies, John Pym and John Hampden, emerged as loud critics of the king in the Parliament. These members insisted that Parliament had an ancient right to demand the redress of grievances and insisted that the nation's grievances with the past ten years of royal policies should be dealt with before Parliament granted Charles the taxes that he wanted. Frustrated, Charles dissolved Parliament three weeks after it opened.


          In Scotland, the rebellious spirit continued to grow in strength. Following the signing of the Treaty of Berwick, the General Assembly of Scotland met in Edinburgh and confirmed the abolition of episcopacy in Scotland, and then went even further and declared that all episcopacy was contrary to the Word of God. When the Scottish Parliament met later in the year, it confirmed the Church of Scotland's position. The Scottish Covenanters now determined that Presbyterianism could never be confidently re-established in Scotland so long as episcopacy remained the order of the day in England. They therefore determined to invade England to help bring about the abolition of episcopacy. At the same time, the Scots (who had many contacts among the English Puritans) learned that the king was intending to break the Treaty of Berwick and make a second attempt at invading Scotland. When the Short Parliament was dissolved without having granted Charles the money he requested, the Covenanters determined that the time was ripe to launch a preemptive strike against English invasion. As such, in August 1640, the Scottish troops marched into northern England, beginning the "Second Bishops' War". Catching the king unawares, the Scots gained a major victory at the Battle of Newburn. The Scottish Covenanters thus occupied the northern counties of England and imposed a large fine of 850 a day on the king until a treaty could be signed. Believing that the king was not trustworthy, the Scottish insisted that the Parliament of England be a part of any peace negotiations. Bankrupted by the Second Bishops' War, Charles had little choice but to call a Parliament to grant new taxes to pay off the Scots. He therefore reluctantly called a Parliament which would not be finally dissolved until 1660, the Long Parliament.


          


          The Canons of 1640 and the Et Cetera Oath


          
            [image: Title page of the Canons of 1640, which were passed by the Convocation of the English Clergy at the behest of King Charles and Archbishop Laud and which were detested by the Puritans.]

            
              Title page of the Canons of 1640, which were passed by the Convocation of the English Clergy at the behest of King Charles and Archbishop Laud and which were detested by the Puritans.
            

          


          The Convocation of the English Clergy traditionally met whenever Parliament met, and was then dissolved whenever Parliament was dissolved. In 1640, however, Charles ordered Convocation to continue sitting even after he dissolved the Short Parliament because the Convocation had not yet passed the canons which Charles had had Archbishop Laud draw up and which confirmed the Laudian church policies as the official policies of the Church of England. Convocation dutifully passed these canons in late May 1640.


          The preamble to the canons claims that the canons are not innovating in the church, but are rather restoring ceremonies from the time of Edward VI and Elizabeth I which had fallen into disuse. The first canon asserted that the king ruled by divine right; that the doctrine of Royal Supremacy was required by divine law; and that taxes were due to the king "by the law of God, nature, and nations." This canon led many MPs to conclude that Charles and the Laudian clergy were attempting to use the Church of England as a way to establish an absolute monarchy in England, and felt that this represented unwarranted clerical interference in the recent dispute between Parliament and the king over ship money.


          Canons against popery and Socinianism were uncontroversial, but the canon against the sectaries was quite controversial because it was clearly aimed squarely at the Puritans. This canon condemned anyone who did not regularly attend service in their parish church or who attended only the sermon, not the full Prayer Book service. It went on to condemn anyone who wrote books critical of the discipline and government of the Church of England.


          Finally, and most controversially, the Canons imposed an oath, known to history as the Et Cetera Oath, to be taken by every clergyman, every Master of Arts not the son of a nobleman, all who had taken a degree in divinity, law, or physic, all registrars of the Consistory Court and Chancery Court, all actuaries, proctors and schoolmasters, all persons incorporated from foreign universities, and all candidates for ordination. The oath read


          
            
              	

              	I, A. B., do swear that I do approve the doctrine, and discipline, or government established in the Church of England as containing all things necessary to salvation: and that I will not endeavour by myself or any other, directly or indirectly, to bring in any popish doctrine contrary to that which is so established; nor will I ever give my consent to alter the government of this Church by archbishops, bishops, deans, and archdeacons, &c., as it stands now established, and as by right it ought to stand, nor yet ever to subject it to the usurpations and superstitions of the see of Rome. And all these things I do plainly and sincerely acknowledge and swear, according to the plain and common sense and understanding of the same words, without any equivocation, or mental evasion, or secret reservation whatsoever. And this I do heartily, willingly, and truly, upon the faith of a Christian. So help me God in Jesus Christ.

              	
            

          


          The Puritans were furious. They attacked the Canons of 1640 as unconstitutional, claiming that Convocation was no longer legally in session after Parliament was dissolved. The campaign to enforce the Et Cetera Oath met with firm Puritan resistance, organized in London by Cornelius Burges, Edmund Calamy the Elder, and John Goodwin. The imposition of the Et Cetera Oath also resulted in the Puritans' pro-Scottish sympathies becoming even more widespread, and there were rumours - possible but never proven - that Puritan leaders were in treasonable communication with the Scottish during this period. Many Puritans refused to read the prayer for victory against the Scottish which they had been ordered to read.


          


          The Long Parliament attacks Laudianism and considers the Root and Branch Petition, 1640-42
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          The elections to the Long Parliament in November 1640 produced a Parliament which was even more dominated by Puritans than the Short Parliament had been. Parliament's first order of business was therefore to move against Thomas Wentworth, 1st Earl of Strafford, who had served as Charles' Lord Deputy of Ireland since 1632. In the wake of the Second Bishops' War, Strafford had been raising an Irish Catholic army in Ireland which could be deployed against the Scottish Covenanters. Puritans were appalled that an army of Irish Catholics (whom they hated) would be deployed by the crown against the Scottish Presbyterians (whom they loved), and many English Protestants who were not particularly puritanical shared the sentiment. Having learned that Parliament intended to impeach him, Strafford presented the king with evidence of treasonable communications between Puritans in Parliament and the Scottish Covenanters. Nevertheless, through deft political manoeuvering, John Pym, along with Oliver St John and Lord Saye, managed to quickly have Parliament impeach Strafford on charges of high treason and Strafford was arrested. At his trial before the House of Lords, begun in January 1641, prosecutors argued that Strafford intended to use the Irish Catholic army against English Protestants. Strafford responded that the army was intended to be used against the rebellious Scots. Strafford was ultimately acquitted in April 1641 on the grounds that his actions did not amount to high treason. As a result, Puritan opponents of Strafford launched a bill of attainder against Strafford in the House of Commons; in the wake of a revolt by the army, which had not been paid in months, the House of Lords also passed the bill of attainder, and Charles, worried that the army would revolt further if they were not paid, and that the army would never be paid until Parliament granted funds, and that Parliament would not grant funds without Strafford's death, signed the bill of attainder in May 1641. Strafford was executed before a crowd of 200,000 on May 12, 1641.


          The Puritans took advantage of the mood of the Parliament and of the public and organized the Root and Branch Petition, so called because it called for the abolition of episcopacy "root and branch". The Root and Branch Petition was signed by 15,000 Londoners and presented to Parliament by a crowd of 1,500 on December 11, 1640. The Root and Branch Petition detailed many of the Puritans' grievances with Charles and the bishops. It complained that the bishops had silenced many godly ministers and made ministers afraid to instruct the people about "the doctrine of predestination, of free grace, of perseverance, of original sin remaining after baptism, of the sabbath, the doctrine against universal grace, election for faith foreseen, freewill against Antichrist, non-residents (ministers who did not live in their parishes), human inventions in God's worship". The Petition condemned the practice of bestowing temporal power on bishops and the encouraging of ministers to disregard the temporal authority. The Petition condemned the regime for suppressing godly books while allowing the publication of popish, Arminian, and lewd books (such as Ovid's Ars Amatoria and the ballads of Martin Parker). The Petition also hit on several of the Puritans' routine complaints: the Book of Sports, the placing of communion tables altar-wise, the church beautification scheme, the imposing of oaths, the influence of Catholics and Arminians at court, and the abuse of excommunication by the bishops.
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          In December 1640, the month after it impeached Strafford, Parliament had also impeached Archbishop Laud on charges of high treason. He was accused of subverting true religion, assuming pope-like powers, attempting to reconcile the Church of England with the Roman Catholic Church, of persecuting godly preachers, of ruining the Church of England's relations with the Reformed churches on the Continent, of promoting the war with Scotland, and with a variety of other offenses. During this debate, Harbottle Grimston famously called Laud "the roote and ground of all our miseries and calamities  the sty of all pestilential filth that hath infected the State and Government." Unlike Strafford, however, Laud's enemies did not move quickly to secure his execution, and he was imprisoned in the Tower of London in February 1641.


          In March 1641, the House of Commons passed the Bishops Exclusion Bill, which would have prevented the bishops from taking their seats in the House of Lords. The House of Lords, however, rejected this bill.


          In May 1641, Henry Vane the Younger and Oliver Cromwell introduced the Root and Branch Bill, which had been drafted by Oliver St John and which was designed to root out episcopacy in England "root and branch" along the lines advocated in the Root and Branch Petition. Many moderate MPs, such as Lucius Cary, 2nd Viscount Falkland and Edward Hyde, were dismayed: although they believed that Charles and Laud had gone too far in the 1630s, they were not prepared to abolish episcopacy. The debate over the Root and Branch Bill was intense - the Bill was finally rejected in August 1641. The division of MPs over this bill would form the basic division of MPs in the subsequent war, with those who favoured the Root and Branch Bill becoming Roundheads and those who defended the bishops becoming Cavaliers.
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          Unsurprisingly the debate surrounding the Root and Branch Bill occasioned a lively pamphlet controversy. Joseph Hall, the Bishop of Exeter, wrote a spirited defense of episcopacy entitled An Humble Remonstrance to the High Court of Parliament. This drew forth a response from five Puritan authors, who wrote under the name Smectymnuus, an acronym based on the their names ( Stephen Marshall, Edmund Calamy, Thomas Young, Matthew Newcomen, and William Spurstow). Smectymnuus's first pamphlet, An Answer to a booke entituled, An Humble Remonstrance. In Which, the Original of Liturgy and Episcopacy is Discussed, was published in March 1641. It is believed that one of Thomas Young's former students, John Milton, wrote the postscript to the reply. (Milton published several anti-episcopal pamphlets in 1640-41). A prolonged series of answers and counter-answers followed.


          Worried that the king would again quickly dissolve Parliament without redressing the nation's grievances, John Pym pushed through an Act against Dissolving Parliament without its own Consent; desperately in need of money, Charles had little choice but to consent to the Act. The Long Parliament then sought to undo the more unpopular aspects of the past eleven years. Star Chamber, which had been used to silence Puritan laymen, was abolished in July 1641. The Court of High Commission was also abolished at this time. Parliament ordered Prynne, Burton, Bastwick, and Lilburne released from prison, and they returned to London in triumph.


          In October 1641, Irish Catholic gentry launched the Irish Rebellion of 1641, throwing off English domination and creating Confederate Ireland. English parliamentarians were terrified that an Irish army might rise to massacre English Protestants. In this atmosphere, in November 1641, Parliament passed the Grand Remonstrance, detailing over 200 points which Parliament felt that the king had acted illegally in the course of the Personal Rule. The Grand Remonstrance marked a second moment at which a number of the more moderate, non-Puritan members of Parliament (e.g. Viscount Falkland and Edward Hyde) felt that Parliament had gone too far in its denunciations of the king and was showing too much sympathy for the rebellious Scots.


          When the bishops attempted to take their seats in the House of Lords in late 1641, a pro-Puritan, anti-episcopal mob, probably organized by John Pym prevented them from doing so. The Bishops Exclusion Bill was re-introduced in December 1641, and this time, the mood of the country was such that neither the House of Lords nor Charles felt strong enough to reject the bill. The Bishops Exclusion Act prevented those in holy orders from exercising any temporal jurisdiction or authority after February 5, 1642; this extended to taking a seat in Parliament or membership of the Privy Council. Any acts carried out with such authority after that date by a member of the clergy were to be considered void.


          In this period, Charles became increasingly convinced that a number of Puritan-influenced members of Parliament had treasonously encouraged the Scottish Covenanters to invade England in 1640, leading to the Second Bishops' War. As such, when he heard that they were planning to impeach the Queen for participation in Catholic plots, he determined to arrest Lord Mandeville as well as five MPs, known to history as the Five Members: John Pym, John Hampden, Denzil Holles, Sir Arthur Haselrig, and William Strode. Charles famously entered the House of Commons personally on January 4, 1642, but the members had already fled.


          Following his failed attempt to arrest the Five Members, Charles realized that he was not only immensely unpopular among parliamentarians, he was also in danger of London's pro-Puritan, anti-episcopal, and increasingly anti-royal mob. As such, he and his family retreated to Oxford and invited all loyal parliamentarians to join him. He began raising an army under George Goring, Lord Goring.


          Puritans in Parliament were now in a sticky situation: on the one hand, they wanted to raise an army to defend England against the Irish Catholics who were rebelling; on the other hand, they were worried that the king could not be trusted and that if he were given control of the army, he would use it against the Scots, not the Irish. To avoid this problem, Parliament began appointing Lord Lieutenants, a function traditionally done only by the king. Then, Parliament passed a Militia Ordinance which raised a militia, but provided that the militia should be controlled by Parliament. The king, of course, refused to sign this bill. A major split between Parliament and the king occurred on March 15, 1642, when Parliament declared that "the People are bound by the Ordinance for the Militia, though it has not received the Royal Assent", the first time a Parliament had declared its acts to operate without receiving royal assent. Under these circumstances, the political nation began to divide itself into Roundheads and Cavaliers. The first clash between the royalists and the parliamentarians came in the April 1642 Siege of Hull, which began when the military governor appointed by Parliament, Sir John Hotham refused to allow Charles' forces access to military material in Kingston upon Hull. In August, the king officially raised his standard at Nottingham and the First English Civil War was underway.


          


          The Westminster Assembly, 1643-49
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          In 1642, the most ardent defenders of episcopacy in the Long Parliament left to join King Charles on the battlefield. However, although Civil War was beginning, Parliament was initially reluctant to pass legislation without it receiving royal assent. Thus, between June 1642 and May 1643, Parliament passed legislation providing for a religious assembly five times, but these bills did not receive royal assent and thus died. By June 1643, however, Parliament was willing to defy the king and call a religious assembly without the king's assent. This assembly, the Westminster Assembly, had its first meeting in the Henry VII Lady Chapel of Westminster Abbey on July 1, 1643. (In later sessions, the Assembly would meet in the Jerusalem Chamber.)


          The Assembly was charged with drawing up a new liturgy to replace the Book of Common Prayer and with determining what manner of church polity was appropriate for the Church of England. In both cases, it was assumed that the Westminster Assembly would only make recommendations and that Parliament would have the final word.


          The Long Parliament appointed 121 divines to the Westminster Assembly (at the time "divine" was a synonym for " clergyman"). Of these, approximately 25 never showed up - mainly because King Charles ordered all loyal subjects not to participate in the Assembly. To replace the divines who had failed to show up, Parliament later added 21 additional divines, known as the "Superadded Divines". The Assembly also included 30 lay assessors (10 nobles and 20 commoners). Although the Westminster Divines were mainly Puritan, they were broadly representative of all positions (except Laudianism) then on offer in the Church of England.


          
            [image: James Ussher (1581-1656), Archbishop of Armagh, who pushed for a moderate form of episcopacy at the Westminster Assembly.]

            
              James Ussher (1581-1656), Archbishop of Armagh, who pushed for a moderate form of episcopacy at the Westminster Assembly.
            

          


          
            [image: Samuel Rutherford (c1600-1661), Scottish Commissioner to the Westminster Assembly, who played a crucial role in ensuring that the Assembly ultimately came out in favour of presbyterianism.]

            
              Samuel Rutherford (c1600-1661), Scottish Commissioner to the Westminster Assembly, who played a crucial role in ensuring that the Assembly ultimately came out in favour of presbyterianism.
            

          


          
            [image: Thomas Goodwin (1600-1680), one of the "Five Dissenting Brethren" and a leader of the Independents in the Westminster Assembly.]

            
              Thomas Goodwin (1600-1680), one of the "Five Dissenting Brethren" and a leader of the Independents in the Westminster Assembly.
            

          


          
            [image: John Lightfoot (1602-1675) believed that ecclesiastical polity was not a matter of a divine law and that the church should be subordinate to the state, a position known as Erastianism at the Westminster Assembly.]

            
              John Lightfoot (1602-1675) believed that ecclesiastical polity was not a matter of a divine law and that the church should be subordinate to the state, a position known as Erastianism at the Westminster Assembly.
            

          


          For its first ten weeks, the Westminster Assembly's only task was to revise the Thirty-Nine Articles. However, in summer 1643, shortly after the calling of the Westminster Assembly, the Parliamentary forces, under the leadership of John Pym and Henry Vane the Younger concluded an agreement with the Scots known as the Solemn League and Covenant. As noted above, one of the main reasons why the Scots had launched the Second Bishops War in 1640 was because they hoped to bring about an end to episcopacy in England. They therefore insisted as a term of the agreement that the English agree to fight to extirpate " popery and prelacy". Since the Puritans were also interested in fighting these things, they readily agreed, and the Long Parliament agreed to swear to the Scottish National Covenant. Six Commissioners representing the Church of Scotland were now sent to attend the Westminster Assembly and on October 12, 1643, the Long Parliament ordered the Assembly to "confer and treat among themselves of such a discipline and government as may be most agreeable to God's holy word, and most apt to procure and preserve the peace of the church at home, and nearer agreement with the Church of Scotland and other Reformed Churches abroad."


          


          Parties at the Westminster Assembly


          The Westminster Assembly's discussions on church polity mark a definitive turning point in Puritan history. Whereas Puritans had hitherto been united in their opposition to royal and episcopal ecclesiastical policies, they now became divided over the form that reforms to the Church of England should take. The Westminster Divines divided into four groups:


          
            	The Episcopalians, who supported a moderate form of episcopal polity and who were led by James Ussher, Archbishop of Armagh;


            	The Presbyterians, who favoured presbyterian polity - this position was pushed hard by the Scottish Commissioners, especially George Gillespie and Samuel Rutherford, while the most influential Englishman taking this position was probably Edward Reynolds;


            	The Independents, who favoured congregationalist polity and who were led by Thomas Goodwin; and


            	The Erastians, who believed that ecclesiastical polity was adiaphora, a matter indifferent, which ought to be determined by the state, and who were led by John Lightfoot.

          


          Many issues divided the groups from each other:


          
            	Was the matter of ecclesiastical polity jure divino (established by divine law) or adiaphora (a matter indifferent, with each national church free to establish its own polity)? The Erastians were the most vocal party in arguing that polity was not fixed by divine law, while the other groups were more likely to believe that their positions were dictated by the Scriptures.


            	What amount of hierarchy was proper in the church? The Episcopalians believed that the church should be hierarchically organized, with the bishops providing a supervisory role over other clergy. The Presbyterians believed that the church should be organized hierarchically only in the sense that the church should be governed by a series of hierarchically-ordered assemblies ( Sessions, Presbyteries, Synods, and at the top the General Assembly). While the Presbyterian scheme involved hierarchical ordering in the church, its proponents stressed that it did not involve a hierarchical ordering among individuals in the church, since at each level, the governing body represented the church as a whole. The Independents opposed all forms of hierarchy in the church and argued that ministers should be accountable only to their own local congregations.


            	What was the proper relationship of church and state? All parties at the Westminster Assembly rejected what was held to be the "papist" position, that church and state should be unified, but with the state subordinate to the church. The Erastians and many of the Episcopalian party maintained that church and state should be unified, but with the church subordinate to the state, a position traditionally known as caesaropapism (and expressed, for example, in the doctrine of the royal supremacy). The Presbyterians argued for complete separation of church and state, but nevertheless felt that the state should enforce religious uniformity in the country. The Independents went furthest of all, arguing that there should be not only separation of church and state, but also religious liberty.


            	How uniform should the church's liturgy be? Those inclined to episcopalianism were most inclined to favour a liturgy similar to the Book of Common Prayer, just revised to make it doctrinally acceptable to Calvinists, but still containing set forms of prayers that would be used uniformly throughout the country. Those inclined to presbyterianism were more likely to favour something akin to Knox's Book of Discipline, which set out the general form of worship, but which left individual ministers free to compose their own prayers, and even to offer extemporaneous prayer. The Independents were more likely to oppose all set forms of worship, were okay with local variation in the form of worship, and felt that almost all prayer should be extemporaneous, offered spontaneously by the minister as he was moved by the Holy Spirit at the time of service.

          


          


          The Independents Controversy, 1644


          Even after the Royalists failed to turn up for the Westminster Assembly, the Episcopalians were probably in the majority or at least the plurality. However, the Episcopalian members of the Assembly proved less than zealous in their defense of episcopacy: when the Assembly scheduled debates and votes for the late afternoon and early evening, the Episcopalian members failed to attend, allowing the Presbyterians and Independents to dominate the Assembly's debates. In a famous bon mot, Lord Falkland observed that "those that hated the bishops hated them worse than the devil and those that loved them loved them not so well as their dinner."


          Upon their arrival, the Scottish Commissioners - Alexander Henderson, George Gillespie, Samuel Rutherford, and Robert Baillie - organized a campaign to have the Church of England adopt a presbyterian system similar to the Church of Scotland. It initially appeared that the Scottish Commissioners might be able to push through their presbyterian scheme with only minimal resistance.
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          However, in February 1644, five members of the Assembly - known to history as the Five Dissenting Brethren - published a pamphlet entitled "An Apologetical Narration, humbly submitted to the Honorable Houses of Parliament, by Thomas Goodwin, Philip Nye, Sidrach Simpson, Jeremiah Burroughs, & William Bridge." This publication laid out the case for the Independent position forcefully, and made it impossible for the Scottish Commissioners to succeed in quickly creating an amicable consensus around the presbyterian position. Instead, in 1644, the Westminster Assembly became the sight of a series of heated debate between the Presbyterians and the Independents.


          The Independents were the party most committed to experimental predestinariaism, the position that one can have assurance of election in this life. Experimental predestinarians tended to undergo dramatic conversion experiences. With the rise of experimental predestinarianism, there was a concomitant call among some of the godly for gathered churches. Unlike the Church of England - which theoretically encompassed everybody in England - a gathered church was made up only of those who had undergone a conversion experience. Following the suppression of Separatism in the late Elizabethan period, calls for gathered churches could only be whispered about. However, the social process of separating "the godly" from the rest of the congregation continued throughout the early seventeenth century. When the Puritans in New England set up their own congregations, in order to be admitted to the church, one had to be examined by the elders of the church, and then make a public profession of faith before the assembled congregation before being admitted to membership. The Independents supported the New England way and argued for its adoption in England. The result would be a situation where not all English people would be members of the church, but only those who had undergone a conversion experience and made a public confession of faith. Under these circumstances, one of the major reasons why the Independents favored congregational polity was that they argued that only other godly members of the congregation could identify who else was elect. The Independents condemned the suppression of the Separatists - why should the state be used to suppress the godly? They accused the Presbyterian party of wanting to continued the barbarous, "popish" persecutions of the Laudian bishops. For the first time, the Independents began to advocate a theory of religious liberty. Since they saw only a small minority of the community as actually "saved", they argued that it made no sense to have a uniform national church. Rather, each gathered church should be free to organize itself as it saw fit. They were therefore opposed not only to the Book of Common Prayer, but also to any attempt to reform the liturgy - they argued that in fact there shouldn't be any national liturgy at all, but that each minister and each congregation should be free to worship God in the way they saw fit.
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          The Presbyterians responded that the Independents were engaged in faction. The Presbyterians were Calvinists just like the Independents, but they spoke of predestination in a different way than the Independents. Some argued that England was an elect nation, that divine providence had chosen England as a special called nation, just as he had chosen the Israelites to be a chosen people in the Old Testament. Others argued that, while it is true that God has chosen some as elect and some as reprobate, it is really impossible in this life for any individual to know whether he or she was among the elect, and that life should therefore simply be lived in as close of conformity to the will of God as possible. They certainly did not approve of the Independents who thought that they were the only members of the elect in England: true, many members of the Church of England may have engaged in many open and notorious sins, but for the Presbyterians, that was a sign that the state needed to step in to punish those sins, lest God visit punishments on the nation in the same way that He visited punishments on Old Testament Israel when He found them sinning.


          The Independent position was clearly in the minority at the Westminster Assembly - there were, after all, only Five Dissenting Brethren in an Assembly of roughly 120 divines - making it impossible for the Independents in the Assembly to get their position passed.


          


          The Erastian Controversy, 1645-46


          During the next two years, a second controversy occupied a great deal of time and attention of the Westminster Assembly: the controversy over Erastianism. The issue of the proper relationship of church and state - which was a part of the Independents Controversy - was at the heart of the Erastian Controversy.


          During the Elizabethan Religious Settlement, two great Acts of Parliament had established the place of the Church of England in English life (1) the Act of Supremacy, which declared the monarch to be the Supreme Governor of the Church of England and which imposed an oath on all subjects requiring them to swear that they recognized the royal supremacy in the church; and (2) the Act of Uniformity, which established religious uniformity throughout the country by requiring all churches to conduct services according to the Book of Common Prayer.


          The events of the 1640s caused the English legal community to worry that the Westminster Assembly was preparing to illegally alter the church in a way that overrode the Act of Supremacy. As such, John Selden, arguably the foremost jurist in England since the death of Edward Coke in 1634, led a campaign against altering the Church of England in a way that would undermine the Act of Supremacy. Thus, just as the Presbyterian party in the Assembly was dominated by non-members (the Scottish Commissioners), the Erastian party was dominated by Selden and the other lawyers. Selden argued that not only English law, but the Bible itself required that the church be subordinate to the state: he cited the relationship of Zadok to King David and Romans 13 in support of this view.
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          Beginning in April 1645, the Assembly shifted its attention from the Independents Controversy to the Erastian Controversy. Besides John Lightfoot, the most zealous proponent of the Erastian position was Bulstrode Whitelocke, one of the MPs serving as a lay assessor to the Assembly. Whitelock maintained that only the state - and not the church - could lawfully exercise the power of excommunication.


          In October 1645, the Scottish Commissioners got their way when the Long Parliament voted in favour of an ordinance erecting a presbyterian form of church government in England. However, they were appalled that the Parliament also adopted the Erastian argument and made any final decision of the church on the question of excommunication appealable from the General Assembly to the Parliament of England.


          This decision provoked protests from the Presbyterian party. The Parliament of Scotland, worried that the Long Parliament was failing to live up to its commitments under the Solemn League and Covenant, protested the Erastian nature of the ordinance. The ministers of London organized a petition to the Parliament. The Westminster Assembly responded by sending a delegation, led by Stephen Marshall, a fiery preacher who had delivered several sermons to the Long Parliament, to protest the Erastian nature of the ordinance. (Some MPs argued that the Assembly by this action committed a praemunire and should be punished.) Parliament responded by sending a delegation which included Nathaniel Fiennes to the Westminster Assembly, along with a list of interrogatories related to the jure divino nature of church government. The Assembly responded by flatly rejecting the Erastian position - with John Lightfoot and Thomas Coleman being the lone members speaking in favour of Erastianism.
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          The Presbyterian party now initiated a massive public relations campaign and it was during 1646 that many of the major defenses of Presbyterianism were published, beginning with Jus Divinum Regiminis Ecclesiastici; or, The Divine Right of Church Government Asserted and Evidenced by the Holy Scriptures. By sundry Ministers of Christ within the City of London, published in December 1646. One of the Scottish Commissioners, Samuel Rutherford, published a book entitled The Divine Right of Church Government and Excommunication. A second Scottish Commissioner, George Gillespie engaged in a pamphlet debate with Coleman: in response to a sermon which Coleman published advocating the Erastian position, Gillespie published A Brotherly Examination of some Passages of Mr. Colemans late printed Sermon; Coleman responded with A Brotherly Examination Re-examined; Gillespie responded with Nihil Respondes; Coleman replied with Male Dicis Maledicis; and Gillespie responded with Male Audis. Gillespie also had words for William Prynne, who had written in favour of the Parliament's ordinance; Prynne was a special target of attack when Gillespie produced his magnum opus, Aarons Rod Blossoming; or, The Divine Ordinance of Church Government Vindicated, a work which partially incorporated material from the controversy with Coleman.


          The Presbyterian party also used their strength in London to petition the Parliament in favour of their position.
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          Although in August 1645, Parliament had passed an ordinance expressing its intent to set up elders throughout the country, it had not actually provided how this should be done. On March 14, 1646, Parliament passed the "Ordinance for keeping scandalous persons from the Sacrament of the Lord's Supper, for the choice of elders, and for supplying defects in former Ordinances concerning church government." This Ordinance provided mechanisms for selecting elders throughout the country, and generally established a Presbyterian system of church governance for the country. However, this Ordinance again contained an Erastian element. The Ordinance created a new office of "commissioners to judge of scandalous offenses": these commissioners were granted jurisdiction to determine if a "scandalous offense" warranted excommunication and sessions were forbidden from excommunicating any church member without a commissioner first having signed off on the excommunication. The Presbyterian party was furious at the inclusion of the office of commissioner in the act that created Presbyterian polity in England.


          The Independent party was angry that Parliament remained in the business of enforcing religious conformity at all. The most famous expression of the Independents' despondency at the Long Parliament's actions was John Milton's poem " On the New Forcers of Conscience under the Long Parliament". Milton argued that the Long Parliament was imitating popish tyranny in the church; violating the biblical principle of Christian liberty; and engaging in a course of action that would punish godly men. He concluded the poem with the famous line, "New Presbyter is but old Priest writ large" (a play on words since in English, the word "Priest" emerged as a contraction of the Greek word "Presbyter", but also claiming that the Presbyters under the Long Parliament's plan would be even worse than the Catholic and Laudian priests whom all Puritans abhorred).


          


          The Creation of the Westminster Standards, 1641-1646


          At the same time that the Westminster Assembly had been debating ecclesiology, they had also been reviewing worship and doctrine. These aspects generated less controversy amongst the divines.


          Tasked with reforming the English liturgy, the Assembly first considered simply adopting John Knox's Book of Common Order, but this possibility was rejected by the Assembly in 1644, and the work of drawing up a new liturgy entrusted to a committee. This committee drafted the Directory of Public Worship, which was passed by the Westminster Assembly in 1645. Unlike the Book of Common Prayer, which had contained detailed rubrics regulating in minute detail how clergymen were supposed to conduct service, the Directory of Public Worship is basically a loose agenda for worship, and expected the minister to fill in the details. Under the Directory, the focus of the service was on preaching. The service opened with a reading of a passage from the Bible; followed by an opening prayer (selected or composed by the minister, or offered extemporaneously by the minister); followed by a sermon; and then ended with a closing prayer. The Directory provides guidelines as to what the prayers and sermon ought to contain, but does not contain any set forms of prayers. The Directory encouraged the public singing of psalms, but left it to the minister's discretion which psalms should be used in the service and where in the service (contrast this with the Book of Common Prayer, which set out the precise order for singing psalms for every day of the year in a way that ensured that the entire Book of Psalms is sung once a month). The sections dealing with baptism, communion, marriage, funerals, days of public fasting and days of public thanksgiving all have a similar character.


          In 1643, the Long Parliament had ordered the Westminster Assembly to draw up a new Confession of Faith and a new national catechism. The result was the production of the Westminster Confession of Faith and two catechisms, the Westminster Larger Catechism (designed to be comprehensive) and the Westminster Shorter Catechism (designed to be easier for children to memorize).


          The Long Parliament approved the Directory of Public Worship in 1645. The Westminster Confession was presented to Parliament in 1646, but the House of Commons returned the Confession to the Assembly with the instruction that proof texts from Scripture should be added to the Confession. This version was resubmitted to Parliament in 1648, and, after a long a rigorous debate (during the course of which some chapters and sections approved by the Assembly were deleted), the Confession was ratified by the Long Parliament. The Larger Catechism was completed in 1647, and the Shorter Catechism in 1648, and both received the approval of both the Westminster Assembly and the Long Parliament.


          Since the Westminster Standards had been produced under the watchful eye of the Scottish Commissioners at the Westminster Assembly, the Scottish had no problem ratifying the Westminster Standards in order to keep Scotland's commitment to England under the Solemn League and Covenant. Since the Directory set up a type of ecclesiology already practiced in the Church of Scotland, it was quickly ratified by the General Assembly of the Church of Scotland and then by the Parliament of Scotland in 1646. The Larger and Shorter Catechisms were ratified by General Assembly in 1648 and the Westminster Confession in 1649. The Westminster Standards are the general standards of the Church of Scotland and of nearly all Presbyterian denominations to this day.


          Its work being completed, the Westminster Assembly was dissolved in 1649.


          


          Oliver Cromwell and the Independent ascendancy in the New Model Army


          In 1646, the Presbyterian party committed themselves to a fateful course of action. As background, we need to briefly consider the course of the First English Civil War.


          Parliamentary forces had initially fared poorly against royalist forces: the first major battle of the war, the Battle of Edgehill on October 23, 1642, was inconclusive, as was the First Battle of Newbury of September 20, 1643. As noted above, as a result of their failure to defeat the king on the battlefield, in the wake of the First Battle of Newbury, the Long Parliament decided to enter into an alliance with the Scottish, which resulted in the Solemn League and Covenant (by which the Long Parliament agreed to establish presbyterianism in England), and with the war being entrusted to a joint committee of Scottish and English known as the Committee of Both Kingdoms. With the addition of the Scottish forces, the parliamentarians now won a decisive victory at the Battle of Marston Moor on July 2, 1644.
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          The most successful parliamentary cavalry commander had been Oliver Cromwell, and Cromwell now approached the Committee of Both Kingdoms with a proposal. Cromwell had come to the conclusion that the current military system was untenable because it relied on local militias defending local areas. Cromwell proposed that Parliament create a new army that would be deployable anywhere in the kingdom and not tied to a particular locality. After the Second Battle of Newbury of October 27, 1644, where parliamentary forces greatly outnumbered royalist forces and yet parliamentary forces were barely able to defeat the royalist forces, Cromwell redoubled his arguments in favour of creating a new army. At this point, most of the leaders in the parliamentary army were Presbyterians who supported the Presbyterians at the Westminster Assembly. Cromwell, however, had also been following the goings-on of the Westminster Assembly and he sided with the Independents. Cromwell thought that the Presbyterians in the army - notably his superior, Edward Montagu, 2nd Earl of Manchester - opposed his proposal to create a new and more effective army mainly because they wanted to make peace with the king. He also thought that the army's supreme commander, Robert Devereux, 3rd Earl of Essex, shared Manchester's views. Cromwell, however, felt that parliamentary forces should seek total victory over the royalists, and since he distrusted Charles immensely, he felt that Charles should have no role in any post-war government.


          Cromwell, who was an MP as well as a military commander, now devised a brilliant way to out-maneuver his enemies in the army. In Parliament, Cromwell suddenly proposed a dramatic way to resolve his differences with Manchester and Essex. On December 9, 1644, Cromwell introduced a bill in Parliament saying that no member of either the House of Commons or the House of Lords could retain his position as a military commander while serving as a member of Parliament. Members would have to choose: either resign from Parliament or resign from the army. Cromwell's bill was passed by the House of Commons but rejected by the House of Lords in January 1645, who were worried that this would mean that no nobleman could serve as a commander in the army. To assuage this worry, Cromwell re-introduced his bill with a provision saying that, if Parliament wished, it could re-appoint any parliamentarian who resigned from the army to the army if it so chose. The Lords were ultimately persuaded by Cromwell, and on January 13, 1645 passed this bill, known to history as the Self-denying Ordinance. At roughly the same time, on January 6, 1645, the Committee of Both Kingdoms finally approved Cromwell's request and authorized the creation of the New Model Army. In the wake of the Self-denying Ordinance, Essex and Manchester both resigned from the army in order to retain their positions in the House of Lords. Cromwell, instead, resigned from the House of Commons rather than forfeit his position in the army. Thus, when the New Model Army was organized under Sir Thomas Fairfax, Cromwell was the most senior army commander left in the army. Fairfax therefore leaned on Cromwell as his number-two during the organization of the New Model Army. Cromwell did everything in his power to ensure that no Presbyterians were recruited to the New Model Army, and that Independents were encouraged to join the New Model Army. Cromwell had thus created a situation where the Presbyterians dominated the Long Parliament, but the Independents dominated the New Model Army.
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          At the Battle of Naseby on June 16, 1645, the New Model Army achieved a decisive victory over royalist forces. A number of subsequent battles were needed to finally defeat the royalist forces. In May 1646, Charles surrendered himself over to Scottish forces at Southwell, Nottinghamshire.


          So, to summarize the situation as we move into 1647: On the one hand, you have the leaders of the Long Parliament and the Scottish favoring peace with Charles and a restoration of Charles to power as a constitutional monarch, while Oliver Cromwell, the Independent leader of the New Model Army, wants to get rid of Charles. On the other hand, you have the Scottish and the Presbyterian party at the Westminster Assembly pushing for a pure form of Presbyterian polity for the Church of England, while the Long Parliament has enacted a form of presbyterianism which contains Erastian elements which the Westminster Presbyterian party and the Scottish find deeply distasteful. Under these circumstances, the Scottish, and the Presbyterian party at the Westminster Assembly (a party which had been dominated by the Scottish Commissioners) decided to approach the king in order to seek his support against the Independents and the Erastians.


          


          The Second English Civil War (1648-49) and the Regicide (1649)


          In summer and fall 1647, Henry Ireton and John Lambert negotiated with both houses of parliament and eventually the Army and Parliament reached agreement on a set of proposals, known as the Heads of Proposals, which were presented to Charles in November 1647. The main propositions were


          
            	Royalists had to wait five years before running for or holding an office.


            	The Book of Common Prayer was allowed to be read but not mandatory, and no penalties should be made for not going to church, or attending other acts of worship.


            	The sitting Parliament was to set a date for its own termination. Thereafter, biennial Parliaments were to be called (i.e. every two years), which would sit for a minimum of 120 days and maximum of 240 days. Constituencies were to be reorganized.


            	Episcopacy would be retained in church government, but the power of the bishops would be substantially reduced.


            	Parliament was to control the appointment of state officials and officers in the army and navy for 10 years.

          


          Charles, however, rejected the Heads of Proposals.


          Instead, Charles negotiated with a faction of Scottish Covenanters and on December 26, 1647, signed The Engagement, a secret treaty with the group of Scottish Covenanters who became known as the Engagers. Under the Engagement, Charles agreed that episcopacy should be suppressed in the Church of England, and he agreed to support presbyterianism for three years, after which a permanent solution to the question of the church's polity could be worked out. In exchange, the Engagers agreed to bring an army of 20,000 into England in order to suppress the New Model Army and restore Charles to his throne. This led to the Second English Civil War. Unfortunately for Charles and the Engagers (and the English Presbyterians), Charles' forces were defeated decisively at the Battle of Preston on August 17-19, 1648.
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          The Independents in the Army now argued that Charles was a "man of blood" who deserved to be punished. They argued that the outcome of the First English Civil War was proof of God's judgment against Charles. Taking up arms after that judgment had been rendered resulted in the shedding of innocent blood. The leaders of the army therefore drafted The Remonstrance of the Army in November 1648, calling on the Long Parliament to execute Charles and to replace hereditary monarchy in England with an elective monarchy. When the Long Parliament rejected the Army's Remonstrance, the Army leaders decided that they would take decisive action. Thus, on December 6, 1648, Colonel Thomas Pride led a coup d'tat known as Pride's Purge - his forces entered the House of Commons and physically removed all MPs who opposed the Independent party from the Parliament.


          After the Purge, the remaining parliament - known as the Rump Parliament - proceeded to do what the Long Parliament refused to do: put Charles on trial for high treason. The House of Commons passed an act on January 3, 1649 creating a High Court of Justice for the trial of Charles I. This Act was rejected by the House of Lords, but the Army insisted that the trial go ahead anyway. His trial began on January 20, 1649 in Westminster Hall and ended on January 27, 1649 with a guilty verdict. 59 Commissioners signed Charles' death warrant, and he was subsequently executed on January 30, 1649.
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          The execution of Charles I would be the lens through which the Puritan movement was viewed for generations. For opponents of Puritanism, this confirmed what they had been saying for years: that Puritanism ultimately led to violent rebellion and that there was a straight line from religious fanaticism to regicide. As we have seen, the Puritan movement grew increasingly fractured over the course of the 1640s. The largest group of Puritans, the Presbyterians, had in fact opposed the regicide, but to the supporters of the king and of episcopacy, this seemed like too fine a distinction. On the other hand, for many Independents, the regicide was entirely justified: Charles was a man who had been a tyrant and who defied the will of God and therefore had to be punished.


          The most important literary exchange over the regicide occurred when royalists published Eikon Basilike immediately upon Charles' execution. Eikon Basilike purported to be written by Charles during his time in captivity, but was almost certainly ghost-written, likely by John Gauden. In this book, Charles is presented as a " devout son of the Church of England" who was unjustly hounded by Puritan persecutors and ultimately martyred for defending the Church of England against the Puritans' religious fanaticism. John Milton - who by now had emerged as the most important Independent polemicist - responded to the book later in 1649 in a book he entitled Eikonoklastes, which was a point-by-point response to Eikon Basilike's flattering portrait of Charles and its unflattering portrait of the Parliamentarians and the Army.


          


          The English Interregnum, 1649-1660


          The English Interregnum was a period of great religious diversity and experimentation in England. With the creation of the Commonwealth of England in 1649, government passed to the English Council of State, a group dominated by Oliver Cromwell, an advocate of religious liberty. In 1650, at Cromwell's behest, the Rump Parliament abolished the Act of Uniformity, meaning that while England now had an officially established church with Presbyterian polity, there was no legal requirement that anyone attend services in the established church.


          As noted above, in 1646, the Long Parliament had abolished episcopacy in the Church of England and replaced it with a presbyterian system, and had voted to replace the Book of Common Prayer with the Directory of Worship. However, the actual implementation of these reforms in the church proceeded slowly for a number of reasons:


          
            	In many localities - especially those areas which had been Royalist during the Civil Wars and which had low numbers of Puritans, both the bishops and the Book of Common Prayer were popular and local ministers as well as local congregations simply continued to conduct worship in their ordinary way.


            	Independents opposed the scheme, so rather than try to implement the presbyterian scheme, they simply started conducting themselves as gathered churches.


            	Clergymen who favored presbyterianism nevertheless disliked the Long Parliament's ordinance because it included an Erastian element in the office of "commissioner". They were thus less than enthusiastic about implementing the Long Parliament's scheme.


            	Since the office of bishop had been abolished in the church, and the Long Parliament really hadn't provided a substitute, there was no one to enforce the new presbyterianism scheme on the church, so the combination of opposition and apathy meant that little was done.

          


          The abolition of episcopacy meant that there was no longer a mechanism for enforcing religious uniformity in the country, and with the abolition of the Act of Uniformity, even the pretense of religious uniformity broke down. Thus, while the Presbyterians were dominant (at least theoretically) within the established church, those Puritans who opposed Presbyterianism were basically free to start conducting themselves in the way they wanted.


          One of the things that happened at this point was that Separatists, who had previously organized themselves underground, were able to worship openly. For example, as early as 1616, the first English Baptists had organized themselves in secret, under the leadership of Henry Jacob, John Lothropp, and Henry Jessey. Now, however, they were less secretive. Other ministers - who favored the congregationalist New England Way - also began setting up their own congregations outside of the established church.


          Many sects were also organized during this time. It is not clear that they should be called "Puritan" sects since they placed less emphasis on the Bible than is characteristic of Puritans, instead insisting on the role of direct contact with the Holy Spirit. These groups included the Ranters, the Fifth Monarchists, the Seekers, the Muggletonians, and - most prominently and most lastingly - the Quakers.


          


          From 1660 to present day


          The influence of the Puritan movement persisted in England in various forms. All official discrimination against Puritans in England ended in the 1640s when Puritan forces under Oliver Cromwell overthrew the monarchy in the English Civil War.


          


          Great Ejection


          With the restoration of the monarchy in 1660 the Church of England attempted to re-assert its authority as the official English church. In 1662, the "Great Ejection" followed the passage of the Act of Uniformity in England. Around two thousand Puritan ministers were forced to resign from their positions as Church of England clergy following the restoration of Charles II. Persecution of the Puritans then occurred sporadically under the terms of what later became known as The Clarendon Code (Gatiss, The Tragedy of 1662). Persecution from the state and the established church was somewhat abated under James II and then after the Glorious Revolution under William and Mary.


          


          Later trends


          Puritan experience also motivated the later Latitudinarian and Evangelical trends in the Church of England. Meanwhile, in Europe, in the 17th and 18th centuries, a movement within Lutheranism based on puritan ideology became a strong religious force known as pietism. In the USA, the Puritan settlement of New England was a major influence on American Protestantism.


          With the start of the English Civil War in the 1640s, fewer and fewer immigrants to New England were Puritans. Very few immigrants to Virginia and other early colonies were Puritans. Most immigrants to Virginia and other colonies in the 1600s came to America for economic reasons. By 1660 Puritan migration to the New World had ended and was officially discouraged. Puritan populations in New England, however, continued to grow rapidly, owing to the prosperity of many large Puritan families. (See Estimated Population 16201780: Immigration to the USA.)


          Many immigrants to New England, who had been motivated by a desire for greater religious freedom, actually soon found repression under the Puritan theocracy to be far more repressive than any oppression of their faith that they had experienced back in Britain. (For example see: Roger Williams, Stephen Bachiler, Anne Hutchinson, Mary Dyer, etc.)


          


          Decline of power and influence


          Puritan oppression, including torture and imprisonment of many leaders of non-Puritan Christian sects, led to the (voluntary or involuntary) "banishment" of many Christian leaders and their followers from the Massachusetts Bay Colony. This negative impact of Puritanism on many new colonists had a positive result on American history in that it led to the founding of many new coloniesRhode Island, Pennsylvania, New Jersey, Delaware, New Hampshire, and othersas religious havens that were created for devout Christians who wanted to live outside the oppressive reach of Puritan theocracy.


          The power and influence of Puritan leaders in New England declined further after the Salem Witch Trials in Salem, Massachusetts, in the 1690s. Although they began as a trial of one or several self-avowed witches who admitted to practicing voodoo-type rituals with malicious intent, the trials got out of hand and ended with a number of innocent people being falsely accused, found guilty, and executed by Puritan leaders. Although most of the magistrates never admitted fault in the matter, at least one, Samuel Sewall, publicly apologized in later life. Many other witch trials wrongly accused others of supernatural crimes elsewhere in New England and in various parts of Europe of the time. Because most people of that era believed in the existence and efficacy of witchcraft, the witch trials can be seen as a very unfortunate miscarriage of justice in the face of public hysteria, and less as the result of a prejudice specific to the Puritan leaders.


          In addition to rival Christian clergy members and suspected witches, the Puritan leaders' strict governing of their own peopleas depicted in Nathaniel Hawthorne's fictional novel The Scarlet Letterled to their being ousted from direct political control in Massachusetts by 1700 and the decline of the influence of Puritanism as a religious sect in many areas by the mid-1700s.


          Some modern Presbyterian denominations are descended, at least in part, from the Puritans (for example the Presbyterian Church (USA)), although others pre-date the English influence.


          Congregational Churches also trace their lineage back to the Puritans. One example is the Congregational Christian Churches (CCC) denomination in the United States (which merged with the Evangelical and Reformed Church in 1957 to form the United Church of Christ). The CCC is the direct descendant of New England Puritan congregations, although in the early 19th century a few of these old congregations adopted Unitarianism.


          Another example is the United Reformed Church in England and Wales (the modern URC also has congregations in Scotland, but its southern componentsthe Congregational Church in England and Wales and the Presbyterian Church in Englandpartly descend from Restoration Dissenters).


          A number of contemporary Unitarian congregations such as The First Parish in Cambridge also trace their roots back to English and New England Puritan congregations.


          Various Baptist denominations also grew in strength in England during the Commonwealth. During this period, the Religious Society of Friends (popularly known as "Quakers") was founded and grew remarkably in strength, though the theology of the Society of Friends is radically different from that of Puritanism (for example, they rejected the doctrine of predestination), and can be seen as a reaction against Calvinist belief in a period of religious upheaval. This period of religious upheaval also saw the appearance of more radical sects, such as the Diggers and the allegedly antinomian Ranters.


          


          Beliefs


          The central tenet of Puritanism was God's supreme authority over human affairs, particularly in the church, and especially as expressed in the Bible. This view led them to seek both individual and corporate conformance to the teaching of the Bible, and it led them to pursue both moral purity down to the smallest detail as well as ecclesiastical purity to the highest level.


          The words of the Bible were the origin of many Puritan cultural ideals, especially regarding the roles of men and women in the community. While both sexes carried the stain of original sin, for a girl, original sin suggested more than the roster of Puritan character flaws. Eves corruption, in Puritan eyes, extended to all women, and justified marginalizing them within churches' hierarchical structures. An example is the different ways that men and women were made to express their conversion experiences. For full membership, the Puritan church insisted not only that its congregants lead godly lives and exhibit a clear understanding of the main tenets of their Christian faith, but they also must demonstrate that they had experienced true evidence of the workings of Gods grace in their souls. Only those who gave a convincing account of such a conversion could be admitted to full church membership. Women were not permitted to speak in church after 1636 (although they were allowed to engage in religious discussions outside of it, in various women-only meetings), and thus could not narrate their conversions.


          On the individual level, the Puritans emphasized that each person should be continually reformed by the grace of God to fight against indwelling sin and do what is right before God. A humble and obedient life would arise for every Christian. Puritan culture emphasized the need for self-examination and the strict accounting for ones feelings as well as ones deeds. This was the centre of evangelical experience, which women in turn placed at the heart of their work to sustain family life.


          The Puritans tended to admire the early church fathers and quoted them liberally in their works. In addition to arming the Puritans to fight against later developments of the Roman Catholic tradition, these studies also led to the rediscovery of some ancient scruples. Chrysostom, a favorite of the Puritans, spoke eloquently against drama and other worldly endeavors, and the Puritans adopted his view when decrying what they saw as the decadent culture of England, famous at that time for its plays and bawdy London entertainments. The Pilgrims (the separatist, congregationalist Puritans who went to North America) are likewise famous for banning from their New England colonies many secular entertainments, such as games of chance, maypoles, and drama, all of which were perceived as kinds of immorality.


          At the level of the church body, the Puritans believed that the worship in the church ought to be strictly regulated by what is commanded in the Bible (known as the regulative principle of worship). The Puritans condemned as idolatry many worship practices regardless of the practices' antiquity or widespread adoption among Christians, which their opponents defended with tradition. Like some of Reformed churches on the European continent, Puritan reforms were typified by a minimum of ritual and decoration and by an unambiguous emphasis on preaching. Like the early church fathers, they eliminated the use of musical instruments in their worship services, for various theological and practical reasons. Outside of church, however, Puritans were quite fond of music and encouraged it in certain ways.


          Another important distinction was the Puritan approach to church-state relations. They opposed the Anglican idea of the supremacy of the monarch in the church ( Erastianism), and, following Calvin, they argued that the only head of the Church in heaven or earth is Christ (not the Pope or the monarch). However, they believed that secular governors are accountable to God (not through the church, but alongside it) to protect and reward virtue, including "true religion", and to punish wrongdoers  a policy that is best described as non-interference rather than separation of church and state. The separating Congregationalists, a segment of the Puritan movement more radical than the Anglican Puritans, believed the Divine Right of Kings was heresy, a belief that became more pronounced during the reign of Charles I of England.


          Other notable beliefs include:


          
            	An emphasis on private study of the Bible


            	A desire to see education and enlightenment for the masses (especially so they could read the Bible for themselves)


            	The priesthood of all believers


            	Simplicity in worship, the exclusion of vestments, images, candles, etc.


            	Did not celebrate traditional holidays that they believed to be in violation of the regulative principle of worship.


            	Believed the Sabbath was still obligatory for Christians, although they believed the Sabbath had been changed to Sunday


            	Some approved of the church hierarchy, but others sought to reform the episcopal churches on the presbyterian model. Some separatist Puritans were presbyterian, but most were congregationalists.

          


          In addition to promoting lay education, it was important to the Puritans to have knowledgeable, educated pastors, who could read the Bible in its original Greek, Hebrew, and Aramaic, as well as ancient and modern church tradition and scholarly works, which were most commonly written in Latin, and so most of their divines undertook rigorous studies at the University of Oxford or the University of Cambridge before seeking ordination. Diversions for the educated included discussing the Bible and its practical applications as well as reading the classics such as Cicero, Virgil, and Ovid. They also encouraged the composition of poetry that was of a religious nature, though they eschewed religious-erotic poetry except for the Song of Solomon, which they considered magnificent poetry, without error, regulative for their sexual pleasure, and, especially, as an allegory of Christ and the Church.


          In modern usage, the word puritan is often used as an informal pejorative for someone who has strict views on sexual morality, disapproves of recreation, and wishes to impose these beliefs on others. None of these qualities were unique to Puritanism or universally characteristic of the Puritans themselves, whose moral views and ascetic tendencies were no more unusual than those of many other Protestant reformers of their time, and who were relatively tolerant of other denominations, at least in England. The popular image is slightly more accurate as a description of Puritans in colonial America, who were among the most radical Puritans and whose social experiment took the form of a Calvinist theocracy.


          


          Family life


          According to Puritan belief, the order of creation was simple: the world was created for man, and man was created for God. If God had created the world with some beings subordinate to others, he applied the same principle to his construction of human society. Thus the Puritans honored hierarchy among men as divine order; this order presupposed Gods appointment of mankind to live in Societies, first, of Family, Secondly Church, Thirdly, Common-wealth. Order in the family, then, fundamentally structured Puritan belief. Puritans usually migrated to New England as a family unit, a pattern different from other colonies where young, single men often came on their own. Puritan men of the generation of the Great Migration (16301640) believed that a good Puritan wife did not linger in Britain but encouraged her husband in his great service to God.


          The essence of social order lay in the authority of husband over wife, parents over children, and masters over servants in the family. Puritan marriage choices were influenced by young peoples inclination, by parents, and by the social rank of the persons involved. Upon finding a suitable match, husband and wife in America followed the steps needed to legitimize their marriage, including: 1) a contract, comparable to todays practice of engagement; 2) the announcement of this contract; 3) execution of the contract at a church; 4) a celebration of the event at the home of the groom and 5) sexual intercourse. Problems with consummation could terminate a marriage: if a groom proved impotent, the contract between him and his bride dissolved, an act enforced by the courts. The courts could also enforce the duty of a husband to support his wife, as English Common Law provided that when a woman married, she gave all her property to her husband and became a feme covert, losing her separate civil identity in his. In so doing, she legally accepted her role as managing her husbands household, fulfilling her duty of keep[ing] at home, educating her children, keeping and improving what is got by the industry of man.


          Although without property in New England, a wife in some ways had real authority in the family, although hers derived from different sources from her husbands, and she exercised it in different ways. Because the laws of God explicitly informed the earliest laws of the Massachusetts civil code, a husband could not legally command his wife anything contrary to Gods word. Indeed, Gods word often prescribed important roles of authority for women; the Complete Body of Divinity stated that as to Servants, the Metaphorical and Synecdochial usage of the words Father and Mother, heretofore observed, implys it; for tho the Husband be the Head of the Wife, yet she is an Head of the Family. Adhering to this ideology, Samuel Sewall, a magistrate, advised his sons servant that he could not obey his Master without obedience to his Mistress; and vice versa. For the Puritans, ideas of proper order both sharply defined and confined a womans authority.


          In Puritan New England, the family was the fundamental unit of society, the place where Puritans rehearsed and perfected religious, ethical, and social values and expectations of the community at large. The English Puritan William Gouge wrote: a familie is a little Church, and a little common-wealth, at least a lively representation thereof, whereby triall may be made of such as are fit for any place of authoritie, or of subjection in Church or commonwealth. Or rather it is as a schoole wherein the first principles and grounds of government and subjection are learned: whereby men are fitted to greater matters in Church or common-wealth.


          The relationships within the nuclear family, along with interactions between the family and the larger community, distinguished Puritans from other early settlers. Authority and obedience characterized the relationship between Puritan parents and their children. Proper love meant proper discipline; in a society essentially without police, the family was the basic unit of supervision. Disciplining disobedient children mostly derived from a spiritual concern: a breakdown in family rule indicated a disregard of Gods order. Fathers and mothers have disordered and disobedient children, said the Puritan Richard Greenham, because they have been disobedient children to the Lord and disordered to their parents when they were young. Thus disobedient parents meant disobedient children. Because the duty of early childcare fell almost exclusively on women, a womans salvation necessarily depended upon the observable goodness of her child.


          Puritans connected the discipline of a child to later readiness for conversion. Accordingly, parents attempted to check their affectionate feelings toward a disobedient child, at least after the child was about two years old, in order to break his or her will. This suspicious regard of fondness and heavy emphasis on obedience placed complex pressures on the Puritan mother. While Puritans expected mothers to care for their young children tenderly, a mother who doted could be accused of failing to keep God present. Furthermore, Puritan belief prescribed that a fathers more distant governance check the mothers tenderness once a male child reached the age of 6 or 7 so that he could bring the child to Gods authority.


          The home gave women the freedom to exercise religious and moral authority, performing duties not open to them in public (after the banishment of Anne Hutchinson, most congregations did not permit women to speak in church). The Puritan family structure at once encouraged some measure of female authority while supporting family patriarchy.


          


          Education


          As John Winthrop sailed toward New England in 1630, he exhorted his fellow passengers that the society they would form in New England would be "as a city upon a hill, and that they must become a pure community of Christians who would set an example to the rest of the world. To achieve this goal, the colony leaders would educate all Puritans. These men of letters, who viewed themselves as a part of an international world, had attended Oxford or Cambridge and could communicate with intellectuals all over Europe. Just six years after the first large migration, colony leaders founded Harvard College.


          By the 1670s, all New England colonies (excepting Rhode Island) had passed legislation that mandated literacy for children. In 1647, Massachusetts passed a law that required towns to hire a schoolmaster to teach writing. Different forms of schooling emerged, ranging from the dame or reading school, a form of instruction conducted by women in their private homes for small children, to Latin schools for boys already literate in English and ready to master grammar through Latin, Hebrew, and Greek. Reading schools would often be the single source of education for girls, whereas boys would leave their reading mistresses to go to the town grammar schools. Indeed, gender largely determined educational practices. Women introduced all children to reading, and men taught boys in higher pursuits. Since girls could play no role in the ministry, and since grammar schools were designed to instruct youth so farr as they may be fited for the university, Latin grammar schools did not accept girls (nor did Harvard). Evidence mostly suggests that girls could not attend even the less ambitious town schools, the lower-tier writing-reading schools mandated for townships of over fifty families.


          The motive to educate was largely religious. In order for Puritans to become holy, they needed to read the Scriptures. As the articles of faith of 1549 had proclaimed, Holy Scripture containeth all things necessary to salvation. Although reading the Bible did not guarantee conversion, it laid its groundwork, and a good Puritans duty was to search out scriptural truth for oneself.


          Social motives for mandating reading instruction grew out of a concern that children not taught to read would grow  barbarous; the 1648 amendment to the Massachusetts law and the 1650 Connecticut code, both used the word barbarisme. Further, children needed to read in order to understandthe capital lawes of this country, as the Massachusetts law declared. Order was of the utmost importance for the Puritan community, a group trying to make a home in a new wilderness and create a perfected society from scratch.


          The emphasis on education in Puritan New England differed significantly from other regions of colonial America. The founding fathers established New England in pursuit of a model of Christian living, fueling strong motivations for literary instruction. But New England also differed from its mother country, as nothing in English statute required schoolmasters or the literacy of children. Indeed, with the possible exception of Scotland, the Puritan model of education did not exist anywhere else in the world.


          


          The Puritan spirit in the United States


          Some have suggested that it is a "Puritan spirit" in the United States' political culture that creates a tendency to oppose things such as alcohol and open sexuality. However, the Puritans were not opposed to drinking alcohol in moderation or to enjoying their sexuality within the bounds of marriage as a gift from God. In fact, spouses (albeit, in practice, mainly females) were disciplined if they did not perform their sexual marital duties, in accordance with 1 Corinthians 7 and other biblical passages. Because of these beliefs, the Puritans did publicly punish drunkenness and sexual relations outside of marriage.


          Alexis de Tocqueville suggested in Democracy in America that the Pilgrims' Puritanism was the very thing that provided a firm foundation for American democracy, and in his view, these Puritans were hard-working, egalitarian, and studious. The theme of a religious basis of economic discipline is echoed in sociologist Max Weber's work, but both de Tocqueville and Weber argued that this discipline was not a force of economic determinism, but one factor among many that should be considered when evaluating the relative economic success of the Puritans. In Hellfire Nation, James A. Morone suggests that some opposing tendencies within Puritanismits desire to create a just society and its moral fervor in bringing about that just society, which sometimes created paranoia and intolerance for other viewsare at the root of America's current political landscape.


          


          Orthography


          In the United States, "Puritan" has not always been the only acceptable spelling. Through the 20th century, "Puritain" was an acceptable alternative spelling in British English. During the 17th and 18th centuries in England, the word was spelled both with and without the second i. "Puritain" was more common in the 16th century. The word derives from "purity" in English, and the suffix meaning "dweller"/"practitioner" can be spelled -ain or -an, depending upon the language.
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          Pygmies (singular: Pygmy) refers to various peoples of central Africa whose adults have an average height of 150 centimetres (4 feet 11 inches) or shorter. The term is also sometimes applied to the so-called Negrito peoples of Asia, and occasionally indiscriminately to individuals of unusually short stature. The term is considered by many as derogatory, with many instead preferring to be called by the name of their various ethnic groups. Nevertheless, the term is widely used as no other term has emerged to replace "Pygmy".


          


          Etymology


          The term pygmy as used to refer to diminutive people derives from Greek Pygmaioi and Latin Pygmaei (sing. Pygmaeus), a measure of length corresponding to the distance between the elbow and knuckles. (See also Greek pechua ()). In Greek mythology the word describes a tribe of dwarfs, first described by Homer, and reputed to live in Ethiopia.


          The term "Pygmy" is often considered pejorative. However, there is no single term to replace it that covers all African Pygmies. The term Bayaka, the plural form of the Aka/Yaka, is sometimes used in the Central African Republic) to refer to all local Pygmies. Likewise, the Kongo word Bambenga is used in Congo.


          


          Origins


          A commonly held view is that the Pygmies are the direct descendents of the Late Stone Age hunter-gatherer peoples of the central African rainforest, who were partially absorbed or displaced by later immigration of agricultural peoples, and adopted their Central Sudanic, Adamawa-Ubangian, and Bantu languages. This view has no archaeological support, and ambiguous support from genetics and linguistics. There is some common botanical and honey-collecting vocabulary between the Aka and Baka, who are both western Pygmy populations but speak quite different languages. This has been taken by some as the remnants of an indigenous (western) Pygmy language.


          Genetically, the eastern Mbuti pygmies are extremely divergent from other human populations, as well as being the shortest of the Pygmy populations, suggesting they are an ancient indigenous lineage. Their closest relatives appear to be the Hadzabe, who live in the savannas east of the forest and were quite short in stature before heavy recent intermarriage with their taller neighbors. Other Pygmy groups which have been genetically tested are not very distinct from their non-Pygmy neighbors, suggesting either that their indigenous ancestry has been diluted through interbreeding with neighboring agricultural populations, or that they have a different ancestry than the Mbuti. Indeed, the genetic mutations responsible for the short stature of the eastern and western Pygmies are different and unrelated, supporting the view of some scientists that the Pygmies, or at least some Pygmies, are the descendants of the initial waves of Bantu and Adamawa-Ubangi speakers who took up living in the deep forest.


          There are a number of southern " Twa" populations in Angola and neighboring countries, living in swamps and deserts far from the forest. They are little studied, and it is not known if they are indigenous to the area or more recent migrants from the forest.


          Various theories have been proposed to explain the short stature of pygmies: lack of food in the rainforest environment, low calcium levels in the soil, the need to move through dense jungle, as an adaptation to heat and humidity, and most recently, as an association with rapid reproductive maturation under conditions of early mortality.


          Ultraviolet light levels are very low in rainforests. This might mean that relatively little vitamin D can be made in human skin, thereby limiting calcium uptake from the diet for bone growth and maintenance. This could lead to the evolution of small skeletal size, that is to a "pygmy".


          


          Genocide


          During the Congo Civil War, Pygmies were hunted down like game animals and eaten. Both sides of the war regarded them as "subhuman" and some say their flesh can confer magical powers. UN human rights activists reported in 2003 that rebels had carried out acts of cannibalism. Sinafasi Makelo, a representative of Mbuti pygmies, has asked the UN Security Council to recognise cannibalism as a crime against humanity and an act of genocide.


          


          Groups
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          Pygmies live in several ethnic groups in Rwanda, Burundi, Uganda, the Democratic Republic of the Congo, the Central African Republic, Cameroon, Equatorial Guinea, Gabon, the Republic of Congo, Angola, Botswana, Namibia, and Zambia. Most pygmy communities are hunter-gatherers, living partially but not exclusively on the wild products of their environment. They trade with neighbouring farmers to acquire cultivated foods and other material items.


          There are several Pygmy groups, the best known being the Mbenga (Aka and Baka) of the western Congo basin, the Mbuti (Efe etc.) of the Ituri Rainforest, and the Twa of the Great Lakes.


          
            	
              Mbenga or Bambenga (AKA Ba-Binga [derogatory]) (west Congo basin)

              
                	Aka or Mka (AKA (Ba)Yaka, Bayaga, Gbayaka, Biaka, Bek) (Central African Republic, Republic of Congo) speak a Bantu language close to Linguala

                  
                    	Mbenzl or Babenzl (Western Aka, Central African Republic)


                    	Basese (Eastern Aka)

                  

                


                	Baka (AKA Bibaya) (Cameroon, Gabon, Republic of Congo) speak closely related Ubangi languages

                  
                    	Baka proper


                    	Ganzi


                    	Gundi or Ngondi

                  

                


                	Gyele or Ba/Bo-gieli (AKA Bonjiel(i), Bako, Bekoe, Bakola, Bakuele, Likoya) (Cameroon) speak a Bantu language of the Makaa-Njem branch

              

            


            	
              Mbuti or Bambuti ( Ituri rainforest, eastern Democratic Republic of the Congo)

              
                	Ef speak a Central Sudanic language related to Mangbutu


                	Asua or Asoa (AKA Aka) speak a Central Sudanic language related to Mangbetu


                	Kango or Bakango (AKA Batchua) speak a Bantu language related to Komo

              

            


            	Twa or Batwa (AKA Gesera) (Rwanda, Burundi, Democratic Republic of the Congo, Uganda) speak the Kirundi and Kinyarwanda languages

          


          


          


          Other "pygmies"


          Some so-called Negritos in Southeast Asia (including the Batak and Aeta of the Philippines, the Andamanese of the Andaman Islands, and the Semang of the Malay Peninsula), and occasionally Papuans and Melanesians in adjacent Oceania, are sometimes called pygmies (especially in older literature). Some of them are small-statured, dark-skinned and are hunter-gatherers, like many African Pygmies. It has been suggested that they arrived during migrations from Africa to Southeast Asia and Oceania as much as 60,000 years ago. On the other hand, there is evidence that they are more closely related to the surrounding Asian populations than to Africans.


          The name "Negrito" comes from the Portuguese "little black" and was given by early explorers who assumed the Andamanese they encountered were from Africa. This belief was discarded when anthropologists noted that apart from dark skin and curly hair, they had little in common with any African population, including the African pygmies.


          Short statured aboriginal tribes inhabited the rainforests of North Queensland, Australia, of which the best known group is probably the Tjapukai of the Cairns area. These rainforest people, collectively referred to as Barrineans, were once considered to be a relict of the earliest wave of migration to the Australian continent, but this theory no longer finds much favour.
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              	Conservation status
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                  Endangered( IUCN 3.1)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Artiodactyla

                  


                  
                    	Family:

                    	Hippopotamidae

                  


                  
                    	Genus:

                    	Choeropsis

                  


                  
                    	Species:

                    	C. liberiensis

                  

                

              
            


            
              	Binomial name
            


            
              	Choeropsis liberiensis

              ( Morton, 1849)
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                C. l. liberiensis

                C. l. heslopi


              
            

          


          The Pygmy Hippopotamus (Choeropsis liberiensis or Hexaprotodon liberiensis) is a large mammal native to the forests and swamps of western Africa (the scientific species classification means "of Liberia", as this is where the vast majority lives). The pygmy hippo is reclusive and nocturnal. It is one of only two extant species in the hippopotamidae family, the other being its much larger cousin the common hippopotamus.


          The pygmy hippopotamus displays many terrestrial adaptations, but like its larger cousin, it is semi-aquatic and relies on proximity to water to keep its skin moisturized and its body temperature cool. Behaviors such as mating and birth may occur in water or on land. The pygmy hippo is herbivorous, feeding on whatever ferns, broad-leaved plants, grasses and fruits it finds in the forests.


          A rare nocturnal forest creature, the pygmy hippopotamus is a difficult animal to study in the wild; it also lives primarily in countries with a great degree of civil strife. Pygmy hippos lead mostly solitary lives; they are sometimes seen in pairs or threesomes, but never large pods like the common hippopotamus. Unlike the common hippopotamus, they are not known to be territorial.


          Pygmy hippos were unknown outside of West Africa until the 19th century. Introduced to zoos in the early 20th century, they breed well in captivity and the vast majority of research is derived from zoo specimens. The survival of the species in captivity is more assured than in the wild: the World Conservation Union estimates that there are less than 3,000 pygmy hippos remaining in the wild. Pygmy hippos are primarily threatened by loss of habitat, as forests are logged and converted to farm land, and are also vulnerable to poaching, hunting, natural predators and war.


          


          Taxonomy and origins


          Nomenclature of the pygmy hippopotamus reflects that of the hippopotamus. The plural form is pygmy hippopotami (hippopotamuses is also accepted as a plural form by the OED, or pygmy hippos for short). A male pygmy hippopotamus is known as a bull, a female as a cow, and a baby as a calf.
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          The pygmy hippopotamus is a member of the family Hippopotamidae where it is classified as a member of either the genus Choeropsis ("resembling a hog") or, the genus Hexaprotodon ("six front teeth"). Hippopotamidae are sometimes known as Hippopotamids. Sometimes the sub-family Hippopotaminae is used. Further, some taxonomists group hippopotami and anthracotheres in the superfamily Anthracotheroidea or Hippopotamoidea.


          A sister species of the pygmy hippopotamus may have been the little-studied Madagascan Pygmy Hippopotamus (Choeropsis madagascariensis, sometimes classified as Hexaprotodon madagascariensis or Hippopotamus madagascariensis), one of three recently-extinct species from Madagascar. C. madagascariensis was the same size as C. liberiensis and shared its terrestrial behaviour, inhabiting the forested highlands of Madagascar, rather than open rivers. It is believed to have gone extinct within the last 500 years.


          The taxonomy of the genus of the pygmy hippopotamus has changed as understanding of the animal has developed. Samuel G. Morton initially classified the animal as Hippopotamus minor, but later determined it was distinct enough to warrant its own genus, and labeled it Choeropsis. In 1977, Coryndon proposed that the pygmy hippopotamus was closely related to Hexaprotodon, a genus that consisted of prehistoric hippos mostly native to Asia. This assertion was widely accepted, until Boisserie asserted in 2005 that the pygmy hippopotamus was not a member of Hexaprodoton, after a thorough examination of the phylogeny of hippopotamidae; he suggested instead that the pygmy hippopotamus was a distinct genus, and returned the animal to Choeropsis. All agree that the modern pygmy hippopotamus, be it H. liberiensis or C. liberiensis, is the only extant member of its genus.


          


          Nigerian subspecies


          A distinct subspecies of pygmy hippopotamus lived in Nigeria until at least the 20th century. The existence of the subspecies, makes Choeropsis liberiensis liberiensis (or Hexaprotodon liberiensis liberiensis under the old classification) the full trinomial nomenclature for the Liberian Pygmy Hippopotamus. The Nigerian Pygmy Hippopotamus subspecies was never studied in the wild and never captured. All research and all zoo specimens are the Liberian subspecies. The Nigerian subspecies is classified as C. liberiensis heslopi.


          The Nigerian pygmy hippopotamus ranged in the Niger River Delta, especially near Port Harcourt, but no reliable reports exist after the collection of the museum specimens secured by I.R. P. Heslop, a British colonial officer, in the early 1940s. It is believed to be extinct. The subspecies was separated by over 1800 km and the Dahomey Gap, a region of desert that divides the forest regions of West Africa. The subspecies is named after I.R.P. Heslop, who claimed in 1945 to have shot a pygmy hippo in the Niger Delta region and collected several skulls. He estimated that perhaps no more than 30 pygmy hippos remained in the region.


          Heslop reportedly sent four pygmy hippopotamus skulls he collected to the British Museum of Natural History in London. These specimens were not subjected to taxonomic evaluation, however, until 1969 when G.B. Corbet classified the skulls as belonging to a separate subspecies based on consistent variations in the proportions of the skulls. The Nigerian pygmy hippos were seen or shot in Rivers State, Imo State and Bayelsa State, Nigeria. While some local populations are aware that the species once existed, its history in the region is poorly documented.


          


          Evolution
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          The evolution of the pygmy hippopotamus is most often studied in the context of its larger cousin. Both species were long believed to be most closely related to the family Suidae (pigs and hogs) or Tayassuidae ( peccaries), but research within the last 10 years has determined that pygmy hippos and hippos are most closely related to Cetaceans (whales and dolphins). Hippos and whales shared a common semi-aquatic ancestor that branched off from other Artiodactyls around ago. This hypothesized ancestor likely split into two branches about six million years later. One branch would evolve into cetaceans, the other branch became the anthracotheres, a large family of four-legged beasts, whose earliest member, from the Late Eocene, would have resembled narrow hippopotami with comparatively small and thin heads.


          Hippopotamids are deeply nested within the family Anthracotheriidae. The oldest known hippopotamid is the genus Kenyapotamus, which lived in Africa from . Kenyapotamus is known only through fragmentary fossils, but was similar in size to C. liberiensis. The Hippopotamidae are believed to have evolved in Africa, and while at one point the species spread across Asia and Europe, no hippopotami have ever been discovered in the Americas. Starting ago the Archaeopotamus, likely ancestors to the genus Hippopotamus and Hexaprotodon, lived in Africa and the Middle East.


          While the fossil record of hippos is still poorly understood, the lineages of the two modern genera, Hippopotamus and Choeropsis, may have diverged as far back as . The ancestral form of the pygmy hippopotamus may be the genus Saotherium. Saotherium and Choeropsis are significantly more basal than Hippopotamus and Hexaprotodon, and thus more closely resemble the ancestral species of hippos.


          


          Extinct pygmy and dwarf hippos


          Several species of small hippopotamidae have also become extinct in the Mediterranean in the late Pleistocene or early Holocene. Though these species are sometimes known as "Pygmy Hippopotami" they are not believed to be closely related to C. liberiensis. These include the Cretan Dwarf Hippopotamus (Hippopotamus creutzburgi) of Crete, the Sicilian Hippopotamus (Hippopotamus pentlandi) of Sicily, or the Maltese Hippopotamus (Hippopotamus melitensis) of Malta.


          These species, though comparable in size to the pygmy hippopotamus, are considered dwarf hippopotamuses, rather than pygmies. They are likely descended from a full-sized species of European Hippopotamus, and reached their small size through the evolutionary process of insular dwarfism which is common on islands; the ancestors of pygmy hippopotami were also small and thus there was never a dwarfing process. There were also several species of pygmy hippo on the island of Madagascar (see Malagasy Hippopotamus).


          


          Description


          Pygmy hippos share the same general form as a hippopotamus. They have a graviportal skeleton, with four short legs and four toes on each foot, supporting a portly frame. The pygmy hippo, however, is only half as tall as the hippopotamus and weighs less than 1/4 as much as its larger cousin. Adult pygmy hippos stand about 7583 cm (3032 inches) high at the shoulder, are 150177 cm (5970 inches) in length and weigh 180275 kilograms (400-600 pounds). Their lifespan in captivity ranges from 30 to 55 years, though it is unlikely that they live this long in the wild.
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          The skin is greenish-black or brown, shading to a creamy gray on the lower body. Their skin is very similar to the common hippo's, with a thin Epidermis over a dermis that is several centimeters thick. Pygmy hippos have the same unusual sweat as common hippos, that gives a pinkish tinge to their bodies, and is sometimes described as "blood sweat" though the secretion is neither sweat nor blood. The highly alkaline substance is believed to have antiseptic and sunscreening properties. The skin of hippos dries out quickly and cracks, which is why both species of hippos spend so much time in water.


          The skeleton of C. liberiensis is more gracile than that of the common hippopotamus meaning their bones are proportionally thinner. The common hippo's spine is parallel with the ground; the pygmy hippo's back slopes forward, a likely adaptation to pass more easily through dense forest vegetation. Proportionally, the pygmy hippos legs and neck are longer and its head smaller. The orbits and nostrils of a pygmy hippo are much less pronounced, an adaptation from spending less time in deep water (where pronounced orbits and nostrils help the common hippo breathe and see). The feet of pygmy hippos are narrower, but the toes are more spread out and have less webbing, to assist in walking on the forest floor. Despite adaptations to a more terrestrial life than the common hippopotamus, pygmy hippos are still more aquatic than all other even-toed ungulates. The ears and nostrils of pygmy hippos have strong muscular valves to aid submerging underwater, and the skin physiology is dependent on the availability of water.


          


          Behaviour


          The behavior of the pygmy hippo differs from the common hippo in many ways. Much of its behaviour is more similar to that of a tapir, though this is an effect of convergent evolution. While the common hippopotamus is gregarious, pygmy hippos live either alone or in small groups, typically a mated pair or a mother and calf. Pygmy hippos tend to ignore each other rather than fight when they meet. Field studies have estimated that male pygmy hippos range over 1.85 km, while the range of a female is between 0.4 to 0.6 km.


          
            (video) A pygmy hippopotamus rests in some water to help prevent its skin from cracking at Ueno Zoo in Japan.
          


          Pygmy hippos spend most of the day hidden in rivers. They will rest in the same spot for several days in a row, before moving to a new spot. At least some pygmy hippos make use of dens or burrows that form in river banks. It is unknown if the pygmy hippos help create these dens, or how common it is to use them. Though a pygmy hippo has never been observed burrowing, other Artiodactyls, such as warthogs are burrowers.


          


          Diet


          Like the common hippopotamus, the pygmy hippo emerges from the water at dusk to feed. It relies on game trails to travel through dense forest vegetation. It marks the trails by spreading feces by vigorously waving its tail while defecating. The pygmy hippo spends about six hours a day foraging for food.


          Pygmy hippos are herbivorous. They do not eat aquatic vegetation to a significant extent and rarely eat grass because it is uncommon in the thick forests they inhabit. The bulk of a pygmy hippo's diet consists of ferns, broad-leaved plants, and fruits that have fallen to the forest floor. The wide variety of plants pygmy hippos have been observed eating suggests that they will eat any plants available. This diet is of higher quality than that of the common hippopotamus.


          


          Reproduction
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          A study of breeding behavior in the wild has never been conducted; the artificial conditions of captivity may cause the observed behaviour of pygmy hippos in zoos to differ from natural conditions. Sexual maturity for the pygmy hippopotamus occurs at between three to five years. The youngest reported age for giving birth is a pygmy hippo at the zoo in Basel, Switzerland which bore a calf at 3 years and 3 months. The oestrus cycle of a female pygmy hippo lasts an average of 35.5 days, with the oestrus itself lasting between 24-48hours.


          Pygmy hippos consort for mating, but the duration of the relationship is unknown. In zoos they breed as monogamous pairs. Copulation can take place on land or in the water, and a pair will mate one to four times during an oestrus period. In captivity, pygmy hippos have been conceived and born in all months of the year. The gestation period ranges from 190-210 days, and usually a single young is born, though twins are known to occur.


          The common hippopotamus gives birth and mates only in the water, but pygmy hippos mate and give birth on both land and water. Young pygmy hippos can swim almost immediately. At birth, pygmy hippos weigh 4.56.2kg (9.913.7lbs) with males weighing about .25 kg (.55 lbs) more than females. Pygmy hippos are fully weaned between 6-8 months of age; before weaning they do not accompany their mother when she leaves the water to forage, but instead hide in the water by themselves. The mother returns to the hiding spot about three times a day and calls out for the calf to suckle. Suckling occurs with the mother lying on her side.


          


          Distribution
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          The vast majority of pygmy hippos live in Liberia with smaller populations, mostly clustered around the Liberian border, in Cte d'Ivoire, Guinea and Sierra Leone. Though the range of the pygmy hippo as such has not been significantly reduced, populations are now fragmented. C. liberiensis lives exclusively in rivers running through forested regions.


          Pygmy hippo populations occur in many forests within Liberia, the largest found in the country's largest protected region Sapo National Park. Other populations have been reported in Grand Kru County, Grand Cape Mount County, Grand Bassa County, Grand Gedeh County, Lofa County, Maryland County, Nimba County and Sinoe County. Studies of these populations, however, have been complicated by civil strife, such as the First Liberian Civil War and the Second Liberian Civil War. In Cte d'Ivoire the pygmy hippo ranges in several forests, including those in the Ta National Park. In Guinea the pygmy hippopotamuses live in the Reserve de Ziama on the border with Liberia. In Sierra Leone, several small populations existin the Gola Forest, on Tiwai Island in the Moa River and in the Loma Mountains.


          The World Conservation Union's 1993 Action Plan estimated a population of between 2,000 and 3,000 pygmy hippos in the wild, with most in Liberia. The smallest population is that of Sierra Leone, estimated in 1993 to be only around 100. Due to deteriorating conditions in Liberia, the IUCN Red List estimated in 2006 that this number had likely declined, particularly due to loss of habitat.


          


          Conservation
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          The greatest threat to the remaining pygmy hippopotamus population in the wild is loss of habitat. The forests in which pygmy hippos live have been subject to logging, settling and conversion to agriculture, with little efforts made to make logging sustainable. As forests shrink, the populations become more fragmented, leading to less genetic diversity in the potential mating pool. There are less than 3,000 in the wild.


          Because of their reclusive lifestyle they are not a target of subsistence hunting, though they are hunted opportunistically by bush hunters. Their meat is said to be of excellent quality, like that of a wild boar; unlike the common hippo, the pygmy hippos teeth have no value. The effects of West Africa's civil strife on the pygmy hippopotamus are unknown, but unlikely to be positive. Adult common hippos have no natural predators, but the pygmy hippopotamus is capable of being killed by leopards, pythons and crocodiles. How often this occurs, however, is unknown.


          C. liberiensis was identified as one of the top-10 "focal species" in 2007 by the Evolutionarily Distinct and Globally Endangered (EDGE) project. EDGE identifies species that are evolutionarily distinct and need better protection to prevent extinction. The pygmy hippo was placed in the top-10 along with Attenborough's long-beaked echidna, Hispaniolan solenodon, Bactrian camel, Yangtze River dolphin, Slender loris, Hirola antelope, Golden-rumped elephant shrew, Bumblebee bat, and the Long-eared jerboa.


          Although threatened in the wild, pygmy hippos breed freely in zoos. Between 1970 and 1991 the population of pygmy hippos born in captivity more than doubled. The survival of the species in zoos is more certain than the survival of the species in the wild. In captivity, the pygmy hippo lives from 42-55 years, longer than in the wild. Since 1919, only 41 percent of pygmy hippos born in zoos have been male.


          


          History and folklore


          While the common hippopotamus was known to Europeans since classical antiquity, the pygmy hippopotamus was unknown outside of its range in West Africa until the 19th century. Due to their nocturnal, forested existence, they were poorly known within their range as well. In Liberia the animal was traditionally known as a water cow.


          Early field reports of the animal misidentified it as a wild hog. Several skulls of the species were sent to the American natural scientist Samuel G. Morton, during his residency in Monrovia, Liberia. Morton first described the species in 1843. The first complete specimens were collected as part of a comprehensive investigation of Liberian fauna in the 1870s and 1880s by Dr. Johann Bttikofer. The specimens were taken to the Natural History Museum in Leiden, Netherlands.
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          The first pygmy hippo was brought to Europe in 1873 after being captured in Sierra Leone by a member of the British Colonial Service but died shortly after arrival. Pygmy hippos were successfully introduced to Europe in 1911. They were first shipped to Germany and then to the Bronx Zoo in New York City where they also thrived.


          In 1927, Harvey Firestone of Firestone Tires presented Billy the pygmy hippo to U.S. President Calvin Coolidge. Coolidge donated Billy to the Smithsonian National Zoological Park. According to the zoo, Billy is a common ancestor to most pygmy hippos in U.S. zoos today.


          Several folktales have been collected about the pygmy hippopotamus. One tale says that pygmy hippos carry a shining diamond in their mouths to help travel through thick forests at night; by day the pygmy hippo has a secret hiding place for the diamond, but if a hunter catches a pygmy hippo at night the diamond can be taken. Villagers sometimes believed that baby pygmy hippos do not nurse but rather lick secretions off the skin of the mother.
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                    	27m (89ft)
                  


                  
                    	Population (1993)

                    	2,741,260
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                    	Directly Governed City
                  


                  
                    	Administrative divisions

                    	19 wards (kuyŏk), 4 counties (kun)
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              	Founded in 2333 BC as Wanggŏmsŏng.
            

          


          Pyongyang (IPA: /pʰjʌŋjaŋ/) is the capital and largest city of North Korea, located on the Taedong River, at . The official population of the city is not disclosed; given as 2,741,260 in 1993, it was reported as 2.5 and 3.8million in 2002 and 2003 by Chongryon, a pro-North Korean organization in Japan.


          The city was split from the South P'yŏngan province in 1946. It is administered as a Directly Governed City (Chikhalsi), on the same level as provincial governments, not a Special City (Teukbyeolsi) as Seoul is in South Korea. Some sources, mostly older and South Korean, refer to P'yŏngyang as a Special City, but it has been reported that even the South Korean government adopted the Directly Governed City terminology in 1994.


          


          History
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          A large ancient village in the P'yŏngyang area called Kǔmtan-ni was excavated in 1955 by archaeologists who found prehistoric occupation from the Chǔlmun and Mumun pottery periods.


          According to legend, the city was founded in 2333 BC as Wanggŏmsŏng (왕검성; 王儉城). It became a major city under Gojoseon.


          In 108 BC Han Dynasty China conquered Gojoseon and the capital of the Lelang Commandery was put near Pyongyang. Lelang remained an important commercial and cultural outpost until it was destroyed by the expanding Goguryeo in 313.


          Goguryeo moved its capital here in 427. Tang Dynasty China and Silla allied and defeated Goguryeo in 668. In 676, it was taken by Silla but left in the border between Silla and Balhae until the Goryeo dynasty, when the city was revived as Sŏgyŏng (서경; 西京; "Western Capital") although never actually a capital of Goryeo. It was the provincial capital of the P'yŏngan Province during the Joseon dynasty, becoming provincial capital of South P'yŏngan Province from 1896 and through the period of Japanese rule.


          In 1945, Japanese rule ended and it was occupied by Soviet forces, and became the temporary capital of the Democratic People's Republic of Korea at its establishment in 1948 while it aimed to recapture its official capital at that time of Seoul. It was severely damaged in the Korean War, during which it was briefly occupied by South Korean forces. After the war, the city was quickly rebuilt with Soviet help, with many buildings built in Stalinist architecture.


          


          Historic names


          One of its many historic names is Ryugyŏng (류경; 柳京), or "capital of willows", as willow trees have always been numerous throughout the city's history, and many poems written about these willows. Even today, Pyongyang has numerous willow trees planted everywhere, and many buildings and places have "Ryugyŏng" in their names, the most notable of all being its uncompleted Ryugyŏng Hotel. Its other historic names include Kisŏng, Hwangsŏng, Rangrang, Sŏgyŏng, Sŏdo, Hogyŏng, Changan, etc. During the Japanese occupation, and in the Japanese language, it is also known as Heijō, which is simply the Japanese reading of the Chinese characters 平壌 the name Pyongyang consists of.


          


          Landmarks


          The capital has been completely redone since the Korean War (19501953). It is designed with wide avenues, imposing monuments, and monolithic buildings. The tallest structure in the city is the uncompleted 330-metre (1,083ft) Ryugyŏng Hotel. This hotel has 105 floors, encloses 361,000square metres (3,885,772sqft) of floor space, and was planned to be topped by seven revolving restaurants. However, construction has been stalled since the early 1990s and the building stands as an empty shell.


          Some notable landmarks in the city include the Kumsusan Memorial Palace, the Arch of Triumph (heavily inspired by Paris's Arc de Triomphe but of a larger size), the reputed birthplace of Kim Il-sung at Mangyongdae Hill, Juche Tower, and two of the world's largest stadiums ( Kim Il Sung Stadium and Rungnado May Day Stadium). Pyongyang TV Tower is a minor landmark. Other visitor attractions include the Korea Central Zoo and the large golden statues of North Korea's two leaders. The Arch of Reunification has a map of a united Korea supported by two concrete Korean women dressed in traditional dress straddling the multi-laned Reunification Highway that stretches from Pyongyang to the DMZ.


          


          Transportation


          


          Metro system
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          Pyŏngyang has a two-line underground metro system which has a length of 22.5kilometers (14mi). The Hyoksin line serves Kwangbok, Konguk, Hwanggumbol, Konsol, Hyoksin, Jonu, Jonsung, Samhung and Rakwon station. The Chollima line serves Puhung, Yonggwang, Ponghwa, Sungni, Tongil, Kaeson, Jonu and Pulgunbyol station. There is also a 53km (33mi) long tram and 150km (93mi) trolleybus service, but tourists have heard that few locals use them due to the high and frequent hazard of electrocution. There are not as many private automobiles as in Western cities, although the state government operates a sizeable fleet of Mercedes-Benz limousines for Party bureaucrats. Many residents walk, cycle, or use the subway.


          


          Air transportation
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          State-owned Air Koryo has scheduled flights from Sunan Capital International Airport to Beijing ( PEK), Shenyang ( SHE), Vladivostok ( VVO), Macau ( MFM), Bangkok ( BKK),( KHV) and ( SZX. There are occasional chartered flights to Incheon ( ICN), Yangyang County ( YNY) and several Japanese cities. Air Koryo also claims scheduled service on a few domestic routes, although the accuracy of this is not known the only domestic routes are Hamhung,Wonsan,Chongjin,Hyesan and Samjiyon. Intermittent service to Pyongyang is also provided by a few foreign carriers, most notably Chinese. In April 2008, Air China launched regular, 3-days-per-week, service between Beijing and Pyongyang.


          


          Intercity trains


          The city also has regular international train services to Beijing and Moscow. A journey to Beijing takes about 25hours and 25minutes ( K27 from Beijing / K28 from Pyŏngyang, on Mondays, Wednesdays, Thursdays and Saturdays); a journey to Moscow takes 6days.


          


          Climate
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                	Weather averages for Pyongyang, North Korea
              


              
                	Month

                	Jan

                	Feb

                	Mar

                	Apr

                	May

                	Jun

                	Jul

                	Aug

                	Sep

                	Oct

                	Nov

                	Dec

                	Year
              


              
                	Average high F (C)

                	29 (-1)

                	35 (1)

                	47 (8)

                	61 (16)

                	71 (21)

                	78 (25)

                	82 (27)

                	83 (28)

                	75 (23)

                	63 (17)

                	47 (8)

                	34 (1)

                	59 (15)
              


              
                	Average low F (C)

                	14 (-10)

                	19 (-7)

                	30 (-1)

                	41 (5)

                	52 (11)

                	62 (16)

                	69 (20)

                	69 (20)

                	58 (14)

                	45 (7)

                	33 (0)

                	20 (-6)

                	43 (6)
              


              
                	Precipitation inches (cm)

                	0.6 (1)

                	0.5 (1)

                	1.1 (2)

                	1.9 (4)

                	2.7 (6)

                	3.1 (7)

                	9.9 (25)

                	9.1 (23)

                	4.5 (11)

                	1.7 (4)

                	1.7 (4)

                	0.8 (2)

                	36.9 (93)
              


              
                	Source: Weatherbase Feb 2007
              

            

          


          


          Sister cities
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          Pyotr (Peter) Ilyich Tchaikovsky (Russian: Пётр Ильич Чайкoвский, Ptr Ilič Čajkovskij; listen) ( 7 May [ O.S. 25 April] 1840  6 November [ O.S. 25 October] 1893), was a Russian composer of the Romantic era.


          Although not a member of the group of Russian composers usually known in English-speaking countries as ' The Five', his music has come to be known and loved for its distinctly Russian character as well as for its rich harmonies and stirring melodies. His works, however, were much more western than those of his Russian contemporaries as he effectively used international elements in addition to national folk melodies.


          


          Early life
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          Pyotr Ilyich Tchaikovsky was born on May 7, 1840 (by the Gregorian calendar; this was April 25 by the Julian calendar) in Votkinsk, a small town in present-day Udmurtia (at the time the Vyatka Guberniya under Imperial Russia). He was the son of Ilya Petrovich Tchaikovsky, a mining engineer in the government mines, and the second of his three wives, Alexandra Andreyevna Assier, a Russian woman of French ancestry. He was the older brother (by some ten years) of the dramatist, librettist, and translator Modest Ilyich Tchaikovsky.


          Pyotr began piano lessons at the age of five, and in a few months he was already proficient at Friedrich Kalkbrenner's composition Le Fou. In 1850, his father was appointed director of the St Petersburg Technological Institute. There, the young Tchaikovsky obtained an excellent general education at the School of Jurisprudence, and furthered his instruction on the piano with the director of the music library.


          Also during this time, he made the acquaintance of the Italian master Luigi Piccioli, who influenced the young man away from German music, and encouraged the love of Rossini, Bellini, and Donizetti. His father indulged Tchaikovsky's interest in music by funding studies with Rudolph Kndinger, a well-known piano teacher from Nuremberg. Under Kndinger, Tchaikovsky's aversion to German music was overcome, and a lifelong affinity with the music of Mozart was seeded. When his mother died of cholera in 1854, the 14-year-old composed a waltz in her memory.


          Tchaikovsky left school in 1858 and received employment as an under-secretary in the Ministry of Justice, where he soon joined the Ministry's choral group. In 1861, he befriended a fellow civil servant who had studied with Nikolai Zaremba, who urged him to resign his position and pursue his studies further. Not ready to give up employment, Tchaikovsky agreed to begin lessons in musical theory with Zaremba.


          The following year, when Zaremba joined the faculty of the new St Petersburg Conservatory, Tchaikovsky followed his teacher and enrolled, but still did not give up his post at the ministry, until his father consented to support him. From 1862 to 1865, Tchaikovsky studied harmony, counterpoint and the fugue with Zaremba, and instrumentation and composition under the director and founder of the Conservatory, Anton Rubinstein, who was both impressed by and envious of Tchaikovsky's talent.


          


          Musical career
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          After graduating, Tchaikovsky was approached by Anton Rubinstein's younger brother Nikolai to become professor of harmony, composition, and the history of music. Tchaikovsky gladly accepted the position, as his father had retired and lost his property. The next ten years were spent teaching and composing. Teaching was taxing, and in 1877 he suffered a breakdown. After a year off, he attempted to return to teaching, but retired his post soon after. He spent some time in Switzerland, but eventually took residence with his sister, who had an estate just outside Kiev.


          Tchaikovsky took to orchestral conducting after filling in at a performance in Moscow of his opera The Enchantress (Russian: Чародейка) (1885-7). Overcoming a life-long stage fright, his confidence gradually increased to the extent that he regularly took to conducting his pieces.


          Tchaikovsky toured the United States in 1891 conducting performances of his works. On May 5, he conducted the New York Music Society's orchestra in a performance of Marche Solennelle on the opening night of Carnegie Hall. There were performances of his Third Suite on May 7, and the a cappella choruses Pater Noster and Legend on May 8. The U.S. tour also included performances of his First Piano Concerto and Serenade for Strings.


          Just nine days after the first performance of his Sixth Symphony, Pathtique, in 1893, in St Petersburg, Tchaikovsky died (see section below). Some musicologists (e.g., Milton Cross, David Ewen) believe that he consciously wrote his Sixth Symphony as his own Requiem. In the development section of the first movement, the rapidly progressing evolution of the transformed first theme suddenly "shifts into neutral" in the strings, and a rather quiet, harmonized chorale emerges in the trombones. The trombone theme bears no relation to the music that either preceded or followed it. It appears to be a musical "non sequitur"  but it is from the Russian Orthodox Mass for the Dead, in which it is sung to the words: "And may his soul rest with the souls of all the saints."


          His music included some of the most renowned pieces of the romantic period. Many of his works were inspired by events in his life.


          


          Personal life
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          Tchaikovsky's homosexuality, as well as its importance to his life and music, has long been recognized, though any proof of it was suppressed during the Soviet era. Although some historians continue to view him as heterosexual, others  such as Rictor Norton and Alexander Poznansky  conclude that some of Tchaikovsky's closest relationships were homosexual (citing his servant Aleksei Sofronov and his nephew, Vladimir "Bob" Davydov). Evidence that Tchaikovsky was homosexual is drawn from his letters and diaries, as well as the letters of his brother, Modest, who was also homosexual.


          One of Tchaikovsky's conservatory students, Antonina Miliukova, began writing him passionate letters around the time that he had made up his mind to "marry whoever will have me." He did not even remember her from his classes, but her letters were very persistent. Tchaikovsky hastily married her on July 18, 1877.


          Within days, while still on their honeymoon, Tchaikovsky deeply regretted his decision. By the time the couple returned to Moscow on July 26, he was a state of near-collapse. Two weeks after the wedding the composer supposedly attempted suicide by wading waist-high into the freezing Moscow River, certain he would contract a fatal case of pneumonia. His robust physical constitution defeated that plan, and his mental state grew even worse.


          Tchaikovsky fled to St Petersburg, his mind verging on a nervous breakdown. Once there, after a violent outburst, Tchaikovsky lapsed into a two-day coma. A mental specialist recommended Tchaikovsky make no attempt to renew his marriage, nor try to see his wife again. The composer never returned to his wife but did send her a regular allowance through the years. They remained legally married until his death.


          As Tchaikovsky biographer Anthony Holden points out, the debacle with Antonina forced Tchaikovsky to face the truth concerning his sexuality. For the rest of his life, he would never consider matrimony as a camoflauge or escape from his homosexuality. Neither woud he delude himself of being as capable of loving women as for men. He admitted, as he wrote to his brother Anatoly, there was "nothing more futile than wanting to be anything other than what I am by nature."


          Far more influential than Antonina in Tchaikovsky's life was a wealthy widow, Nadezhda von Meck, with whom he exchanged over 1,200 letters between 1877 and 1890. At her insistence they never met; they did encounter each other on two occasions, purely by chance, but did not converse. As well as financial support in the amount of 6,000 rubles a year, she expressed interest in his musical career and admiration for his music. However, after 13 years she ended the relationship unexpectedly, claiming bankruptcy.


          


          Tchaikovsky's death
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          Nine days after the premiere of the Sixth Symphony, Tchaikovsky died on 6 November 1893.


          Most biographers of Tchaikovsky's life have considered his death to have been caused by cholera, most probably contracted through drinking contaminated water several days earlier. In recent decades, however, various theories have been advanced by some sources that his death was a suicide. According to one version of the theory, this represented a sentence imposed by a "court of honour" of Tchaikovsky's fellow-alumni of the St. Petersburg School of Jurisprudence, in censure of the composer's homosexuality.


          In her never-published book Tchaikovsky Day by Day, the Russian musicologist Aleksandra Orlova argued for suicide based on oral evidence and various circumstantial events surrounding his death (such as discrepancies over death dates, and handling of Tchaikovsky's body), suggesting that Tchaikovsky poisoned himself with arsenic. Orlova cites no documentary reference for these claims, however, relying on oral commentary. Tchaikovsky biographer Anthony Holden goes into detail over the various trials Orlova and her husband suffered at the hands of Soviet censors, since the subjects of Tchaikovsky's death and his homosexuality were both considered forbiden for discussion officially.


          Other well-respected studies of the composer have challenged Orlova's claims in detail, and concluded that the composer's death was due to natural causes. Holden mentions one other theorythat drinking unboiled water may not have been the only way Tchaikovsky could have contracted cholera. Referencing cholera specialist Dr. Valentin Pokovsky, Holden mentions the "faecal-oral route"that Tchaikovsky could have possibly have contracted cholera from less than hygenic sexual practices with male prostitutes in St. Petersburg. This theory was advanced separately in The Times of London by its then-veteran medical specialist, Dr. Thomas Stuttaford.


          Holden admits that while there is no further evidence to support this theory, if it had been true, Tchikovsky and Modest would have both gone to great pains to conceal the truth. By mutual agreement, they could have staged the drinking of the glass of unboiled water for the sake of family, friends, admirers and posterity. In the case of an almost sacred national figure, as Holden claims Tchaikovsky was by the end of his career, the doctors involved with Tchaikovsky's case might have permitted their medical consciences to go along with such a deception.


          This mutual agreement with Modest and the doctors could have just as easily proved true regarding the "court of honour" theory, though Holden points out there is one final irony to that thesis. Had Tsar Alexander III received a letter of complaint about Tchaikovsky's indiscretions, he probably would have consigned it to the nearest waste-paper basket. Tchaikovsky was the Tsar's favorite composer, and the monarch was well aware of the homosexuality said to be rife amid his own courtiers and close relatives, some of those relatives ensconced in high public positions. As the Tsar is supposed to have said upon hearing upon the composer's death, "We have many dukes and barons, but only one Tchaikovsky."


          Holden maintains, though, that this final point actually strengthens the theory that Tchaikovsky committed suicide, because it underlines what Holden calls "the fundamental assumption" that Tchaikovsky would have preferred death to public exposure of his sexual nature, whatever the consequences.


          Without strong evidence for any of these cases, it is possible that no definite conclusion may be drawn and that the true nature of the composer's end may remain in dispute amongst researchers.


          The English composer Michael Finnissy composed a short opera, Shameful Vice, about Tchaikovsky's last days and death.


          


          The Funeral


          When Alexander III received news of Tchaikovsky's death, he volunteered to pay the costs of the composer's funeral himself and directed the Directorate of the Imperial Theatres to organize the event. Poznansky observes this action shows the exceptional regard with which the Tsar regarded the composer. Only twice before had a Russian monarch shown such favour toward a fallen artistic or scholarly figure. Nicholas I had written a letter to the dying Alexander Pushkin following the poet's fatal duel. Nicholas also came personally to pay his final respects to historian Nikolay Karamzin on the eve of his burial.


          


          The outpouring of grief over Tchaikovsky's death, and the resulting interest in his funeral, was extremely great. Tchaikovsky's funeral took place on 9 November, 1893 in Saint Petersburg. Participation in the funeral procession was by special ticket only. This ticket included entrance to Kazan Cathedral, where the funeral was to take place, and access to the cemetery of Alexander Nevsky Monastery. Kazan Cathedral holds 6,000 people. Sixty thousand people10 times the cathedral's capacityapplied for tickets. In addition, Poznansky writes that on the day of the funeral, "[i]t seemed that all the inhabitants of St. Petersburg had come out on to the streets to pay their last respects. The whole of Nevsky Prospect was packed with people.


          What those people saw as they lined the streets was equally great. Behind entire rows of wreaths marched the clergy, wearing white cassocks. Behind them was the coffin, on a hearse pulled by three pairs of horses. Tchaikovsky's family followed the hearse. After them, in order of importance, came the representatives of various institutions.


          After a short liturgy the coffin was placed on a hearse to be taken to Kazan Cathedral, following a special route that took the procession past the Mariinsky Theatre. Grand Duke Konstantin and other members of the imperial family arrived at the cathedral in time for the main religious service, which lasted until 5 o'clock in the afternoon.


          Particularly absent from Tchaikovsky's funeral was his former patroness, Nadezhda von Meck, though she sent a very expensive wreath. She was already gravely ill and moved with great difficulty. When Anna Davydova-von Meck was later asked how her mother-in-law had endured the news of the composer's death, Anna replied, "She did not endure it," adding that von Meck soon felt much worse. Madame von Meck died three months after Tchaikovsky, in Nice.


          He was interred in Tikhvin Cemetery at the Alexander Nevsky Monastery. His grave is located near those of fellow-composers Alexander Borodin and Modest Mussorgsky.


          A curious and, in retrospect, potentially ironic event concluded the day of the funeral - Tchaikovsky's brother Modest's comedy Prejudices premiered in Saint Petersburg. Tchaikovsky had delayed his return to his home in Klin in anticipation of this event. The premiere had been delayed due to the composer's death and was rescheduled for two days later, which turned out to be the day of the funeral. Modest decided against a second postponement, presumably feeling the need for some distraction. Reviews were negative, a reviewer from the St Petersburg Register writing, "On Thursday, the day of P.I. Tchaikovsky's burial, M.I. Tchaikovsky was buried at the Aleksandrinsky Theatre."


          


          Musical works


          


          Ballets


          Tchaikovsky is well known for his ballets, although it was only in his last years, with his last two ballets, that his contemporaries came to really appreciate his finer qualities as ballet music composer.


          
            	Swan Lake, Op. 20, (18751876): Tchaikovsky's first ballet, it was first performed (with some omissions) at the Bolshoi Theatre in Moscow in 1877. It was not until 1895, in a revival by Marius Petipa and Lev Ivanov that the ballet was presented in the definitive version it is still danced in today (the music for this revival was much revised by the composer Riccardo Drigo in a version still used by most ballet companies today).


            	Sleeping Beauty, Op. 66, (18881889): This work Tchaikovsky considered to be one of his best. Commissioned by the director of the Imperial Theatres, Ivan Vsevolozhsky, its first performance was in January, 1890 at the Mariinsky Theatre in St Petersburg.
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              The Nutcracker, Op. 71, (18911892): Tchaikovsky himself was less satisfied with this, his last ballet. Though he accepted the commission (again granted by Ivan Vsevolozhsky), he did not particularly want to write it (though he did write to a friend while composing the ballet: "I am daily becoming more and more attuned to my task.") This ballet premiered on a double-bill with his last opera, Iolanta. Among other things, the score of Nutcracker is noted for its use of the celesta, an instrument that the composer had already employed in his much lesser known symphonic poem The Voyevoda (premiered 1891).^ Although well-known in Nutcracker as the featured solo instrument in the "Dance of the Sugar Plum Fairy" from Act II, it is employed elsewhere in the same act.

              
                	Note: This was the only ballet from which Tchaikovsky himself derived a suite (the "suites" from the other ballets were devised by other hands). The Nutcracker Suite is often mistaken for the ballet itself, but it consists of only eight selections from the score, and intended for concert performance.

              

            

          


          


          Operas


          Tchaikovsky completed ten operas, although one of these is mostly lost and another exists in two significantly different versions. In the West his most famous are Eugene Onegin and The Queen of Spades.


          
            	Voyevoda (Воевода  The Voivode, Op. 3, 1867  1868)

          


          
            	
              
                	Full score destroyed by composer, but posthumously reconstructed from sketches and orchestral parts

              

            

          


          
            	Undina (Ундина or Undine, 1869)

          


          
            	
              
                	Not completed. Only a march sequence from this opera saw the light of day, as the second movement of his Symphony #2 in C Minor and a few other segments are occasionally heard as concert pieces. Interestingly, while Tchaikovsky revised the Second symphony twice in his lifetime, he did not alter the second movement (taken from the Undina material) during either revision. The rest of the score of Undina was destroyed by the composer.

              

            

          


          
            	The Oprichnik (Опричник), 18701872

          


          
            	
              
                	Premiere April 24 [OS April 12], 1874, St Petersburg

              

            

          


          
            	Vakula the Smith (Кузнец Вакула or Kuznets Vakula), Op. 14, 1874;

          


          
            	
              
                	Revised later as Cherevichki, premiere December 6 [OS November 24], 1876, St Petersburg

              

            

          


          
            	Eugene Onegin (Евгений Онегин or Yevgeny Onegin), Op. 24, 18771878

          


          
            	
              
                	Premiere March 29 [OS March 17] 1879 at the Moscow Conservatory

              

            

          


          
            	The Maid of Orleans (Орлеанская дева or Orleanskaya deva), 18781879

          


          
            	
              
                	Premiere February 25 [OS February 13], 1881, St Petersburg

              

            

          


          
            	Mazepa (or Mazeppa) (Мазепа), 18811883

          


          
            	
              
                	Premiere February 15 [OS February 3] 1884, Moscow

              

            

          


          
            	Cherevichki (Черевички; revision of Vakula the Smith) 1885

          


          
            	
              
                	Premiere January 31 [OS January 19], 1887, Moscow)

              

            

          


          
            	The Enchantress (or The Sorceress, Чародейка or Charodeyka), 18851887

          


          
            	
              
                	Premiere November 1 [OS October 20] 1887, St Petersburg

              

            

          


          
            	The Queen of Spades (Пиковая дама or Pikovaya dama), Op. 68, 1890

          


          
            	
              
                	Premiere December 19 [OS December 7] 1890, St Petersburg

              

            

          


          
            	Iolanta (Иоланта or Iolanthe), Op. 69, 1891

          


          
            	
              
                	First performance: Maryinsky Theatre, St Petersburg, 1892. Originally performed on a double-bill with The Nutcracker

              

            

          


          (Note: A "Chorus of Insects" was composed for the projected opera Mandragora [Мандрагора] of 1870).


          


          Symphonies


          Tchaikovsky's earlier symphonies are generally optimistic works of nationalistic character, while the later symphonies are more intensely dramatic, particularly the Sixth, generally interpreted as a declaration of despair. The last three of his numbered symphonies (the fourth, fifth and sixth) are recognized as highly original examples of symphonic form and are frequently performed.


          
            	No. 1 in G minor, Op. 13, Winter Daydreams (1866)


            	No. 2 in C minor, Op. 17, Little Russian (1872)


            	No. 3 in D major, Op. 29, Polish (1875)


            	No. 4 in F minor, Op. 36 (18771878)


            	Manfred Symphony, B minor, Op. 58; inspired by Byron's poem Manfred; Tchaikovsky labelled this work "a symphonic poem in four movements" (1885)


            	No. 5 in E minor, Op. 64 (1888)


            	No. 6 in B minor, Op. 74, Pathtique (1893)


            	Symphony in E flat (unfinished). This work, abandoned by Tchaikovsky in 1892, was reused in part for the Third Piano Concerto and Andante and Finale for piano and orchestra. A reconstruction of the original symphony from the sketches and various reworkings was accomplished during 19511955 by the Soviet composer Semyon Bogatyrev, who brought the symphony into finished, fully orchestrated form and issued the score as Tchaikovsky's "Symphony No 7 in E-flat major."

          


          


          Orchestral suites


          Tchaikovsky also wrote four orchestral suites in the ten years between the 4th and 5th symphonies. He originally intended to designate one or more of these as a "symphony" but was persuaded to alter the title. The four suites are nonetheless symphonic in character, and, compared to the last three symphonies, are undeservedly neglected.


          
            	Suite No. 1 in D minor, Op. 43 (1878-1879)


            	Suite No. 2 in C major, Op. 53 (1883)


            	Suite No. 3 in G major, Op. 55 (1884)


            	Suite No. 4 in G major, "Mozartiana", Op. 61 (1887). This consists of four orchestrations of piano pieces by (or in one case, based on) Mozart:

          


          
            	
              
                	Little Gigue in G, K.574


                	Minuet in D, K.355


                	the Franz Liszt piano transcription of the chorus Ave verum corpus, K.618. (In 1862 Liszt wrote a piano transcription combining Gregorio Allegri's Miserere and Mozart's Ave verum corpus, published as " la Chapelle Sixtine" (S.461). Tchaikovsky orchestrated only the part of this work that had been based on Mozart.)


                	Variations on a theme of Gluck, K.455. (The theme was the aria "Unser dummer Pbel meint", from his opera " La Rencontre imprvue, or Les Plerins de la Mecque").

              

            

          


          In addition to the above suites, Tchaikovsky made a short sketch for a Suite in 1889 or 1890, which was not subsequently developed.


          Tchaikovsky himself arranged the suite from the ballet The Nutcracker. He also considered making suites from his two other ballets, Swan Lake and The Sleeping Beauty. He ended up not doing so, but after his death, others compiled and published suites from these ballets.


          


          Concerti and concert pieces


          
            	Piano Concerto No. 1 in B-flat minor, Op. 23(18741875): Of his three piano concerti, it is best known and most highly regarded, and one of the most popular piano concertos ever written. It was initially rejected by its dedicatee, the pianist Nikolai Rubinstein, as poorly composed and unplayable, and subsequently premiered by Hans von Blow (who was delighted to find such a piece to play) in Boston, Massachusetts on 25 October 1875. Rubinstein later admitted his error of judgement, and included the work in his own repertoire.


            	Serenade Melancolique, Op.26, for Violin and Orchestra


            	Variations on a Rococo theme Op.33 for violoncello and orchestra, (1876), The piece was written between December 1876 and March 1877, for and with the help of the German cellist Wilhelm Fitzenhagen (a professor at the Moscow Conservatory). The dedicatee revised and reordered it somewhat in 1878, but the composer allowed the changes to stand. It was well received at its first performances and Fitzenhagen himself took the piece with him on a tour of Europe. Though not really a concerto, it was the closest Tchaikovsky ever came to writing a full concerto for cello.


            	Valse-Scherzo, Op.34, for Violin and Orchestra


            	Violin Concerto in D major, Op. 35, (1878), was composed in less than a month during March and April 1878, but its first performance was delayed until 1881 because Leopold Auer, the violinist to whom Tchaikovsky had intended to dedicate the work, refused to perform it: he stated that it was unplayable. Instead it was first performed by the relatively unknown Austrian violinist Adolf Brodsky, who received the work by chance. This violin concerto is one of the most popular concertos for the instrument and is frequently performed today.


            	Piano Concerto No. 2, Op. 44, (1879), is an eloquent, less extroverted piece with a violin and cello added as soloists in the second movement.


            	Concert Fantasia in G, Op.56, for piano and orchestra


            	Pezzo capriccioso, Op.62, (1888), for Cello and Orchestra


            	Piano Concerto No. 3, Op. 75 posth. (1892): Commenced after the Symphony No. 5, what became the Third Piano Concerto and Andante and Finale for piano and orchestra was intended initially to be the composer's next (i.e., sixth) symphony.


            	Andante and Finale, Op. 79 posth. (1895): After Tchaikovsky's death, the composer Sergei Taneyev completed and orchestrated the Andante and Finale from Tchaikovsky's piano arrangement of these two movements, publishing them as Op. 79.


            	Concertstuck. for Flute and Strings, TH 247 op. posth. (1893): the piece, after having been lost for 106 years, was found and reconstructed by James Strauss in 1999 in S. Petersburg.


            	Cello Concerto (1893): Completed by Yuriy Leonovich and Brett Langston in 2006.

          


          


          Other works


          


          For orchestra
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            	Romeo and Juliet Fantasy Overture, (1869 revised 1870, 1880). This piece contains one of the world's most famous melodies. The "love theme" has been used countless times in commercials and movies, frequently as a spoof to traditional love scenes.


            	Festival Overture on the Danish national anthem, Op. 15, (1866).


            	The Tempest, Symphonic Fantasia after Shakespeare, Op. 18, (1873)


            	Slavonic March/Marche Slave, Op. 31, (1876). This piece is another well-known Tchaikovsky piece and is often played in conjunction with the 1812 Overture. This work uses the Tsarist National Anthem. It is mostly in a minor key and is yet another very recognisable piece, commonly referenced in cartoons, commercials and the media. The piece is much in the style of a capriccio.


            	Francesca da Rimini, Op. 32, (1876). This piece has been described as "pure melodrama" similar to stretches of Verdi operas; some passages are similar to sword-fight clashes in Romeo and Juliet.


            	Capriccio Italien, Op. 45, (1880). This piece is a traditional caprice or capriccio (in Italian) in an Italian style. Tchaikovsky stayed in Italy in the late 1870s to early 1880s and throughout the various festivals he heard many themes, some of which were played by trumpets, samples of which can be heard in this caprice. It has a lighter character than many of his works, even "bouncy" in places, and is often performed today in addition to the 1812 Overture. The title used in English-speaking countries is a linguistic hybrid: it contains an Italian word ("Capriccio") and a French word ("Italien"). A fully Italian version would be Capriccio Italiano; a fully French version would be Caprice Italien.


            	Serenade in C for String Orchestra, Op. 48, (1880). The first movement, In the form of a sonatina, was an homage to Mozart. The second movement is a Waltz, followed by an Elegy and a spirited Russian finale, Tema Russo. In his score, Tchaikovsky supposedly wrote, "The larger the string orchestra, the better will the composer's desires be fulfilled."


            	1812 Overture, Op. 49, (1880). This piece was reluctantly written by Tchaikovsky to commemorate the Russian victory over Napoleon in the Napoleonic Wars. It is known for its traditional Russian themes (such as the old Tsarist National Anthem) as well as its famously triumphant and bombastic coda at the end which uses 16 cannon shots and a chorus of church bells. Despite its popularity, Tchaikovsky wrote that he "did not have his heart in it".


            	Coronation March, Op. 50, (1883). The mayor of Moscow commissioned this piece for performance in May 1883 at the coronation of Tsar Alexander III. Tchaikovsky's arrangement for solo piano and E. L. Langer's arrangement for piano duet were published in the same year.


            	Concert Overture The Storm, Op. 76, ( 1860).


            	Fate, Op. 77, (1868).


            	The Voyevoda, Op. 78, (1891).

          


          


          For voices and orchestra


          
            	The Snow Maiden (1873), incidental music for Alexander Ostrovsky's play of the same name. Ostrovsky adapted and dramatized a popular Russian fairy tale, and the score that Tchaikovsky wrote for it was always one of his own favorite works. It contains much vocal music, but it is not a cantata, nor an opera.

          


          
            	Hamlet (1891), incidental music for Shakespeare's play. The score uses music borrowed from Tchaikovsky's overture of the same name, as well as from his Symphony No. 3, and from The Snow Maiden, in addition to original music that he wrote specifically for a stage production of Hamlet. The two vocal selections are a song that Ophelia sings in the throes of her madness, and a song for the First Gravedigger to sing as he goes about his work.

          


          


          Solo and chamber music


          
            	String Quartet in B-Flat Major, Op.Posth. (1865)


            	String Quartet No. 1 in D major, Op. 11 (1871)


            	String Quartet No. 2 in F major, Op. 22 (1874)


            	String Quartet No. 3 in E-Flat minor, Op. 30 (1875)


            	The Seasons, Op. 37a (1876)


            	Piano Sonata in G Major, Op.37 (1878)


            	Souvenir d'un lieu cher for violin and piano, Op. 42 (Meditation, Scherzo and Melody) (1878)


            	Russian Vesper Service, Op. 52 (1881)


            	Piano Trio in A minor, Op. 50 (1882)


            	Dumka, Russian rustic scene in C minor for piano, Op. 59 (1886)


            	String Sextet Souvenir de Florence, Op. 70 (1890)


            	18 Piano Pieces, Op.72 (1892). This also exists in a Cello Concerto arrangement by Gaspar Cassad.

          


          For a complete list of works by opus number, see . For more detail on dates of composition, see .


          Citations
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          A pyramid (from Greek ίo - pyramidos, genitive of ί - pyramis) is any three-dimensional polyhedron where the faces other than the base are triangular and converge on one point, called the apex. The base of a pyramid can be any polygon but is typically a square, leading to four non-base faces.


          A pyramid is said to be regular if its base is a regular polygon and its upper faces are congruent isosceles triangles.


          Cutting off the top of a pyramid, using a plane parallel to the plane of the base, leaves a frustum of a pyramid, sometimes called a flat-topped pyramid, though it no longer satisfies the definition of a pyramid.


          


          Ancient monuments


          Pyramid-shaped structures were built by many ancient civilizations.


          


          China


          There are many flat-topped mound tombs in China. The First Emperor of Qin (circa 221 B.C.) was buried under a large mound outside modern day Xi'an. In the following centuries about a dozen more Han Dynasty royals were also buried under flat-topped pyramidal earthworks.


          


          Egyptian pyramids
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          The most famous pyramids are the Egyptian pyramids  huge structures built of brick or stone, some of which are among the largest man-made constructions. Most of them took about 27 years to build. Some Egyptologists, notably Mark Lehner, state that the Ancient Egyptian word for pyramid was mer. The Great Pyramid of Giza is the largest in Egypt and one of the largest in the world. Until Lincoln Cathedral was built in 1300 A.D., it was the tallest building in the world. The base is over 52,600 square meters in area.


          It is one of the Seven Wonders of the World, and the only one of the seven to survive into modern times. The Ancient Egyptians capped the peaks of their pyramids with gold and covered their faces with polished white limestone, though many of the stones used for the purpose have fallen or been removed for other structures.


          


          France


          There is a Roman era pyramid built in Falicon, France. There were many more pyramids built in France in this period.


          


          Greece


          There are several structures in Greece that archaeologists have called pyramids. Dotted throughout the landscape are remains of buildings that were described by ancient travelers as pyramids, they were first excavated by Americans and Germans in the early 1930s and the 1990s.
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          Pausanias, a Greek traveler in the second century A.D. described several of the structures as pyramids. One of these pyramids was located in Hellenikon, ό in Greek, a village near Argos near the ancient ruins of Tiryns. The story surrounding the monument was that it was built as a polyandria, a common grave, for those soldiers who had fallen in the struggle for the throne of Argos back in the 14th Century B.C. He described the structure as something that resembled a pyramid with the decorations of Argolic shields, showing the military connection to it. Another pyramid that Pausanias saw on his journeys was at Kenchreai, another polyandria dedicated to the Argives and Spartans who lost their lives at the Battle of Hysiai in 669 B.C. Unfortunately neither of these structures remain fully intact today to test how closely they resembled the pyramids of Egypt nor is there any proof that they even resembled an Egyptian pyramid at all.


          There are two surviving pyramid-like structures still available to study, one at Helleniko and the other at Ligourio, a village near the ancient theatre Epidaurus. With these two pyramids base stones remaining, it is possible to determine that Grecian pyramids existed, but were not used as the Egyptians used them. These buildings were not constructed in the same manner as the pyramids in Egypt. The buildings at Helleniko and Ligourio were no more than 30 meters tall and were surrounded by walls, with the base of the Helleniko pyramid being nine meters by 7 meters. The stone used to build the pyramids was limestone quarried locally and was cut to fit, not into freestanding blocks like the Great Pyramid of Giza. The base of the structures also differed from the Egyptian pyramids as they were rectangular, not square. This simple construction shape made it very difficult to make the top of the building come together in a point. As such, it makes more sense that these structures could have been peaked by a roof or platform.


          There are no remains or graves in or near the structures. Instead, the rooms that the walls housed were made to be locked from the inside. This coupled with the platform roof, means that one of the functions these structures could have served was as watchtowers. Another possibility for the buildings is that they are shrines to heroes and soldiers of ancient times, but the lock on the inside makes no sense for such a purpose.


          The dating of these pyramids has been made from the pot shards excavated from the floor and on the grounds. The latest dates available from scientific dating have been estimated around the 5th and 4th centuries. There are many researchers who have given dates to the structures that pre-date the pyramids at Giza, but the method to obtain these dates was thermoluminescence of the stone. Normally this technique is used for dating pottery, but here researchers have used it to try and date stone flakes from the walls of the structures. This has created some debate about whether or not these pyramids are actually older than Egypt, which is part of the Black Athena controversy. The basis for their use of thermoluminescence in order to date these structures is a new method of collecting samples for testing. Scientists from laboratories hired out by the recent excavators of the site, The Academy of Athens, say that they can use the electrons trapped on the inner surface of the stones to positively identify the date that the stones were quarried and put together.


          The issue with this method is that they date the pyramids with a margin of error of up to over 700 years. This method dated the Helleniko pyramid to 2730 B.C. with an error factor of plus or minus 720 years. It also dated the Ligourio pyramid to 2260 B.C. with an error of plus or minus 710 years. Though these initial dates are indicative of these structures being built before the pyramid complex at Giza, it also means that they could have been built well after Khufus Great Pyramid was erected. Some archaeologists, however, have indicated that these samples may have been very select in their choice of which stones to sample. Further excavations of the site at Helleniko reveal that it was constructed on a previously existing structure, giving a possibility that the new methods of dating may be a misinterpretation.


          Along with these two structures there are 14 more pyramid-like buildings, or their remains, scattered throughout the rest of the country side of Greece. These sites do not get as much attention as the two at Helleniko and Ligourio as they are the only ones mentioned in surviving accounts of ancient travelers.


          


          India
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          Many giant granite temple pyramids were made in South India during the Chola Empire, many of which are still in religious use today. Examples of such pyramid temples include Brihadisvara Temple at Thanjavur, the Temple of Gangaikondacholisvaram and the Airavatesvara Temple at Darasuram. However the largest temple pyramid in the area is Sri Rangam in Srirangam, Tamil Nadu. The Brihadisvara Temple was declared by UNESCO as a World Heritage Site in 1987; the Temple of Gangaikondacholisvaram and the Airavatesvara Temple at Darasuram were added as extensions to the site in 2004.
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          Mesoamerican pyramids


          A number of Mesoamerican cultures also built pyramid-shaped structures. Mesoamerican pyramids were usually stepped, with temples on top, more similar to the Mesopotamian ziggurat than the Egyptian pyramid. The largest pyramid by volume is the Great Pyramid of Cholula, in the Mexican state of Puebla. This pyramid is considered the largest monument ever constructed anywhere in the world, and is still being excavated. There is an unusual pyramid with a circular plan at the site of Cuicuilco, now inside Mexico City and mostly covered with lava from an ancient eruption of Xictli. Pyramids in Mexico were often used as places of human sacrifice.


          


          Mesopotamian pyramids


          The Mesopotamians also built pyramids, called ziggurats. In ancient times these were brightly painted. Since they were constructed of mud-brick, little remains of them. The Biblical Tower of Babel is believed to have been a Babylonian ziggurat.


          


          North American pyramids


          Many mound-building societies of ancient North America built large pyramidal earth structures known as platform mounds. Among the largest and best-known of these structures is Monk's Mound at the site of Cahokia, which has a base larger than that of the Great Pyramid at Giza. While the North American mounds' precise function is not known, they are believed to have played a central role in the mound-building people's religious life.


          


          Nubian pyramids


          Nubian pyramids were constructed (roughly 220 of them) at three sites in Nubia to serve as tombs for the kings and queens of Napata and Mero.


          The Nubians built more pyramids than the Egyptians, but they are smaller. The Nubian pyramids were constructed at a steeper angle than Egyptian ones and were monuments to dead kings and queens.


          Pyramids were still being built in Nubia up to AD 300.


          


          Rome


          
            [image: Pyramid of Cestius.]

            
              Pyramid of Cestius.
            

          


          The 27-meter-high Pyramid of Cestius was built by the end of the first century BC and still exists today, close to the Porta San Paolo. Another one, named Meta Romuli, standing in the Ager Vaticanus (today's Borgo), was destroyed at the end of the 15th century.


          These Roman imitations of Egyptian monuments are important as contemporary "portraits" of the Egyptian ones, providing some sense of their original colour and smoothness.


          


          Medieval Europe


          Pyramids have occasionally been used in Christian architecture of the feudal era, e.g. as the tower of Oviedo's Gothic Cathedral of San Salvador. In some cases this leads to speculations on masonic or other symbolical intentions.


          


          Modern pyramids


          


          Examples of modern pyramids are:


          
            	The Louvre Pyramid in Paris, France, in the court of the Louvre Museum, is a 20.6 meter (about 70 foot) glass structure which acts as an entrance to the museum. It was designed by the American architect I. M. Pei and completed in 1989.


            	The Transamerica Pyramid in San Francisco, California, designed by William Pereira.


            	The 32-story Pyramid Arena in Memphis, Tennessee (built in 1991) was the home court for the University of Memphis men's basketball program, and the National Basketball Association's Memphis Grizzlies until 2004.


            	The Slovak radio building in Bratislava, Slovakia. This building is shaped like an inverted pyramid.


            	The Walter Pyramid, home of the basketball and volleyball teams of the California State University, Long Beach, campus in California, United States, is an 18-story-tall blue pyramid.


            	The Luxor Hotel in Las Vegas, United States, is a 30-story pyramid with light beaming from the top.


            	The Summum Pyramid, a 3 story pyramid in Salt Lake City, Utah, used for instruction in the Summum philosophy and conducting rites associated with Modern Mummification.


            	The Palace of Peace and Reconciliation in Astana, Kazakhstan.


            	The three pyramids of Moody Gardens in Galveston, Texas.


            	The Co-Op Bank Pyramid or Stockport Pyramid in Stockport, England is a large pyramid-shaped office block in Stockport in England. (The surrounding part of the valley of the upper Mersey has sometimes been called the "Kings Valley" after the Valley of the Kings in Egypt.)


            	The GoJa Music Hall in Prague.


            	The Muttart Conservatory greenhouses in Edmonton, Alberta.


            	The unfinished Ryugyong Hotel in Pyongyang.


            	Small pyramids similar to those of the Louvre can be found outside the lobby of the Citicorp Building in Long Island City, Queens NY.


            	The Pyramids of the City Stars Complex in Cairo, Egypt.


            	Pyramid building belonging to 3DPLM Software Solutions, at Hinjwadi, Pune, India.
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              	Pyrite
            


            
              	
                [image: ]


                
                  A mass of intergrown, striated pyrite crystals
                

              
            


            
              	General
            


            
              	Category

              	Sulfide mineral
            


            
              	Chemical formula

              	iron disulfide (FeS2)
            


            
              	Identification
            


            
              	Colour

              	Pale brass yellow, dull gold
            


            
              	Crystal habit

              	Cubic, faces may be striated, but also frequently octahedral and pyritohedron. Often inter-grown, massive, radiated, granular, globular and stalactitic.
            


            
              	Crystal system

              	Isometric; bar 3 2/m
            


            
              	Twinning

              	Penetration twinning
            


            
              	Cleavage

              	Poor
            


            
              	Fracture

              	Very uneven, sometimes conchoidal
            


            
              	Mohs Scale hardness

              	66.8
            


            
              	Luster

              	Metallic, glistening
            


            
              	Refractive index

              	Opaque
            


            
              	Streak

              	Greenish-black to brownish-black; smells of sulfur
            


            
              	Specific gravity

              	4.955.10
            


            
              	Fusibility

              	2.53 to a magnetic globule
            


            
              	Solubility

              	insoluble in water
            


            
              	Other Characteristics

              	paramagnetic
            


            
              	References

              	
            

          


          The mineral pyrite, or iron pyrite, is an iron sulfide with the formula FeS2. This mineral's metallic luster and pale-to-normal, brass-yellow hue have earned it the nickname fool's gold due to its resemblance to gold. Pyrite is the most common of the sulfide minerals. The name pyrite is derived from the Greek ί (puritēs), of fire or "in fire, from ύ (pur), fire. This name is likely due to the sparks that result when pyrite is struck against steel or flint. This property made pyrite popular for use in early firearms such as the wheellock.


          


          Mineralogy


          
            [image: ]

            

          


          This mineral occurs as isometric crystals that usually appear as cubes. The cube faces may be striated (parallel lines on crystal surface or cleavage face) as a result of alternation of the cube and pyritohedron faces. Pyrite also frequently occurs as octahedral crystals and as pyritohedra (a dodecahedron with pentagonal faces). It has a slightly uneven and conchoidal fracture, a hardness of 66.5, and a specific gravity of 4.955.10. It is brittle and can be identified in the field by the distinctive odour released when samples are pulverized.


          Pyrite is usually found associated with other sulfides or oxides in quartz veins, sedimentary rock, and metamorphic rock, as well as in coal beds, and as a replacement mineral in fossils. Despite being nicknamed fool's gold, small quantities of gold are sometimes found associated with pyrite. In fact, such auriferous pyrite is a valuable ore of gold.


          


          Weathering and release of sulfate


          Pyrite exposed to the atmosphere during mining and excavation reacts with oxygen and water to form sulfate, resulting in acid mine drainage. This acidity results from the action of Acidithiobacillus bacteria, which generate their energy by oxidizing ferrous iron (Fe2+) to ferric iron (Fe3+) using oxygen. The ferric iron in turn attacks the pyrite to produce ferrous iron and sulfate. The ferrous iron is then available for oxidation by the bacterium; this cycle continues until the pyrite is depleted.


          


          Uses


          Pyrite is used commercially for the production of sulfur dioxide, for use in such applications as the paper industry, and in the manufacture of sulfuric acid, although such applications are declining in importance.


          


          Pyrite and marcasite
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              Pyrite, about 100 mm (4 inches) in width
            

          


          
            [image: Euhedral parabolic pyrite crystals]

            
              Euhedral parabolic pyrite crystals
            

          


          Pyrite is often confused with the mineral marcasite, a mineral whose name is derived from the Arabic word for pyrite, due to their similar characteristics. Marcasite is a polymorph of pyrite, which means it has the same formula as pyrite but a different structure and, therefore, different symmetry and crystal shapes. The formal oxidation states are, however, the same as in pyrite because again the sulfur atoms occur in persulfide-like pairs. Marcasite/pyrite is probably the most famous polymorph pair next to the diamond/ graphite pair. Appearance is slightly more silver.


          Marcasite is metastable relative to pyrite and will slowly be changed to pyrite if heated or given enough time. Marcasite is relatively rare, but may be locally abundant in some types of ore deposits, such as Mississippi Valley-type Pb-Zn deposits. Marcasite appears to form only from aqueous solutions.


          Pyrite is often used in jewellery such as necklaces and bracelets, but although the two are similar, marcasite cannot be used in jewellery as it tends to crumble into powder. Adding to the confusion between marcasite and pyrite is the use of the word marcasite as a jewellery trade name. The term is applied to small polished and faceted stones that are inlaid in sterling silver, but even though they are called marcasite, they actually contain pyrite.


          


          Formal oxidation states for pyrite, marcasite, and arsenopyrite


          From the perspective of classical inorganic chemistry, which assigns formal oxidation states to each atom, pyrite is probably best described as Fe2+S22-. This formalism recognizes that the sulfur atoms in pyrite occur in pairs with clear S-S bonds. These persulfide units can be viewed as derived from hydrogen persulfide, H2S2. Thus pyrite would be more descriptively called iron persulfide, not iron disulfide. In contrast, molybdenite, MoS2, features isolated sulfide (S2-) centers. Consequently, the oxidation state of molybdenum is Mo4+. The mineral arsenopyrite has the formula FeAsS. Whereas pyrite has S2 subunits, arsenopyrite has AsS units, formally derived from deprotonation of H2AsSH. Analysis of classical oxidation states would recommend the description of arsenopyrite as Fe3+AsS3-.


          


          Varieties


          Bravoite is a nickel-cobalt bearing variety of pyrite, with >50% substitution of Ni2+ for Fe2+ within pyrite. Bravoite is not a formally recognised mineral, and is named after Peruvian scientist Jose J. Bravo (1874-1928).
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                  Bust of Pythagoras of Samos in the Capitoline Museums, Rome
                

              
            


            
              	Name

              	
                
                  Pythagoras (ό)
                

              
            


            
              	Birth

              	c. 580 B.C.- 572 B.C.
            


            
              	Death

              	c. 500 B.C.- 490 B.C.
            


            
              	School/tradition

              	Pythagoreanism
            


            
              	Main interests

              	Metaphysics, Music, Mathematics, Ethics, Politics
            


            
              	Notable ideas

              	Musica universalis, Golden ratio, Pythagorean tuning, Pythagorean theorem
            


            
              	Influenced by

              	Thales, Anaximander, Pherecydes
            


            
              	Influenced

              	Philolaus, Alcmaeon, Parmenides, Plato, Euclid, Empedocles, Hippasus, Kepler
            

          


          Pythagoras of Samos ( Greek: ό; between 580 and 572 BCbetween 500 and 490 BC) was an Ionian Greek mathematician and founder of the religious movement called Pythagoreanism. He is often revered as a great mathematician, mystic and scientist; however some have questioned the scope of his contributions to mathematics or natural philosophy. Herodotus referred to him as "the most able philosopher among the Greeks". His name led him to be associated with Pythian Apollo; Aristippus explained his name by saying, "He spoke (agor-) the truth no less than did the Pythian (Pyth-)," and Iamblichus tells the story that the Pythia prophesied that his pregnant mother would give birth to a man supremely beautiful, wise, and of benefit to humankind.


          He is best known for the Pythagorean theorem, which bears his name. Known as "the father of numbers", Pythagoras made influential contributions to philosophy and religious teaching in the late 6th century BC. Because legend and obfuscation cloud his work even more than with the other pre-Socratics, one can say little with confidence about his life and teachings. We do know that Pythagoras and his students believed that everything was related to mathematics and that numbers were the ultimate reality and, through mathematics, everything could be predicted and measured in rhythmic patterns or cycles. According to Iamblichus, Pythagoras once said that "number is the ruler of forms and ideas and the cause of gods and demons."


          He was the first man to call himself a philosopher, or lover of wisdom, and Pythagorean ideas exercised a marked influence on Plato. Unfortunately, very little is known about Pythagoras because none of his writings have survived. Many of the accomplishments credited to Pythagoras may actually have been accomplishments of his colleagues and successors.


          


          Life


          Pythagoras was born on Samos, a Greek island in the eastern Aegean, off the coast of Asia Minor. He was born to Pythais (his mother, a native of Samos) and Mnesarchus (his father, a Phoenician merchant from Tyre). As a young man, he left his native city for Croton, Calabria, in Southern Italy, to escape the tyrannical government of Polycrates. According to Iamblichus, Thales, impressed with his abilities, advised Pythagoras to head to Memphis in Egypt and study with the priests there who were renowned for their wisdom. He also was discipled in the temples of Tyre and Byblos in Phoenicia. It may have been in Egypt where he learned some geometric principles which eventually inspired his formulation of the theorem that is now called by his name. This possible inspiration is presented as an example problem in the Berlin Papyrus.


          Upon his migration from Samos to Croton, Calabria, Italy, Pythagoras established a secret religious society very similar to (and possibly influenced by) the earlier Orphic cult.


          Pythagoras undertook a reform of the cultural life of Croton, urging the citizens to follow virtue and form an elite circle of followers around himself called Pythagoreans. Very strict rules of conduct governed this cultural centre. He opened his school to male and female students alike. Those who joined the inner circle of Pythagoras's society called themselves the Mathematikoi. They lived at the school, owned no personal possessions and were required to assume a mainly vegetarian diet (meat that could be sacrificed was allowed to be eaten). Other students who lived in neighboring areas were also permitted to attend Pythagoras's school. Known as Akousmatikoi, these students were permitted to eat meat and own personal belongings. Richard Blackmore, in his book The Lay Monastery (1714), saw in the religious observances of the Pythagoreans, "the first instance recorded in history of a monastic life."


          
            [image: Bust of Pythagoras, Vatican]

            
              Bust of Pythagoras, Vatican
            

          


          According to Iamblichus, the Pythagoreans followed a structured life of religious teaching, common meals, exercise, reading and philosophical study. Music featured as an essential organizing factor of this life: the disciples would sing hymns to Apollo together regularly; they used the lyre to cure illness of the soul or body; poetry recitations occurred before and after sleep to aid the memory.


          Flavius Josephus, in his polemical Against Apion, in defence of Judaism against Greek philosophy, mentions that according to Hermippus of Smyrna, Pythagoras was familiar with Jewish beliefs, incorporating some of them in his own philosophy.


          Towards the end of his life he fled to Metapontum because of a plot against him and his followers by a noble of Croton named Cylon. He died in Metapontum around 90 years old from unknown causes.


          


          Pythagoreans


          
            [image: Pythagoras, the man in the center with the book, teaching music, in The School of Athens by Raphael]

            
              Pythagoras, the man in the centre with the book, teaching music, in The School of Athens by Raphael
            

          


          His face was originaly seen in a pornography website that is www.pussy.org . People tought that he was a pornstar at first but at last he turn out to found out the formula in counting sex . That is sperm ^2 + ovum ^2= 0^0 energy flowing inside humans.


          


          Influence


          Pythagoras is commonly given credit for discovering the Pythagorean theorem, a theorem in geometry that states that in a right-angled triangle the square of the hypotenuse (the side opposite the right angle), c, is equal to the sum of the squares of the other two sides, b and athat is, a+b=c.


          While the theorem that now bears his name was known and previously utilized by the Babylonians, and Indians, he, or his students, are thought to have constructed the first proof. Because of the secretive nature of his school and the custom of its students to attribute everything to their teacher, there is no evidence that Pythagoras himself worked on or proved this theorem. For that matter, there is no evidence that he worked on any mathematical or meta-mathematical problems. Some attribute it as a carefully constructed myth by followers of Plato over two centuries after the death of Pythagoras, mainly to bolster the case for Platonic meta-physics, which resonate well with the ideas they attributed to Pythagoras. This attribution has stuck, down the centuries up to modern times. The earliest known mention of Pythagoras's name in connection with the theorem occurred five centuries after his death, in the writings of Cicero and Plutarch.


          Today, Pythagoras is revered as a prophet by the Ahl al-Tawhid or Druze faith along with his fellow Greek, Plato. But Pythagoras also had his critics, such as Heraclitus who said that "much learning does not teach wisdom; otherwise it would have taught Hesiod and Pythagoras, and again Xenophanes and Hecataeus".


          


          Religion and science


          Pythagoras religious and scientific views were, in his opinion, inseparably interconnected. However, they are looked at separately in the 21st century. Religiously, Pythagoras was a believer of metempsychosis. He believed in transmigration, or the reincarnation of the soul again and again into the bodies of humans, animals, or vegetables until it became moral. His ideas of reincarnation were influenced by ancient Greek religion. He was one of the first to propose that the thought processes and the soul were located in the brain and not the heart. He himself claimed to have lived four lives that he could remember in detail, and heard the cry of his dead friend in the bark of a dog.


          One of Pythagoras' beliefs was that the essence of being is number. Thus, being relies on stability of all things that create the universe. Things like health relied on a stable proportion of elements; too much or too little of one thing causes an imbalance that makes a being unhealthy. Pythagoras viewed thinking as the calculating with the idea numbers. When combined with the Folk theories, the philosophy evolves into a belief that Knowledge of the essence of being can be found in the form of numbers. If this is taken a step further, one can say that because mathematics is an unseen essence, the essence of being is an unseen characteristic that can be encountered by the study of mathematics.


          


          Literary works


          No texts by Pythagoras survive, although forgeries under his name  a few of which remain extant  did circulate in antiquity. Critical ancient sources like Aristotle and Aristoxenus cast doubt on these writings. Ancient Pythagoreans usually quoted their master's doctrines with the phrase autos ephe ("he himself said")  emphasizing the essentially oral nature of his teaching. Pythagoras appears as a character in the last book of Ovid's Metamorphoses, where Ovid has him expound upon his philosophical viewpoints. Pythagoras has been quoted as saying, "No man is free who cannot command himself."


          


          Lore


          There is another side to Pythagoras, as he became the subject of elaborate legends surrounding his historic persona. Aristotle described Pythagoras as wonder-worker and somewhat of a supernatural figure, attributing to him such aspects as a golden thigh, which was a sign of divinity. According to Aristotle and others' accounts, some ancients believed that he had the ability to travel through space and time, and to communicate with animals and plants. An extract from Brewer's Dictionary of Phrase and Fable's entry entitled "Golden Thigh":


          
            Pythagoras is said to have had a golden thigh, which he showed to Abaris, the Hyperborean priest, and exhibited in the Olympic games.

          


          Another legend, also taken from Brewer's Dictionary, describes his writing on the moon:


          
            Pythagoras asserted he could write on the moon. His plan of operation was to write on a looking-glass in blood, and place it opposite the moon, when the inscription would appear photographed or reflected on the moon's disc.

          


          


          Other accomplishments


          One of Pythagoras's major accomplishments was the discovery that music was based on proportional intervals of the numbers one through four. He believed that the number system, and therefore the universe system, was based on the sum of these numbers: ten. Pythagoreans swore by the Tetrachtys of the Decad, or ten, rather than by the gods. Odd numbers were masculine and even were feminine. He discovered the theory of mathematical proportions, constructed from three to five geometrical solids. One of his order, Hippasos, also discovered irrational numbers, but the idea was unthinkable to Pythagoras, and according to one version this member was executed. Pythagoras (or the Pythagoreans) also discovered square numbers. They found that if one took, for example, four small stones and arranged them into a square, each side of the square was not only equivalent to the other, but that when the two sides were multiplied together, they equaled the sum total of stones in the square arrangement, hence the name "Square Root". He was one of the first to think that the earth was round, that all planets have an axis, and that all the planets travel around one central point. He originally identified that point as Earth, but later renounced it for the idea that the planets revolve around a central fire that he never identified as the sun. He also believed that the moon was another planet that he called a counter-Earth  furthering his belief in the Limited-Unlimited.


          


          Groups influenced by Pythagoras


          


          Influence on Plato


          Pythagoras or in a broader sense, the Pythagoreans, allegedly exercised an important influence on the work of Plato. According to R. M. Hare, his influence consists of three points: a) the platonic Republic might be related to the idea of "a tightly organized community of like-minded thinkers", like the one established by Pythagoras in Croton. b) there is evidence that Plato possibly took from Pythagoras the idea that mathematics and, generally speaking, abstract thinking is a secure basis for philosophical thinking as well as "for substantial theses in science and morals". c) Plato and Pythagoras shared a "mystical approach to the soul and its place in the material world". It is probable that both have been influenced by Orphism.


          Plato's harmonics were clearly influenced by the work of Archytas, a genuine Pythagorean of the third generation, who made important contributions to geometry, reflected in Book VIII of Euclid's Elements.


          


          Roman influence


          In the legends of ancient Rome, Numa Pompilius, the second King of Rome, is said to have studied under Pythagoras. This is unlikely, since the commonly accepted dates for the two lives do not overlap.


          


          Influence on esoteric groups


          Pythagoras started a secret society called the Pythagorean brotherhood devoted to the study of mathematics. This had a great effect on future esoteric traditions, such as Rosicrucianism and Freemasonry, both of which were occult groups dedicated to the study of mathematics and both of which claimed to have evolved out of the Pythagorean brotherhood. The mystical and occult qualities of Pythagorean mathematics are discussed in a chapter of Manly P. Hall's The Secret Teachings of All Ages entitled "Pythagorean Mathematics".


          Pythagorean theory was tremendously influential on later numerology, which was extremely popular throughout the Middle East in the ancient world. The 8th-century Muslim alchemist Jabir ibn Hayyan grounded his work in an elaborate numerology greatly influenced by Pythagorean theory.
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          In mathematics, the Pythagorean theorem (American English) or Pythagoras' theorem ( British English) is a relation in Euclidean geometry among the three sides of a right triangle. The theorem is named after the Greek mathematician Pythagoras, who by tradition is credited with its discovery and proof, although knowledge of the theorem almost certainly predates him.
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              The Pythagorean theorem: The sum of the areas of the two squares on the legs (a and b) equals the area of the square on the hypotenuse (c).
            

          


          The theorem is as follows:


          
            In any right triangle, the area of the square whose side is the hypotenuse (the side opposite the right angle) is equal to the sum of the areas of the squares whose sides are the two legs (the two sides that meet at a right angle).

          


          This is usually summarized as:


          
            The square on the hypotenuse is equal to the sum of the squares on the other two sides.

          


          If we let c be the length of the hypotenuse and a and b be the lengths of the other two sides, the theorem can be expressed as the equation:


          
            	[image: a^2 + b^2 = c^2\, ]

          


          or, solved for c:


          
            	[image:  c = \sqrt{a^2 + b^2}. \,]

          


          This equation provides a simple relation among the three sides of a right triangle so that if the lengths of any two sides are known, the length of the third side can be found. A generalization of this theorem is the law of cosines, which allows the computation of the length of the third side of any triangle, given the lengths of two sides and the size of the angle between them. If the angle between the sides is a right angle it reduces to the Pythagorean theorem.
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          History


          The history of the theorem can be divided into three parts: knowledge of Pythagorean triples, knowledge of the relationship between the sides of a right triangle, and proofs of the theorem.


          Megalithic monuments from circa 2500 BC in Egypt, and in the British Isles, incorporate right triangles with integer sides. Bartel Leendert van der Waerden conjectures that these Pythagorean triples were discovered algebraically.


          Written between 20001786 BC, the Middle Kingdom Egyptian papyrus Berlin 6619 includes a problem whose solution is a Pythagorean triple.


          During the reign of Hammurabi, the Mesopotamian tablet Plimpton 322, written between 1790 and 1750 BC, contains many entries closely related to Pythagorean triples.


          The Baudhayana Sulba Sutra, the dates of which are given variously as between the 8th century BC and the 2nd century BC, in India, contains a list of Pythagorean triples discovered algebraically, a statement of the Pythagorean theorem, and a geometrical proof of the Pythagorean theorem for an isosceles right triangle.


          The Apastamba Sulba Sutra (circa 600 BC) contains a numerical proof of the general Pythagorean theorem, using an area computation. Van der Waerden believes that "it was certainly based on earlier traditions". According to Albert Bŭrk, this is the original proof of the theorem; he further theorizes that Pythagoras visited Arakonam, India, and copied it.


          Pythagoras, whose dates are commonly given as 569475 BC, used algebraic methods to construct Pythagorean triples, according to Proklos's commentary on Euclid. Proklos, however, wrote between 410 and 485 AD. According to Sir Thomas L. Heath, there is no attribution of the theorem to Pythagoras for five centuries after Pythagoras lived. However, when authors such as Plutarch and Cicero attributed the theorem to Pythagoras, they did so in a way which suggests that the attribution was widely known and undoubted.


          Around 400 BC, according to Proklos, Plato gave a method for finding Pythagorean triples that combined algebra and geometry. Circa 300 BC, in Euclid's Elements, the oldest extant axiomatic proof of the theorem is presented.


          Written sometime between 500 BC and 200 AD, the Chinese text Chou Pei Suan Ching (周髀算经), (The Arithmetical Classic of the Gnomon and the Circular Paths of Heaven) gives a visual proof of the Pythagorean theorem  in China it is called the "Gougu Theorem" (勾股定理)  for the (3, 4, 5) triangle. During the Han Dynasty, from 202 BC to 220 AD, Pythagorean triples appear in The Nine Chapters on the Mathematical Art, together with a mention of right triangles.


          The first recorded use is in China, known as the "Gougu theorem" (勾股定理) and in India known as the Bhaskara Theorem.


          There is much debate on whether the Pythagorean theorem was discovered once or many times. Boyer (1991) thinks the elements found in the Shulba Sutras may be of Mesopotamian derivation.


          


          Proofs


          This is a theorem that may have more known proofs than any other (the law of quadratic reciprocity being also a contender for that distinction); the book Pythagorean Proposition, by Elisha Scott Loomis, contains 367 proofs.


          Some arguments based on trigonometric identities (such as Taylor series for sine and cosine) have been proposed as proofs for the theorem. However, since all the fundamental trigonometric identities are proved using the Pythagorean theorem, there cannot be any trigonometric proof. (See also begging the question.)


          


          Proof using similar triangles
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              Proof using similar triangles
            

          


          Like many of the proofs of the Pythagorean theorem, this one is based on the proportionality of the sides of two similar triangles.


          Let ABC represent a right triangle, with the right angle located at C, as shown on the figure. We draw the altitude from point C, and call H its intersection with the side AB. The new triangle ACH is similar to our triangle ABC, because they both have a right angle (by definition of the altitude), and they share the angle at A, meaning that the third angle will be the same in both triangles as well. By a similar reasoning, the triangle CBH is also similar to ABC. The similarities lead to the two ratios..:


          As


          
            	[image:  BC=a, AC=b, \text{ and } AB=c, \!]

          


          so


          
            	[image:  \frac{a}{c}=\frac{HB}{a} \mbox{ and } \frac{b}{c}=\frac{AH}{b}.\,]

          


          These can be written as


          
            	[image: a^2=c\times HB \mbox{ and }b^2=c\times AH.\,]

          


          Summing these two equalities, we obtain


          
            	[image: a^2+b^2=c\times HB+c\times AH=c\times(HB+AH)=c^2.\,\!]

          


          In other words, the Pythagorean theorem:


          
            	[image: a^2+b^2=c^2.\,\!]

          


          


          Euclid's proof
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              Proof in Euclid's Elements
            

          


          In Euclid's Elements, Proposition 47 of Book 1, the Pythagorean theorem is proved by an argument along the following lines. Let A, B, C be the vertices of a right triangle, with a right angle at A. Drop a perpendicular from A to the side opposite the hypotenuse in the square on the hypotenuse. That line divides the square on the hypotenuse into two rectangles, each having the same area as one of the two squares on the legs.


          For the formal proof, we require four elementary lemmata:


          
            	If two triangles have two sides of the one equal to two sides of the other, each to each, and the angles included by those sides equal, then the triangles are congruent. (Side - Angle - Side Theorem)


            	The area of a triangle is half the area of any parallelogram on the same base and having the same altitude.


            	The area of any square is equal to the product of two of its sides.


            	The area of any rectangle is equal to the product of two adjacent sides (follows from Lemma 3).

          


          The intuitive idea behind this proof, which can make it easier to follow, is that the top squares are morphed into parallelograms with the same size, then turned and morphed into the left and right rectangles in the lower square, again at constant area.


          The proof is as follows:


          
            	Let ABC be a right-angled triangle with right angle CAB.


            	On each of the sides BC, AB, and CA, squares are drawn, CBDE, BAGF, and ACIH, in that order.


            	From A, draw a line parallel to BD and CE. It will perpendicularly intersect BC and DE at K and L, respectively.


            	Join CF and AD, to form the triangles BCF and BDA.


            	Angles CAB and BAG are both right angles; therefore C, A, and G are colinear. Similarly for B, A, and H.


            	Angles CBD and FBA are both right angles; therefore angle ABD equals angle FBC, since both are the sum of a right angle and angle ABC.


            	Since AB and BD are equal to FB and BC, respectively, triangle ABD must be equal to triangle FBC.


            	Since A is colinear with K and L, rectangle BDLK must be twice in area to triangle ABD.


            	Since C is colinear with A and G, square BAGF must be twice in area to triangle FBC.


            	Therefore rectangle BDLK must have the same area as square BAGF = AB2.


            	Similarly, it can be shown that rectangle CKLE must have the same area as square ACIH = AC2.


            	Adding these two results, AB2 + AC2 = BD* BK + KL* KC


            	Since BD = KL, BD* BK + KL* KC = BD(BK + KC) = BD* BC


            	Therefore AB2 + AC2 = BC2, since CBDE is a square.

          


          This proof appears in Euclid's Elements as that of Proposition 1.47.


          


          Garfield's proof


          James A. Garfield (later President of the United States) is credited with a novel algebraic proof using a trapezoid containing two examples of the triangle, the figure comprising one-half of the figure using four triangles enclosing a square shown below.


          


          Similarity proof


          From the same diagram as that in Euclid's proof above, we can see three similar figures, each being "a square with a triangle on top". Since the large triangle is made of the two smaller triangles, its area is the sum of areas of the two smaller ones. By similarity, the three squares are in the same proportions relative to each other as the three triangles, and so likewise the area of the larger square is the sum of the areas of the two smaller squares.
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          Proof by rearrangement


          A proof by rearrangement is given by the illustration and the animation. In the illustration, the area of each large square is (a + b). In both, the area of four identical triangles is removed. The remaining areas, a + b and c, are equal. Q.E.D.


          
            [image: Elegant animation showing a proof by rearrangement]
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          This proof is indeed very simple, but it is not elementary, in the sense that it does not depend solely upon the most basic axioms and theorems of Euclidean geometry. In particular, while it is quite easy to give a formula for area of triangles and squares, it is not as easy to prove that the area of a square is the sum of areas of its pieces. In fact, proving the necessary properties is harder than proving the Pythagorean theorem itself (see Lebesgue measure and Banach-Tarski paradox). Actually, this difficulty affects all simple Euclidean proofs involving area; for instance, deriving the area of a right triangle involves the assumption that it is half the area of a rectangle with the same height and base. For this reason, axiomatic introductions to geometry usually employ another proof based on the similarity of triangles (see above).
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          A second graphic illustration of the Pythagorean theorem (in yellow and blue to the left) fits parts of the sides' squares into the hypotenuse's square. A related proof would show that the repositioned parts are identical with the originals and, since the sum of equals are equal, that the corresponding areas are equal. To show that a square is the result one must show that the length of the new sides equals c. Note that for this proof to work, one must provide a way to handle cutting the small square in more and more slices as the corresponding side gets smaller and smaller.


          


          Algebraic proof


          An algebraic variant of this proof is provided by the following reasoning. Looking at the illustration which is a large square with identical right triangles in its corners, the area of each of these four triangles is given by an angle corresponding with the side of length C.


          
            	[image: \frac{1}{2} AB.]

          


          
            [image: A square created by aligning four right angle triangles and a large square.]

            
              A square created by aligning four right angle triangles and a large square.
            

          


          The A-side angle and B-side angle of each of these triangles are complementary angles, so each of the angles of the blue area in the middle is a right angle, making this area a square with side length C. The area of this square is C2. Thus the area of everything together is given by:


          
            	[image: 4\left(\frac{1}{2}AB\right)+C^2.]

          


          However, as the large square has sides of length A+B, we can also calculate its area as (A+B)2, which expands to A2+2AB+B2.


          [image: A^2+2AB+B^2=4\left(\frac{1}{2}AB\right)+C^2.\,\!]


          
            	(Distribution of the 4) [image: A^2+2AB+B^2=2AB+C^2\,\!]


            	(Subtraction of 2AB) [image: A^2+B^2=C^2\,\!]

          


          


          Proof by differential equations


          One can arrive at the Pythagorean theorem by studying how changes in a side produce a change in the hypotenuse in the following diagram and employing a little calculus.
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          As a result of a change in side a,


          
            	[image: \frac {da}{dc} = \frac {c}{a}]

          


          by similar triangles and for differential changes. So


          
            	[image: c\, dc = a\, da]

          


          upon separation of variables. A more general result is


          
            	[image: c\ dc = a\, da + b\, db]

          


          which results from adding a second term for changes in side b.


          Integrating gives


          
            	[image: c^2 = a^2 +b^2 + \mathrm{constant}.\ \,\!]


            	[image: a = b = c = 0 \Rightarrow \mathrm{constant} = 0\,\!]

          


          So


          
            	[image: c^2 = a^2 +b^2.\ ]

          


          As can be seen, the squares are due to the particular proportion between the changes and the sides while the sum is a result of the independent contributions of the changes in the sides which is not evident from the geometric proofs. From the proportion given it can be shown that the changes in the sides are inversely proportional to the sides. The differential equation suggests that the theorem is due to relative changes and its derivation is nearly equivalent to computing a line integral. A simpler derivation would leave [image: b\ ] fixed and then observe that


          
            	[image: a=0 \Rightarrow c^2 = b^2 = \mathrm{constant}.\,\!]

          


          It is doubtful that the Pythagoreans would have been able to do the above proof but they knew how to compute the area of a triangle and were familiar with figurate numbers and the gnomon, a segment added onto a geometrical figure. All of these ideas predate calculus and are an alternative for the integral.


          The proportional relation between the changes and their sides is at best an approximation, so how can one justify its use? The answer is the approximation gets better for smaller changes since the arc of the circle which cuts off c more closely approaches the tangent to the circle. As for the sides and triangles, no matter how many segments they are divided into the sum of these segments is always the same. The Pythagoreans were trying to understand change and motion and this led them to realize that the number line was infinitely divisible. Could they have discovered the approximation for the changes in the sides? One only has to observe that the motion of the shadow of a sundial produces the hypotenuses of the triangles to derive the figure shown.


          


          Rational trigonometry


          For a proof by the methods of rational trigonometry, see Pythagorean theorem proof (rational trigonometry).


          


          Converse


          The converse of the theorem is also true:


          
            For any three positive numbers a, b, and c such that a2+b2=c2, there exists a triangle with sides a, b and c, and every such triangle has a right angle between the sides of lengths a and b.

          


          This converse also appears in Euclid's Elements. It can be proven using the law of cosines (see below under Generalizations), or by the following proof:


          Let ABC be a triangle with side lengths a, b, and c, with a2+b2=c2. We need to prove that the angle between the a and b sides is a right angle. We construct another triangle with a right angle between sides of lengths a and b. By the Pythagorean theorem, it follows that the hypotenuse of this triangle also has length c. Since both triangles have the same side lengths a, b and c, they are congruent, and so they must have the same angles. Therefore, the angle between the side of lengths a and b in our original triangle is a right angle.


          A corollary of the Pythagorean theorem's converse is a simple means of determining whether a triangle is right, obtuse, or acute, as follows. Where c is chosen to be the longest of the three sides:


          
            	If a2+b2=c2, then the triangle is right.


            	If a2+b2>c2, then the triangle is acute.


            	If a2+b2<c2, then the triangle is obtuse.

          


          


          Consequences and uses of the theorem


          


          Pythagorean triples


          A Pythagorean triple consists of three positive integers a, b, and c, such that a2 + b2 = c2. In other words, a Pythagorean triple represents the lengths of the sides of a right triangle where all three sides have integer lengths. Evidence from megalithic monuments on the British Isles shows that such triples were known before the discovery of writing. Such a triple is commonly written (a,b,c). Some well-known examples are (3,4,5) and (5,12,13).


          


          The existence of irrational numbers


          One of the consequences of the Pythagorean theorem is that irrational numbers, such as the square root of two, can be constructed. A right triangle with legs both equal to one unit has hypotenuse length square root of two. The Pythagoreans proved that the square root of two is irrational, and this proof has come down to us even though it flew in the face of their cherished belief that everything was rational. According to the legend, Hippasus, who first proved the irrationality of the square root of two, was drowned at sea as a consequence.


          


          Distance in Cartesian coordinates


          The distance formula in Cartesian coordinates is derived from the Pythagorean theorem. If (x0, y0) and (x1, y1) are points in the plane, then the distance between them, also called the Euclidean distance, is given by


          
            	[image:  \sqrt{(x_1-x_0)^2 + (y_1-y_0)^2}. ]

          


          More generally, in Euclidean n-space, the Euclidean distance between two points, [image: \scriptstyle A\,=\,(a_1,a_2,\dots,a_n)] and [image: \scriptstyle B\,=\,(b_1,b_2,\dots,b_n)], is defined, using the Pythagorean theorem, as:


          
            	[image: \sqrt{(a_1-b_1)^2 + (a_2-b_2)^2 + \cdots + (a_n-b_n)^2} = \sqrt{\sum_{i=1}^n (a_i-b_i)^2}.]

          


          


          Generalizations


          The Pythagorean theorem was generalized by Euclid in his Elements:


          
            If one erects similar figures (see Euclidean geometry) on the sides of a right triangle, then the sum of the areas of the two smaller ones equals the area of the larger one.

          


          The Pythagorean theorem is a special case of the more general theorem relating the lengths of sides in any triangle, the law of cosines:


          
            	
              
                	[image: a^2+b^2-2ab\cos{\theta}=c^2, \,]

              

            


            	where  is the angle between sides a and b.


            	When  is 90 degrees, then cos() = 0, so the formula reduces to the usual Pythagorean theorem.

          


          Given two vectors v and w in a complex inner product space, the Pythagorean theorem takes the following form:


          
            	
              
                	[image: \|\mathbf{v}+\mathbf{w}\|^2 = \|\mathbf{v}\|^2 + \|\mathbf{w}\|^2 + 2\,\mbox{Re}\,\langle\mathbf{v},\mathbf{w}\rangle]

              

            

          


          In particular, ||v + w||2 = ||v||2 + ||w||2 if and only if v and w are orthogonal.


          Using mathematical induction, the previous result can be extended to any finite number of pairwise orthogonal vectors. Let v1, v2,, vn be vectors in an inner product space such that <vi, vj> = 0 for 1  i < j  n. Then


          
            	
              
                	[image: \left\|\,\sum_{k=1}^{n}\mathbf{v}_k\,\right\|^2 = \sum_{k=1}^{n} \|\mathbf{v}_k\|^2]

              

            

          


          The generalization of this result to infinite-dimensional real inner product spaces is known as Parseval's identity.


          When the theorem above about vectors is rewritten in terms of solid geometry, it becomes the following theorem. If lines AB and BC form a right angle at B, and lines BC and CD form a right angle at C, and if CD is perpendicular to the plane containing lines AB and BC, then the sum of the squares of the lengths of AB, BC, and CD is equal to the square of AD. The proof is trivial.


          Another generalization of the Pythagorean theorem to three dimensions is de Gua's theorem, named for Jean Paul de Gua de Malves: If a tetrahedron has a right angle corner (a corner like a cube), then the square of the area of the face opposite the right angle corner is the sum of the squares of the areas of the other three faces.


          There are also analogs of these theorems in dimensions four and higher.


          In a triangle with three acute angles,  +  >  holds. Therefore, a2 + b2 > c2 holds.


          In a triangle with an obtuse angle,  +  <  holds. Therefore, a2 + b2 < c2 holds.


          Edsger Dijkstra has stated this proposition about acute, right, and obtuse triangles in this language:


          
            	
              
                	sgn( +   ) = sgn(a2 + b2  c2)

              

            

          


          where  is the angle opposite to side a,  is the angle opposite to side b and  is the angle opposite to side c.


          


          The Pythagorean theorem in non-Euclidean geometry


          The Pythagorean theorem is derived from the axioms of Euclidean geometry, and in fact, the Euclidean form of the Pythagorean theorem given above does not hold in non-Euclidean geometry. (It has been shown in fact to be equivalent to Euclid's Parallel (Fifth) Postulate.) For example, in spherical geometry, all three sides of the right triangle bounding an octant of the unit sphere have length equal to [image: \scriptstyle \pi/2]; this violates the Euclidean Pythagorean theorem because [image: \scriptstyle (\pi/2)^2+(\pi/2)^2\neq (\pi/2)^2].


          This means that in non-Euclidean geometry, the Pythagorean theorem must necessarily take a different form from the Euclidean theorem. There are two cases to consider  spherical geometry and hyperbolic plane geometry; in each case, as in the Euclidean case, the result follows from the appropriate law of cosines:


          For any right triangle on a sphere of radius R, the Pythagorean theorem takes the form


          
            	[image:  \cos \left(\frac{c}{R}\right)=\cos \left(\frac{a}{R}\right)\,\cos \left(\frac{b}{R}\right).]

          


          By using the Maclaurin series for the cosine function, it can be shown that as the radius R approaches infinity, the spherical form of the Pythagorean theorem approaches the Euclidean form.


          For any triangle in the hyperbolic plane (with Gaussian curvature 1), the Pythagorean theorem takes the form


          
            	[image:  \cosh c=\cosh a\,\cosh b]

          


          where cosh is the hyperbolic cosine.


          By using the Maclaurin series for this function, it can be shown that as a hyperbolic triangle becomes very small (i.e., as a, b, and c all approach zero), the hyperbolic form of the Pythagorean theorem approaches the Euclidean form.


          In hyperbolic geometry, for a right triangle one can also write,


          
            	[image: \sin \bar a \sin \bar b = \sin \bar c]

          


          where [image: \scriptstyle\bar a] is the angle of parallelism of the line segment AB that [image: \scriptstyle \mu(AB)\,=\,a] where  is the multiplicative distance function (see Hilbert's arithmetic of ends).


          In hyperbolic trigonometry, the sine of the angle of parallelism satisfies


          
            	[image: \sin \bar a = \frac{2a}{1+a^2}.]

          


          Thus, the equation takes the form


          
            	[image: \frac{2a}{1+a^2} \frac{2b}{1+b^2}=\frac{2c}{1+c^2}]

          


          where a, b, and c are multiplicative distances of the sides of the right triangle (Hartshorne, 2000).


          
            Retrieved from " http://en.wikipedia.org/wiki/Pythagorean_theorem"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Python (programming language)


        
          

          
            
              	Python
            


            
              	[image: ]
            


            
              	Paradigm

              	Multi-paradigm
            


            
              	Appeared in

              	1991
            


            
              	Designed by

              	Guido van Rossum
            


            
              	Developer

              	Python Software Foundation
            


            
              	Latest release

              	2.5.1/ April 18, 2007
            


            
              	Typing discipline

              	Strong, dynamic (" duck typing")
            


            
              	Major implementations

              	CPython, Jython, IronPython, PyPy
            


            
              	Dialects

              	Stackless Python
            


            
              	Influenced by

              	ABC, ALGOL 68, C, Haskell, Icon, Lisp, Modula-3, Perl, Java
            


            
              	Influenced

              	Ruby, Boo
            


            
              	OS

              	Cross-platform
            


            
              	License

              	Python Software Foundation License
            


            
              	Website

              	http://www.python.org/
            

          


          Python is a high-level programming language first released by Guido van Rossum in 1991. Python is designed around a philosophy which emphasizes the importance of programmer effort over computer effort, and it rejects more arcane language features, prioritizing readability over speed or expressiveness. Python is often characterized as minimalist, although this only applies to the core language's syntax and semantics; the standard library provides the language with a large number of additional libraries and extensions.


          Python is a multi-paradigm programming language which has a fully dynamic type system and uses automatic memory management; it is thus similar to Perl, Ruby, Scheme, Smalltalk, and Tcl.


          The language has an open, community-based development model managed by the non-profit Python Software Foundation. While various parts of the language have formal specifications and standards, the language as a whole is not formally specified. The de facto standard for the language is the CPython implementation.


          


          History


          


          Python was conceived in the late 1980s by Guido van Rossum at CWI in the Netherlands as a successor of the ABC programming language capable of exception handling and interfacing with the Amoeba operating system. Van Rossum is Python's principal author, and his continuing central role in deciding the direction of Python is acknowledged by referring to him as its Benevolent Dictator for Life (BDFL).


          In 1991, van Rossum published the code (labelled version 0.9.0) to alt.sources. Already present at this stage in development were classes with inheritance, exception handling, functions, and the core datatypes of list, dict, str and so on. Also in this initial release was a module system borrowed from Modula-3; van Rossum describes the module as "one of Python's major programming units". Python's exception model also resembles Modula-3's, with the addition of an else clause. In 1994, comp.lang.python, the primary discussion forum for Python, was formed, marking a milestone in the growth of Python's userbase.


          Python reached version 1.0 in January 1994. A major set of features included in this release were the functional programming tools lambda, map, filter and reduce. Van Rossum states that "Python acquired lambda, reduce(), filter() and map(), courtesy of (I believe) a Lisp hacker who missed them and submitted working patches." The actual contributor was Amrit Prem; no specific mention of any Lisp heritage is mentioned in the release notes at the time.


          The last version released from CWI was Python 1.2. In 1995, van Rossum continued his work on Python at the Corporation for National Research Initiatives (CNRI) in Reston, Virginia where he released several versions of the software.


          By version 1.4, Python had acquired several new features. Notable among these are the Modula-3 inspired keyword arguments (which are also similar to Common Lisp's keyword arguments), and built-in support for complex numbers. Also included is a basic form of data hiding by name mangling, though this is easily bypassed.


          During van Rossum's stay at CNRI, he launched the Computer Programming for Everybody (CP4E) initiative, intending to make programming more accessible to more people, with a basic 'literacy' in programming languages, similar to the basic English literacy and mathematics skills required by most employers. Python served a central role in this: because of its focus on clean syntax, it was already suitable, and CP4E's goals bore similarities to its predecessor, ABC. The project was funded by DARPA. As of 2007, the CP4E project is inactive, and while Python attempts to be easily learnable and not too arcane in its syntax and semantics, reaching out to non-programmers is not an active concern.


          In 2000, the Python core development team moved to BeOpen.com to form the BeOpen PythonLabs team. CNRI requested that a version 1.6 be released, summarising Python's development up to the point where the development team left CNRI. Consequently, the release schedules for 1.6 and 2.0 had a significant amount of overlap. Python 2.0 was the first and only release from BeOpen.com. After Python 2.0 was released by BeOpen.com, Guido van Rossum and the other PythonLabs developers joined Digital Creations.


          Python 2.0 borrowed a major feature from the functional programming language Haskell: list comprehensions. Python's syntax for this construct is very similar to Haskell's, apart from Haskell's preference for punctuation characters and Python's preference for alphabetic keywords. Python 2.0 also introduced a garbage collection system capable of collecting reference cycles.


          Following this double release, and after van Rossum left CNRI to work with commercial software developers, it became clear that the ability to use Python with software available under the GPL was very desirable. The license used at that time, the Python License, included a clause stating that the license was governed by the State of Virginia, which made it, in the view of the Free Software Foundation's (FSF) lawyers, incompatible with the GNU GPL. CNRI and the FSF interacted to develop enabling wording changes to Python's free software license that would make it GPL-compatible. That year (2001), van Rossum was awarded the FSF Award for the Advancement of Free Software.


          Python 1.6.1 is essentially the same as Python 1.6, with a few minor bug fixes, and with the new GPL-compatible license.


          
            [image: Syntax-highlighted Python code.]

            
              Syntax-highlighted Python code.
            

          


          Python 2.1 was a derivative work of Python 1.6.1, as well as of Python 2.0. Its license was renamed Python Software Foundation License. All code, documentation and specifications added, from the time of Python 2.1's alpha release on, is owned by the Python Software Foundation (PSF), a non-profit organisation formed in 2001, modelled after the Apache Software Foundation. Included in this release (though off by default and not mandatory until several versions later) was an implementation of scoping more similar to static scoping (of which Scheme is the originator) rules.


          A major innovation in Python 2.2 was the unification of Python's types (types written in C), and classes (types written in Python) into one hierarchy. This single unification made Python's object model purely and consistently object oriented. Also added were generators which were inspired by Icon.


          Python's standard library additions and syntactical choices were strongly influenced by Java in some cases: the logging package, introduced in version 2.3, the SAX parser, introduced in 2.0, and the decorator pattern syntax that uses @, added in version 2.4


          


          Future development


          A Python Enhancement Proposal (or "PEP") is a standardised design document providing general information related to Python, including proposals, descriptions, and explanations for language features. PEPs are intended as the primary channel for proposing new features, and for documenting the underlying design rationale for all major elements of Python. Outstanding PEPs are reviewed and commented by the BDFL.


          Python developers have an ongoing discussion of a future version called Python 3.0 (the project is called "Python 3000" or "Py3K") that will break backwards compatibility with the 2.x series in order to repair perceived flaws in the language. The guiding principle is to "reduce feature duplication by removing old ways of doing things". There is no definite schedule for Python 3.0, but a PEP (Python Enhancement Proposal) that details planned changes exists.


          


          Usage


          Some of the largest projects that use Python are the Zope application server, the Mnet distributed file store, and the original BitTorrent client. It is also extensively used by Google and NASA.


          Python has been successfully embedded in a number of software products as a scripting language. It is commonly used in 3D animation packages, as in Maya (software), Softimage XSI and Blender (software). It also used in Paint Shop Pro. ESRI is now promoting Python as the best choice for writing scripts in ArcGIS


          For some operating systems, Python is a standard component. Gentoo uses it extensively in its package management system, Portage, and the standard tool to access it, emerge.


          Python is also an integral component of the popular LAMP solution stack (Linux, Apache, MySQL, Python/Perl/ PHP) for web development.


          


          Syntax and semantics


          Python was designed to be a highly readable language. It aims toward an uncluttered visual layout, uses English keywords frequently where other languages use punctuation. Python requires less boilerplate than traditional statically-typed structured languages such as C or Pascal, and has a smaller number of syntactic exceptions and special cases than either of these. Python uses indentation/whitespace, rather than curly braces or keywords, to delimit statement blocks. An increase in indentation comes after certain statements; a decrease in indentation signifies the end of the current block. Python's statements include:


          
            	The if statement, which conditionally executes a block of code, along with else and elif (a contraction of else-if).


            	The while statement, which runs a block of code until a condition is False.


            	The for statement, which iterates over an iterable, capturing each element to a local variable for use by the attached block.


            	The class statement, which executes a block of code and attaches its local namespace to a class, for use in object oriented programming.


            	The def statement, which defines a function.

          


          Each statement has its own semantics: for example, the def statement does not execute its block immediately, unlike most other statements.


          CPython does not support continuations, and according to Guido van Rossum, never will. However, better support for coroutine-like functionality is provided in 2.5, by extending Python's generators. Prior to 2.5, generators were lazy iterators  information was passed monodirectionally out of the generator. As of Python 2.5, it is possible to pass information back into a generator function.


          Python uses duck typing, also known as latent typing. Type constraints are not checked at compile time; rather, operations on an object may fail, signifying that the given object is not of a suitable type. Despite not enforcing static typing, Python is strongly typed, forbidding operations which make little sense (for example, adding a number to a string) rather than silently attempting to make sense of them.


          Python includes a number of built-in types used for a variety of purposes:


          
            
              	Type

              	Kind

              	Notes

              	Syntax Example
            


            
              	str, unicode

              	String

              	Immutable

              	'Wikipedia', u'Wikipedia'
            


            
              	list

              	Sequence

              	Mutable, can contain mixed types

              	[4.0, 'string', True]
            


            
              	tuple

              	Sequence

              	Immutable, can contain mixed types

              	(4.0, 'string', True)
            


            
              	set

              	Set

              	Unordered, contains no duplicates

              	set([4.0, 'string', True])
            


            
              	dict

              	Mapping

              	Group of key and value pairs

              	{'key1': 1.0, 'key2': False}
            


            
              	int

              	Integer

              	A fixed precision number (may be transparently expanded to long, which is arbitrary precision)

              	42
            


            
              	float

              	Number

              	Floating point

              	3.1415927
            


            
              	complex

              	complex Number

              	A complex number with real number and imaginary unit

              	3+2j
            


            
              	bool

              	Boolean

              	The empty list, dict, set, and 0, are also considered False

              	True or False
            

          


          Python also allows programmers to define their own types. This is in the form of classes, most often used for an object-oriented style of programming. New instances of classes are constructed by calling the class (ie, like FooClass()), and the classes themselves are instances of class type (itself an instance of itself), allowing metaprogramming and reflection.


          Methods on objects are functions attached to the object's class; the syntax instance.method(argument) is, for normal methods and functions, syntactic sugar for Class.method(instance, argument). This is why Python methods must have an explicit self parameter to access instance data, in contrast to the implicit self in some other object-oriented programming languages (for example, Java or Ruby).


          



          


          Implementations


          The mainstream Python implementation, also known as CPython, is written in C compliant to the C89 standard, and is distributed with a large standard library written in a mixture of C and Python. CPython ships for a large number of supported platforms, including Microsoft Windows and most modern Unix-like systems. CPython was intended from almost its very conception to be cross-platform; its use and development on esoteric platforms such as Amoeba alongside more conventional ones like Unix or Macintosh has greatly helped in this regard.


          Stackless Python is a significant fork of CPython that implements microthreads. It can be expected to run on approximately the same platforms that CPython runs on.


          There are two other major implementations: Jython for the Java platform, and IronPython for the .NET platform. PyPy is an experimental self-hosting implementation of Python, in Python, that can output a variety of types of bytecode, object code and intermediate languages.


          Several programs exist to package Python programs into standalone executables, including py2exe, PyInstaller, cx_Freeze and py2app.


          Many Python programs can run on different Python implementations, on such disparate operating systems and execution environments, without change. In the case of the implementations running on top of the Java virtual machine or the Common Language Runtime, the platform-independence of these systems is harnessed by their respective Python implementation.


          Many third-party libraries for Python (and even some first-party ones) are only available on Windows, Linux, BSD, and Mac OS X.


          


          Interpretational semantics
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              CPython's interactive mode, used via IDLE
            

          


          Most Python implementations (including CPython, the dominant implementation) can function as a command-line interpreter, where the user enters statements sequentially and receives the results immediately; in short, acting as a shell. While the semantics of the other modes of execution (bytecode compilation, or compilation to native code) preserve the sequential semantics, they offer a speed boost at the cost of interactivity, so they are only used outside of a command-line interaction (for example, importing a module).


          Other shells add capabilities beyond those in the basic interpreter, including IDLE and IPython. While generally following the visual style of the Python shell, they implement features like auto-completion, retention of session state, and syntax highlighting.


          Some implementations are able to compile to not only bytecode, but to turn Python code into machine code. So far, this has only been done for restricted subsets of Python. PyPy takes this approach, naming its restricted compilable version of Python RPython. There is also Psyco, which is a specialising just in time compiler, which transforms bytecode to machine code at runtime. The produced code is specialised for certain data types (for example, there may be a version for integers smaller than 232 which uses the CPU's operations directly, and there may be a version which goes through the normal machinery for Python objects). This is done at runtime, based on the values the program actually manipulates, and works on any Python code, not just a subset.


          


          Standard library


          Python has a large standard library, commonly cited as one of Python's greatest strengths, providing tools suited to many disparate tasks. This comes from a so-called "batteries included" philosophy for Python modules. The modules of the standard library can be augmented with custom modules written in either C or Python. Recently, Boost C++ Libraries includes a library, python, to enable interoperability between C++ and Python. Because of the wide variety of tools provided by the standard library combined with the ability to use a lower-level language such as C and C++, which is already capable of interfacing between other libraries, Python can be a powerful glue language between languages and tools.


          The standard library is particularly well tailored to writing Internet-facing applications, with a large number of standard formats and protocols (such as MIME and HTTP) supported. Modules for creating graphical user interfaces, connecting to relational databases, arithmetic with arbitrarily precise decimals, and manipulating regular expressions are also included. Python also includes a unit testing framework for creating exhaustive test suites.


          Some parts of the standard library are covered by specifications (for example, the WSGI implementation wsgiref follows PEP 333), but the majority of modules are defined by nothing other than their code, documentation and test suite. However, because most of the standard library is cross-platform Python code, there are only a small number of modules which must be altered or completely rewritten by alternative implementations.


          


          Programming philosophy


          Python is a multi-paradigm programming language. This means that, rather than forcing programmers to adopt a particular style of programming, it permits several styles: object orientation and structured programming are fully supported, and there are a number of language features which support functional programming and aspect-oriented programming. Many other paradigms are supported using extensions, such as pyDBC and Contracts for Python which allow Design by Contract. Python uses dynamic typing and reference counting for memory management. An important feature of Python is dynamic name resolution, which binds method and variable names during program execution.


          Another target of the language's design is ease of extensibility, rather than having everything built into the language core. New built-in modules are easily written in C or C++. Python can also be used as an extension language for existing modules and applications that need a programmable interface. This design, of a small core language with a large standard library and an easily-extensible interpreter, was intended by van Rossum from the very start, due to his frustrations with ABC, which espoused the opposite mindset.


          Though the design of Python is somewhat hostile to functional programming and the Lisp tradition (no tail-call elimination nor good support for anonymous closures), there are significant parallels between the philosophy of Python and that of minimalist Lisp-family languages such as Scheme.


          While offering choice in coding methodology, the Python philosophy rejects exuberant syntax, such as in Perl, in favour of a sparser, less cluttered one. As with Perl, Python's developers expressly promote a particular "culture" or ideology based on what they want the language to be, favoring language forms they see as "beautiful", "explicit" and "simple". As Alex Martelli put it in his Python Cookbook (2nd ed., p.230): "To describe something as clever is NOT considered a compliment in the Python culture." Python's philosophy rejects the Perl " there is more than one way to do it" approach to language design in favour of advocating a single "right" approach to problem solving.


          Like nearly all other languages and their communities, Python does not advocate premature optimisation, and actively eschews patches to non-critical parts of CPython which would offer a marginal increase in speed at the cost of clarity. Because of this, Python is sometimes labelled as 'slow', and while the community accepts this, it is not commonly seen as a problem, because the majority of a program is not critical to speed, and the bottlenecks can be optimised greatly (a 15-fold optimisation of a naive algorithm is recorded without recoding into C), but premature optimisation is warned against strongly .


          


          Neologisms


          A common neologism in the Python community is pythonic, which can have a wide range of meanings related to program style. To say that a piece of code is pythonic is to say that it uses Python idioms well; that it is natural or shows fluency in the language. Likewise, to say of an interface or language feature that it is pythonic is to say that it works well with Python idioms; that its use meshes well with the rest of the language. Some people also use the word pythonesque as a synonym of 'pythonic'.


          In contrast, a mark of unpythonic code is that it attempts to "write C++ (or Lisp, or Perl) code in Python"that is, provides a rough transcription rather than an idiomatic translation of forms from another language. The concept of pythonicity is tightly bound to Python's minimalist philosophy of readability. Unreadable code or incomprehensible idioms are unpythonic.


          Users and admirers of Pythonmost especially those considered knowledgeable or experiencedare often referred to as Pythonists, Pythonistas, and Pythoneers.


          The prefix Py- can be used to show that something is related to Python. Examples of the use of this prefix in names of Python applications or libraries include Pygame, a binding of SDL to Python (commonly used to create games); PyQt and PyGTK, which bind Qt and GTK, respectively, to Python; and PyPy, a Python implementation written in Python. The prefix is also used outside of naming software packages: the major Python conference is named PyCon.


          An important goal of the Python developers is making Python fun to use. This is reflected in the origin of the name (after the television series Monty Python's Flying Circus), in the common practice of using Monty Python references in example code, and in an occasionally playful approach to tutorials and reference materials. For example, the metasyntactic variables often used in Python literature are spam and eggs, instead of the traditional foo and bar.


          


          Influences on other languages


          Python's design and philosophy have influenced several programming languages:


          
            	Boo's Python heritage is more explicit  it also uses indentation, a similar syntax, and a similar object model. Boo, however, uses static typing and is closely integrated with the .NET framework.


            	ECMAScript borrowed iterators, generators and list comprehensions from Python's implementation.


            	Ruby is influenced by Python. Specifically, Matz wished to have a language closer to the classical message passing object-oriented model than Python.


            	Groovy was motivated by the desire to bring the Python design philosophy to Java.

          


          Python's development practices have also been emulated by other languages. The system of requiring a document describing the rationale for and issues surrounding a change to the language (ie, a PEP) is also used in Tcl directly due to Python's influence.


          
            Retrieved from " http://en.wikipedia.org/wiki/Python_%28programming_language%29"
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              	Capital

              (and largest city)

              	Doha

            


            
              	Official languages

              	Arabic
            


            
              	Demonym

              	Qatari
            


            
              	Government

              	Constitutional Monarchy
            


            
              	-

              	Emir

              	Hamad bin Khalifa
            


            
              	-

              	Prime Minister

              	Hamad bin Jassem bin Jabr Al Thani
            


            
              	Independence1
            


            
              	-

              	from the United Kingdom

              	

              September 3, 1971
            


            
              	Area
            


            
              	-

              	Total

              	11,437km( 164th)

              4,416 sqmi
            


            
              	-

              	Water(%)

              	negligible
            


            
              	Population
            


            
              	-

              	May 2008estimate

              	1,307,229 ( 148th)
            


            
              	-

              	2004census

              	744,029 ( 159th)
            


            
              	-

              	Density

              	74/km( 121st)

              192/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$75.224 billion( 69th)
            


            
              	-

              	Per capita

              	$80,870( 1st)
            


            
              	GDP (nominal)

              	2007estimate
            


            
              	-

              	Total

              	$67.763 billion( 60th)
            


            
              	-

              	Per capita

              	$70,754( 3rd)
            


            
              	HDI(2007)

              	▲ 0.875(high)( 35th)
            


            
              	Currency

              	Riyal ( QAR)
            


            
              	Time zone

              	AST ( UTC+3)
            


            
              	-

              	Summer( DST)

              	(not observed)( UTC+3)
            


            
              	Internet TLD

              	.qa
            


            
              	Calling code

              	+974
            


            
              	1

              	Ruled by the Al Thani family since the mid-1800s.
            

          


          Qatar (Arabic: قطر ; IPA: [ˈqɑtˁɑr], local pronunciation: giṭar), officially the State of Qatar (Arabic: دولة قطر transliterated as Dawlat Qatar), is an Arab emirate in Southwest Asia, occupying the small Qatar Peninsula on the northeasterly coast of the larger Arabian Peninsula. It is bordered by Saudi Arabia to the south; otherwise the Persian Gulf surrounds the state.


          


          Etymology


          The name "Qatar" may derive from the same Arabic root as qatura, which means "to exude." The word Qatura traces to the Arabic qatran meaning "tar" or "resin", which relates to the country's rich resources in petroleum and natural gas.


          Other sources say the name may derive from "Qatara", believed to refer to the Qatari town of Zubara, an important trading port and town in the region in ancient times. The word "Qatara" first appeared on Ptolemy's map of the Arabian Peninsula.


          In Standard Arabic, the name is pronounced IPA: [ˈqɑtˁɑr], while the local dialect pronounces it giṭar In English-language broadcast media within Qatarfor example, television commercials for Qatar Airways and advertisements concerning economic development in Qatarthe name is pronounced "KA-tar", with a distinct differentiation between the syllables from the forming of the 't' sound.


          


          History
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              Zubara fort, in northeastern Qatar
            

          


          During the pre-Islamic era, the peninsula was often dominated by various Persian dynasties, the last of which (the Sasanians) included the Qatar peninsula, which they called Meshmahig ("Big Island"), in their province of Bahran/Bahrain with its capital at Shirin (probably, the modern Qatif). This province included the island of Bahrain and the costal regions of modern Saudi Arabia.


          In the Islamic era, Qatar was one of the earliest locales occupied by the Muslims. Qarmatians arrived in the area very early during the Islamic era and spread their influence widely, as they did in the neighboring Hasa region. In medieval times, Qatar was more often than not independent and a participant in the great Persian Gulf-Indian Ocean commerce. Many races and ideas were introduced into the peninsula from Africa, South and Southeast Asia, as well as the Malay archipelago. Today, the traces of these early interactions with the oceanic world of the Indian Ocean survive in the small minorities of races, peoples, languages and religions, such as the presence of Africans and Shihus.


          After centuries-long domination by the Ottoman and British empires, Qatar became an independent state on September 3, 1971.


          Although the peninsular land mass that makes up Qatar has sustained humans for thousands of years, for the bulk of its history the arid climate fostered only short-term settlements by nomadic tribes. Clans such as the Al Khalifa and the Al Saud (which would later ascend thrones of Bahrain and Saudi Arabia respectively) swept through the Arabian peninsula and camped on the coasts within small fishing and pearling villages.


          The British initially sought out Qatar and the Persian Gulf as an intermediary vantage point en route to their colonial interests in India, although the discovery of oil and other hydrocarbons in the early twentieth century would re-invigorate their interest. During the nineteenth century, the time of Britains formative ventures into the region, the Al Khalifa clan reigned over the Northern Qatari peninsula from the nearby island of Bahrain to the west.


          Although Qatar had the legal status of a dependency, resentment festered against the Bahraini Al Khalifas along the eastern seaboard of the Qatari peninsula. In 1867, the Al Khalifas launched a successful effort to quash the Qatari rebels, sending a massive naval force to Wakrah. However, the Bahraini aggression was in violation on the 1820 Anglo-Bahraini Treaty. The diplomatic response of the British to this violation set into motion the political forces that would eventuate in the founding of the state of Qatar. In addition to censuring Bahrain for its breach of agreement, the British Protectorate (per Colonel Lewis Pelly) asked to negotiate with a representative from Qatar. The request carried with it a tacit recognition of Qatars status as distinct from Bahrain. The Qataris chose as their negotiator the respected entrepreneur and long-time resident of Doha, Muhammed bin Thani. His clan, the Al Thanis, had taken relatively little part in Gulf politics, but the diplomatic foray ensured their participation in the movement towards independence and their hegemony as the future ruling family, a dynasty that continues to this day. The results of the negotiations left Qatar with a new-found sense of political selfhood, although it did not gain official standing as a British protectorate until 1916.
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              The Emiri Diwan.
            

          


          The reach of the British Empire diminished after the Second World War, especially following Indian independence in 1947. Pressure for a British withdrawal from the Arab emirates in the Persian Gulf increased during the 1950s, and the British welcomed Kuwait's declaration of independence in 1961. When Britain officially announced in 1968 that it would disengage politically (though not economically) from the Persian Gulf in three years' time, Qatar joined Bahrain and seven other Trucial States in a federation. Regional disputes, however, quickly compelled Qatar to resign and declare independence from the coalition that would evolve into the seven- emirate United Arab Emirates. On September 3, 1971, Qatar became an independent sovereign state.


          In 1991, Qatar played a significant role in the Gulf War, particularly during the Battle of Khafji in which Qatari tanks rolled through the streets of the town providing fire support for Saudi Arabian National Guard units which were fighting with units of the Iraqi Army. Qatar also allowed Coalition troops from Canada to use the country as an airbase to launch aircraft on CAP duty.


          Since 1995, Emir Hamad bin Khalifa Al Thani has ruled Qatar, seizing control of the country from his father Khalifa bin Hamad Al Thani while the latter vacationed in Switzerland. Under Emir Hamad, Qatar has experienced a notable amount of sociopolitical liberalization, including the endorsement of women's suffrage or right to vote, drafting a new constitution, and the launch of Al Jazeera, a leading English and Arabic news source which operates a website and satellite television news channel.


          The International Monetary Fund states that Qatar has the highest GDP per capita in the world, followed by Luxembourg. The World Factbook ranks Qatar at second, following Luxembourg.


          Qatar served as the headquarters and one of the main launching sites of the US invasion of Iraq in 2003.


          In 2005, a suicide-bombing killed a British teacher at the Doha Players Theatre, shocking a country that had not previously experienced acts of terrorism. It is not clear if the bombing was committed by an organised terrorist group, and although the investigation is ongoing there are indications that the attack was the work of an individual, not a group.


          


          Administrative divisions
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          Qatar is divided into ten municipalities (Arabic: baladiyah), also occasionally or rarely translated as governorates or provinces:


          
            	Ad Dawhah


            	Al Ghuwariyah


            	Al Jumaliyah


            	Al Khawr


            	Al Wakrah


            	Ar Rayyan


            	Jariyan al Batnah


            	Ash Shamal


            	Umm Salal


            	Mesaieed

          


          


          Economy
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          Before the discovery of oil, the economy of the Qatari region focused on fishing and pearling. After the introduction of the Japanese cultured pearl onto the world market in the 1920s and 1930s, Qatar's pearling industry faltered. However, the discovery of oil, beginning in the 1940s, completely transformed the state's economy. Now the country has a high standard of living, with many social services offered to its citizens and all the amenities of any modern state.


          Qatars national income primarily derives from oil and natural gas exports. The country has oil estimated at 15 billion barrels (2.4 km), while gas reserves in the giant north field ( South Pars for Iran) which straddles the border with Iran and are almost as large as the peninsula itself are estimated to be between 800 trillion cubic feet (23,000km) to 80 trillion cubic feet (2,300km) (1 trillion cubic foot is equivalent to about 80million barrels (13,000,000m) of oil). Qatar is sometimes referred to as the Saudi Arabia of natural gas. Qataris wealth and standard of living compare well with those of Western European states; Qatar has the highest GDP per capita in the Arab World according to the International Monetary Fund (2006) and the highest GDP per capita in the world according to the CIA (2007), though it was previously the United Arab Emirates that was the wealthiest Arab country according to the University of Pennsylvania (2003). With no income tax, Qatar is also one of the two least-taxed sovereign states in the world (the other is Bahrain).
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          The Aspire Tower, built for the Asian Games, is visible across Doha, and is now a hotel. While oil and gas will probably remain the backbone of Qatars economy for some time to come, the country seeks to stimulate the private sector and develop a  knowledge economy. In 2004, it established the Qatar Science & Technology Park to attract and serve technology-based companies and entrepreneurs, from overseas and within Qatar. Qatar also established Education City, which consists of international colleges. For the 15th Asian Games in Doha, it established Sports City, consisting of Khalifa stadium, the Aspire Sports Academy, aquatic centres, exhibition centres and many other sports related buildings and centres. Following the success of the Asian Games, Doha kicked off its official bid to host the 2016 Summer Olympics in October of 2007. Qatar also plans to build an "entertainment city" in the future.


          Qatar is aiming to become a role model for economic and social transformation in the region. Large scale investment in all social and economic sectors will also lead to the development of a strong financial market.


          The Qatar Financial Centre (QFC) provides financial institutions with a world class financial services platform situated in an economy founded on the development of its hydrocarbons resources. It has been created with a long term perspective to support the development of Qatar and the wider region, develop local and regional markets, and strengthen the links between the energy based economies and global financial markets.


          Apart from Qatar itself, which needs to raise the capacity of its financial services to support more than $130 billion worth of projects, the QFC also provides a conduit for financial services providers to access nearly $1 trillion of investment across the GCC as a whole over the next decade.


          The largest project ever in Qatar, the new town of Lusail, is under construction.


          


          Geography
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          The Qatari peninsula juts 100miles (161km) north into the Persian Gulf from Saudi Arabia and is slightly smaller than Connecticut. Much of the country consists of a low, barren plain, covered with sand. To the southeast lies the spectacular Khor al Adaid ( Inland Sea), an area of rolling sand dunes surrounding an inlet of the Gulf. There are mild winters and very hot, humid summers.


          The highest point in Qatar is Qurayn Abu al Bawl at 103metres (340ft) in the Jebel Dukhan to the west, a range of low limestone outcrops running north-south from Zikrit through Umm Bab to the southern border. The Jebel Dukhan area also contains Qatars main onshore oil deposits, while the natural gas fields lie offshore, to the northwest of the peninsula.


          


          Population


          Nearly all Qataris profess Islam. Besides ethnic Arabs, much of the population migrated from various nations to work in the countrys oil industry. Arabic serves as the official language. However, English as well as many other languages are spoken.


          Expatriates form the majority of Qatars residents. The petrochemical industry has attracted people from all around the world. Most of the expatriates come from South Asia and from non-oil-rich Arab states. Because a large percentage of the expatriates are male, Qatar has a heavily skewed sex ratio, with 1.8528 males per female.


          In July 2007, the country had a growing population of approximately 907,229 people, of whom approximately 350,000 were believed to be citizens. Of the citizen population, Sunni Muslims form a majority, while the Shi'a Muslims count up to 20-23% of the population. The Wahhabi Muslims form the third group in size, probably no more than 10% of the population, to include the ruling dynasty and a large number of the elite families. The ancient Shia community of Qatar are historically related to the Shia majority in Bahrain and the al-Hasa coastal province of Saudi Arabia, while the Wahhabis arrived from Najd only in the 19th century.


          The majority of the estimated 800,000 non-citizens are individuals from South and South East Asian and Arab countries working on temporary employment contracts in most cases without their accompanying family members. They are of the following faiths: Sunni Muslims, Shi'a Muslims, Christians, Hindus, Sikhs, Buddhists, and Bah's. Most foreign workers and their families live near the major employment centers of Doha, Al Khor, Messaeed, and Dukhan.


          No foreign missionary groups operate openly in the country but in 2008 the government allowed some churches to conduct mass. In March 2008 the Roman Catholic church Our Lady of the Rosary was consecrated in Doha.


          
            
              	Year

              	Month

              	Population
            


            
              	1908 est.

              	

              	26,000 - 27,000
            


            
              	1939 est.

              	

              	28,000
            


            
              	late 1960s

              	

              	70,000
            


            
              	1986

              	

              	369,079
            


            
              	1997

              	

              	522,023
            


            
              	2000

              	

              	744,483
            


            
              	2001

              	

              	769,152
            


            
              	2002

              	

              	793,341
            


            
              	2003

              	

              	817,052
            


            
              	2004

              	

              	840,290
            


            
              	2005

              	

              	863,051
            


            
              	2006

              	

              	885,359
            


            
              	2007

              	

              	907,229
            


            
              	2008

              	

              	1,035,118
            


            
              	2008

              	May

              	>1,400,000
            

          


          references:


          


          Culture


          Qatari culture (Music, Art, Dress, Cuisine) is extremely similar to that of other Gulf Arab countries. Arab tribes from Saudi Arabia migrated to Qatar, and other places in the Gulf, therefore, the culture in the Gulf region varies little from country to country.


          Qatar explicitly uses Sunni law as the basis of its government, and the vast majority of its citizens follow Hanbali Madhhab. Hanbali (Arabic: حنبلى ) is one of the four schools (Madhhabs) of Fiqh or religious law within Sunni Islam (The other three are Hanafi, Maliki and Shafii). Sunni Muslims believe that all four schools have "correct guidance", and the differences between them lie not in the fundamentals of faith, but in finer judgments and jurisprudence, which are a result of the independent reasoning of the imams and the scholars who followed them. Because their individual methodologies of interpretation and extraction from the primary sources (rusul) were different, they came to different judgments on particular matters. Shi'as comprise 10% of the Muslim population in Qatar.


          


          Qatari law


          When contrasted with other Arab states such as Saudi Arabia, for instance, Qatar has comparatively liberal laws, but is still not as liberal as some of its neighbours like UAE or Bahrain. Qatar is a civil law jurisdiction. However, Shari'a or Islamic law is applied to aspects of family law, inheritance and certain criminal acts. Women can legally drive in Qatar, whereas they may not in Saudi Arabia and there is a strong emphasis in equality and human rights brought by the HRA.


          The country has undergone a period of liberalization and modernisation during the reign of the current Emir, Hamad bin Khalifa Al-Thani, who came to power in 1995. Under his rule, Qatar became the first Arab country in the Persian Gulf where women gained the right to vote as well as holding senior positions in government. Also, women can dress mostly as they please in public (although in practice local Qatari women generally don the black abaya). Before the liberalisation, it was taboo for men to wear shorts in public. The laws of Qatar tolerate alcohol to a certain extent. However, public bars and nightclubs in Qatar operate only in expensive hotels and clubs, much like in the UAE, though the number of establishments has yet to equal that of UAE. Expatriates resident in Qatar are eligible to receive liquor permits permitting them to purchase alcohol for personal use through Qatar Distribution Company, the exclusive importer and retailer for alcohol in Qatar. Qatar has further been liberalised due to the 15th Asian Games, but is cautious of becoming too liberal in their law making the country a viable weekend immigration from their western neighbour. Overall Qatar has yet to reach the more western laws of UAE or Bahrain, and though plans are being made for more development, the government is cautious.


          


          Education
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          In recent years Qatar has placed great emphasis on education. Along with the countrys free healthcare, citizens enjoy free education from kindergarten through to university. Qatar University was founded in 1973. More recently, with the support of the Qatar Foundation, some major American universities have opened branch campuses in Education City, Qatar. These include Carnegie Mellon University, Georgetown University School of Foreign Service, Texas A&M University, Virginia Commonwealth University, and Cornell Universitys Weill Medical College. In addition, Northwestern University will offer undergraduate programs in communication and journalism starting in fall 2008. In 2004, Qatar established the Qatar Science & Technology Park at Education City to link those universities with industry. Education City is also home to a fully accredited International Baccalaureate school, Qatar Academy. Two Canadian institutions, the College of the North Atlantic and the University of Calgary, also operate campuses in Doha.


          Hamad Medical Corporation is the primary, publicly funded healthcare provider for the State of Qatar. It has formed partnerships with Western healthcare concerns, including University of Pittsburgh Medical Centre and Toronto's Sick Children's Hospital.


          In November 2002, the Emir Hamad bin Khalifa al-Thani created the Supreme Education Council. The Council directs and controls education for all ages from the pre-school level through the university level, including the Education for a New Era reform initiative.


          The Emirs second wife, Her Highness Sheikha Mozah Bint Nasser Al-Missned, has been instrumental in new education initiatives in Qatar. She chairs the Qatar Foundation, sits on the board of Qatars Supreme Education Council, and is a major driving force behind the importation of western expertise into the education system, particularly at the college level.


          


          Communications


          Qatar has a modern Telecommunication system centered in Doha. Tropospheric scatter to Bahrain; microwave radio relay to Saudi Arabia and UAE; submarine cable to Bahrain and UAE; satellite earth stations - 2 Intelsat (1 Atlantic Ocean and 1 Indian Ocean) and 1 Arabsat. People can call to Qatar using their submarine cable, satellite or using VoIP (Voice over Internet Protocol); however, Qtel has interfered with VoIP systems in the past, and Skype's website has been blocked before. Following complaints from individuals, the website has been unblocked; and Paltalk has been permanently blocked.


          Qtels ISP branch, Internet Qatar, uses SmartFilter to block websites they deem inappropriate to Qatari interests and morality.


          Vodafone, in partnership with Qatar Foundation, has been announced to be opening in Qatar in mid 2008.


          Al Jazeera (Arabic: الجزيرة, al-ğazīr, [al.dʒaˈziː.ra], meaning The Island) is a television network headquartered in Doha, Qatar. Al Jazeera initially launched as an Arabic news and current affairs satellite TV channel of the same name, but has since expanded into a network of several specialty TV channels. Print media is going through expansion, with over 3 English dailies and Arabic titles. The magazine segment is dominated by Qatar Today, which is the country's only news, business monthly magazine. It is published by Oryx Advertising Co, which is the largest magazine publisher of the country. The group also brings out several titles like Qatar Al Youm, Qatar's only Arabic monthly business magazine, Woman Today, the only working women's magazine and GLAM, the only fashion title.


          


          Human rights and labour


          According to the US State Departments Trafficking in Persons Report, men and women who are lured into Qatar by promises of high wages are often forced into underpaid labor. The report states that Qatari laws against forced labor are rarely enforced and that labor laws often result in the detention of victims in deportation centers pending the completion of legal proceedings. The report ranks Qatar at Tier-3, which groups countries that neither satisfy the minimum standards nor demonstrate a significant effort to come into compliance.


          The Government of Qatar maintains that it is the setting the benchmark when it comes to Human Rights and treatment of labourers.


          Despite the progress made by the government of Qatar, allegations of torture and other forms of cruel, inhuman and degrading treatment or punishment continue to be reported, albeit sporadically, and there are not adequate systems in place, in practice, to ensure prompt, independent investigation of allegations of torture or ill-treatment and adequate remedy or redress for victims.


          There are indications that the police in Qatar are reluctant to treat violence against women, particularly violence within the family, as a criminal matter although such violence constitutes an assault under strict application of the law. This police reluctance to address the issue using the criminal law, it is suggested, tends to deter women from coming forward to report violence to which they are subject within the home.


          Qatari contracting agency Barwa is constructing a residential area for laborers known as Barwa Al Baraha (also called Workers City). The project was launched after a recent scandal in Dubai's Labour 'Slave' camps. The project aims to provide a reasonable standard of living as defined by the new Human Rights Legislation. The Barwa Al Baraha will cost around $1.1 billion and will be a completely integrated city in the Industrial area of Doha. Along with 4.25 square metres of living space per person, the residential project will provide parks, recreational areas, malls, and shops for labourers. Phase one of the project is set to be completed at the end of 2008 while all phases will be complete by mid 2010.
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          The Qin Dynasty (Chinese: 秦朝; pinyin: Qn Cho; Wade-Giles: Ch'in Ch'ao) ( 221 BC - 206 BC) was preceded by the feudal Zhou Dynasty and followed by the Han Dynasty in China. The unification of China in 221 BC under the First Emperor Qin Shi Huangdi (or Shih Hwang-Tih) marked the beginning of Imperial China, a period which lasted until the fall of the Qing Dynasty in 1912. The Qin Dynasty left a legacy of a centralized and bureaucratic state that would be carried onto successive dynasties. At the height of its power, the Qin Dynasty had a population of about 40 million people. Also, the massive Terracotta Army at Xi'an was built during the Qin as a royal retinue to guard the First Emperor in the afterlife.


          


          Origins


          Before it is referred to as the Qin (chin) Dynasty, the Ying were the rulers of the Qin (state). According to Sima Qian, the house of Qin traced its origin to Emperor Zhuanxu (one of the five emperors of the legendary times). One of their ancestors, Dafei received from Emperor Shun the surname Ying. Another ancestor, Feizi served King Xiao of Zhou as the royal horse trainer, was rewarded with a fief in Quanqiu (today's Tianshui, Gansu province); the Qin state grew out from this area, and the Qin name itself is believed to have originated, in part,there.


          


          Qin Shi Huangdi


          Qin Shi Huangdi imposed the Qin state's centralized, non-hereditary aristocratic system on his new empire in place of the Zhou's quasi-feudalistic one. The Qin Empire relied on the philosophy of legalism (with skillful advisors like Han Fei and Li Si). Centralization, achieved by ruthless methods, was focused on standardizing legal codes and bureaucratic procedures, the forms of writing and coinage, and the pattern of thought and scholarship. The seal scriptcharacters from the former state of Qin became the standard for the entire empire. The length of the wheel axle was also unified and expressways standardized to ease transportation throughout the country. To silence criticism of imperial rule, the emperor banished or put to death many dissenting Confucian scholars and confiscated and burned their books.


          To prevent future uprisings, Qin Shi Huangdi ordered the confiscation of weapons and stored them in the capital. In order to prevent the resurgence of feudal lords, he also destroyed the walls and fortifications that had separated the previous six states. A national conscription was devised: every male between the ages of seventeen and sixty years was obliged to serve one year in the army. Qin aggrandizement was aided by frequent military expeditions pushing forward the frontiers in the north and south. To fend off a barbarian intrusion (mainly against the Xiongnu in the north), the fortification walls built by the various warring states were connected to make a wall; this is usually recognized as the first Great Wall of China, although the present, 4,856- kilometer-long Great Wall of China was largely built or re-built during the Ming Dynasty. A number of public works projects, including canals and bridges, were also undertaken to consolidate and strengthen imperial rule. A lavish tomb for the emperor, complete with a Terracotta Army, was built near the capital Xianyang, a city half an hour from modern Xi'an. These activities required enormous levies of manpower and resources, not to mention repressive measures.


          Qin Shi Huangdi's behaviour reportedly became increasingly erratic in the later years of his rule. This may have been the result of drinking solutions containing mercury as well as other deadly compounds. Ironically, Shi Huangdi ingested the mixtures in an increasingly desperate search for an elixir that would prolong his life. It has often been speculated that this was at least partially responsible for many of his later acts such as building the terracotta army.


          


          Campaigns against Xiongnu


          When Emperor Qin Shi Huangdi had succeeded in his conquest of all the six warring states in China he began to concentrate its aggression against the nomadic ethnic Xiongnu which had grown into a powerful invading force in the north and started expanding both east and west. Qin Shihuang, the first emperor of the Qin Dynasty, sent a 300,000-strong army headed by General Meng Tian to drive the Xiongnu northward for 350 km and built the Great Wall to guard against its invasion.


          


          Burning of intellectual books and Confucian burying


          Qin Shi Huangdi had allowed the burning of intellectual books and burying Confucians alive when Li Si (Li Szu), his prime minister, had won favour over Chunyu Yue on the matter of commandary-county system, proposed book burning. In 213 BC, on Li Si's urging, Qin Shi Huangdi outlawed all other schools of thought ("Hundred Schools") except for Legalism, and he ordered book burning. 346 to 460 Confucians local to Qin capital were buried alive at one time. When Qin Shi Huangdi's elder son, Prince Fusu, encountered the rows of Confucians who were on the way to the burial ground, he went straight to Qin Shi Huangdi pleading for amnesty on behalf of the Confucians. Qin Shi Huangdi rebutted Fusu and further sent his elder son to Shangjun (today's Suide and ancient Suizhou) Commandary on the northern border to be with General Meng Tian. Qin Shi Huangdi then played a trick to have various prefectures send over about 700 more Confucians and scholars. All 700 Confucians were stoned to death in a valley, a place later named "valley of Confucian killing".


          


          Second Emperor


          During the last trip with his youngest son Huhai in 210 BC, Qin Shi Huang died suddenly at Shaqiu prefecture. Huhai, under the advice of two high officials, the Imperial Secretariat Li Si and the chief eunuch Zhao Gao, forged and altered Emperor's will. The faked decree ordered Qin Shi Huang's first son, the heir Fusu to commit suicide, instead naming Huhai as the next emperor. The decree also stripped the command of troops from Marshal Meng Tian  a faithful supporter of Fusu  and sentenced Meng's family to death. Zhao Gao step by step seized the power of Huhai, effectively making Huhai a puppet emperor. Thus beginning the Qin dynasty decline. (Note: This story actually came from Han dynasty historians. There is a controversy regarding whether Qin Shi Huang himself wanted Huhai to be the next emperor or not. The fundamental mistake of Qin Shi Huang was that he had not arranged his successor properly because he actually wanted to live forever.)
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          Out of concern for the security of his throne, Huhai killed all his brothers and sisters. At the end, he was killed by Zhao Gao. Thus Qin Shi Huang, the First Emperor, has no known descendants. The Second Emperor, Huhai, also has no known descendants.


          Within three years of Qin Shi Huangdi's death, widespread revolts by peasants, prisoners, soldiers, and descendants of the nobles of the Six Warring States sprang up all over China. Chen Sheng and Wu Guang, two in a group of about 900 soldiers assigned to defend against the Xiongnu , became the leaders of the first revolution by commoners.


          Huhai lived to see the Battle of Julu, the major defeat of the Qin army in the hands of the rebels, which marked the end of the Qin Dynasty.


          


          Third Emperor


          In the beginning of October 207 BC, Zhao Gao forced Huhai to commit suicide and replaced him with Fusu's son, Ziying (子嬰). Note that the title of Ziying was "king of Qin" to reflect the fact that Qin no longer controlled the whole of China. The Chu-Han contention ensued. Ziying soon killed Zhao Gao and surrendered to Liu Bang (劉邦) in the beginning of December 207 BC. But Liu Bang was forced to hand over Xianyang and Ziying to Xiang Yu. Xiang Yu then killed Ziying and burned down the palace in the end of January 206 BC. It is said the fire lasted two months before the inferno died down. A recent archeology survey of the ruin palace determined it to be roughly the size of Manhattan island of New York City. The palace is supported with thousands of pillars made from prehistoric lumbers growing to up to 115 meters (375 ft) high. One single pillar requires a team of a thousand workers a life time to harvest. Due to the weight and scale of each lumber, cutting the lumber can take weeks if not months, transporting from the prehistoric forest to the lumber mill requires certain weather so the river can be flooded to even move the massive lumber down river. The captain of each team is rewarded with imperial rank, their goal in life is to acquire one of these prehistoric lumber for the construction of the palace. It is said each pillar sacrificed the lives of a hundred men. Xiang Yu's controversial action sets the stage for the legendary battles between Xiang Yu, the warrior king and Liu Bang, the people's king. The Qin dynasty came to an end, three years after the death of Qin Shi Huang, and less than twenty years after it was founded.


          Although the Qin Dynasty was short-lived, its legalist rule had a deep impact on later dynasties in China. The imperial system initiated during the Qin dynasty set a pattern that was developed over the next two millennia.


          


          Sovereigns of Qin Dynasty


          Note: King Zhaoxiang of Qin (秦昭襄王) had already been ruling Qin for 51 years when Qin annihilated the Zhou Dynasty; however the other six warring states were still independent regimes. Historiographers thus used the next year (the 52nd year of King Zhaoxiang of Qin) as the official continuation from Zhou Dynasty.


          Qin Shi Huang was the first Chinese sovereign to proclaim himself "Emperor", after reunifying China in 221 BC. That year is therefore usually taken as the start of the "Qin Dynasty".
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              	Convention: "Qin" + posthumous name
            


            
              	Zhaoxiang (昭襄 Zhāoxiāng)

              	嬴稷 yng j)

              	306 BC 250 BC
            


            
              	Xiaowen (孝文 Xiown)

              	Ying Zhu (嬴柱 yng zh)
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              	Shi Huangdi (始皇帝 Shǐ Hungd)
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              	Er Shi Huangdi (二世皇帝 r Sh Hungd)

              	Ying Huhai (嬴胡亥 yng h hi)
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          During the Qin Dynasty, starting with Qin Shi Huang, there were no posthumous names. The title of Shi Huangdi ("Commencing Emperor") and Er Shi Huangdi ("Second Generation Emperor") were used during the rulers' lifetimes.
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          The Qing Dynasty (Chinese: 清朝; pinyin: Qīng cho; Wade-Giles: Ch'ing ch'ao; Manchu: [image: ]), in 1616, it changed its name to "Qing", meaning "clear" or "pellucid", in 1636 and captured Beijing in 1644. By 1646 it had come into power over most of present-day China, although complete pacification of China would not be accomplished until 1683.


          During its reign, the Qing Dynasty became highly integrated with Chinese culture. However, its military power weakened during the 1800s, and faced with international pressure, massive rebellions and defeats in wars, the Qing Dynasty declined after the mid-19th century. The Qing Dynasty was overthrown following the Xinhai Revolution, when the Empress Dowager Longyu abdicated on behalf of the last emperor, Puyi, on February 12, 1912.


          


          Formation of the Manchu State


          


          The Dynasty was founded not by the Han Chinese who form the majority of the Chinese population, but the Manchus, who are today an ethnic minority within China. The Manchus are descended from Jurchens (Zh: 女真, Manchu: [image: ] Mukden).


          Relocating his court from Jianzhou to Liaodong provided Nurhaci a bigger power base in terms of human and material resources; geographically it also brought him in close contact with the Mongol domains on the plains of Mongolia. Although by this time the once-united Mongol nation under Genghis Khan had long fragmented into individual and at times hostile tribes, these disunited tribes still presented a serious security threat to the Ming borders. Nurhaci's policy towards the Mongols was to seek their friendship and cooperation, thus securing the Jurchens' western front from a potential enemy. Furthermore, the Mongols proved a useful ally in the war, lending the Jurchens their traditional expertise as cavalry archers. To cement this new alliance Nurhaci initiated a policy of inter-marriages between Jurchen and those Mongolian nobility compliant to Jurchen leadership, while those who resisted were met with military action. This is a typical example of Nurhaci's many initiatives that eventually became official Qing government policy. Some of Nurhaci's other important contributions include ordering the creation of a written Manchu language based on Mongolian script, and the creation of the civil and military administrative system that eventually evolved into the Manchu Banners the defining element of Manchu identity, thus laying foundation for transforming the loosely knitted Jurchen tribes into a nation.
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          Nurhaci's unbroken series of military successes came to an end in January 1626 when he was dealt his first major military defeat by general Yuan Chonghuan while laying siege to the Ming city of Ningyuan. He died a few months later and was succeeded by his eighth son Hung Taiji who emerged after a short political struggle amongst other potential contenders as the new Khan. Although he was an experienced general and the commander of two Banners at the time of his succession, Hung Taiji's reign did not start well on the military front. The Jurchens suffered yet another defeat in 1627 at the hands of Yuan Chonghuan. As before, this defeat was the result of the superior firepower of the Ming forces' newly acquired Portuguese cannons. To redress the technological and numerical disparity Hung Taiji in 1634 created his own artillery corps (Zh: 重军, Ma: ujen chooha) from amongst his existing Han troops who casted their own cannons from European design with the help of captured Chinese artisans. In 1635 the Manchu's Mongolian allies were fully incorporated into a separate Banner hierarchy under direct Manchu command. This was followed by the creation of the first (two) Han Banners in 1637 (which eventually increased to eight in 1642). Together these military reforms enabled Hung Taiji to resoundingly defeat Ming forces in a series of battles from 1640 to 1642 for the territories of Songshan (Zh: 松山)) and Jingzhou (Zh: 锦州)). This final victory resulted in the surrender of many of the Mings' most battle hardened troops and the complete permanent withdrawal of remaining Ming forces from lands north of the Great Wall. On a geopolitical level, the victory also gave the Manchus undisputed overlordship over the Mings' Korean vassal the Joseon Dynasty.


          On the civil front, Hung Taiji, on the advice of surrendered Ming officials, set up a rudimentary bureaucratic system based on the Ming model of government. Hung Taiji's bureaucracy was staffed with an unprecedented number of Han Chinese, many of them newly surrendered Ming officials. However, the Jurchens' continued dominance in government was ensured by an ethnic quota for top bureaucratic appointments. Hung Taiji's reign also saw a fundamental change of policy towards his Han Chinese subjects. Whereas under Nurhaci all captured Han Chinese were seen as a potential fifth column for the Ming Dynasty and treated as chattel including those who eventually held important government posts Hung Taiji in contrast incorporated them into the Jurchen "nation" as full if not first class citizens, who were also obligated to provide military service. This change of policy not only increased Hung Taiji's power base and reduced his military dependence on those banners not under his personal control, it also greatly encouraged other Han Chinese subjects of the Ming Dynasty to surrender and accept Jurchen rule when they were defeated militarily. Through these and other measures Hung Taiji was able to centralize power unto the office of the Khan, which in the long run prevented the Jurchen federation from fragmenting after his death.


          One of the defining events of Hung Taiji's reign was the official adoption of the name Manchu (Zh: 满族; Ma: [image: ]) for all Jurchen people in November 1635. And when the imperial seal of the Yuan emperors was presented to Hung Taiji by Ejei Khan the son of Lingdan Khan, the last grand-Khan of the Mongols, Hung Taiji in 1636 renamed the state from "Later Jin" to "Great Qing" and elevated his position from Khan to Emperor, suggesting imperial ambitions beyond unifying Manchu territories. Some sources suggested that the name "Qing" was chosen in reaction to that of the Ming Dynasty (明) which consists of the Chinese characters for sun (日) and moon (月), which are associated with the fire element. The character Qing (清) is composed of the water (水) radical and the character for blue-green (青), which are both associated with the water element. Other suggested that the name change went a long way to rehabilitate the Manchu state in the eyes of the Ming-era Han Chinese, who, being heavily influenced by a Neo-Confucian education system, had regarded the former Jurchen Jin dynasty as foreign invaders.


          


          Claiming the Mandate of Heaven


          
            [image: Pine, Plum and Cranes, 1759 AD, by Shen Quan (1682–1760). Hanging scroll, ink and colour on silk. The Palace Museum, Beijing.]

            
              Pine, Plum and Cranes, 1759 AD, by Shen Quan (16821760). Hanging scroll, ink and colour on silk. The Palace Museum, Beijing.
            

          


          Hung Taiji died suddenly in September 1643 without a designated heir. Because Jurchens had traditionally "elected" their leader through a council of nobles, the Qing state did not have in place a clear succession system until the reign of Emperor Kangxi. The leading contenders for power at this time were Hung Taijis eldest son Hooge and Hung Taijis agnate half brother Dorgon. In the ensuing political impasse between two bitter political rivals a compromise candidate in the person of Hung Taijis five-year-old son Fulin was installed as Emperor Shunzhi, with Dorgon as regent and de facto leader of the Manchu nation. Fortunately the Manchus' nemesis the Ming Dynasty was fighting for its own survival against a long peasant rebellion and was unable to capitalise on the Qing courts political uncertainty over the succession dispute and installation of a minor as Emperor. The Ming Dynasty's internal crisis came to a head in April 1644, when the capital at modern day Beijing was sacked by a coalition of rebel forces led by Li Zicheng, a minor Ming official turned leader of the peasant revolt. The last Ming, Emperor Chongzhen committed suicide when the city fell, marking the official end of the dynasty.


          After easily taking Beijing, Li Zicheng led a coalition of rebel forces numbering 200,000 to confront Wu Sangui, the general commanding the Ming garrison at Shanhaiguan (Zh:山海關). Shanhaiguan is a pivotal pass of the Great Wall of China located fifty miles northeast of Beijing, and for years its defenses were what kept the Manchus from directly raiding the Ming capital. Wu, caught between a rebel army twice his size and a foreign enemy he had fought for years, decided to cast his lot with the Manchus with whom he was familiar, and made an alliance with Dorgon to fight the rebels. Some sources suggested that Wu's actions were influenced by news of mistreatment of his family and his concubine Chen Yuanyuan at the hands of the rebels when the capital fell. Regardless of the actual reasons for his decision, this awkward and some would say cynical alliance between Wu and his former sworn enemy was ironically made in the name of avenging the death of Emperor Chongzhen. Together, the two former enemies met and defeated Li Zicheng's rebel forces in battle on May 27, 1644. After routing Li's forces, the Manchus captured Beijing on June 6, where Emperor Shunzhi was installed as the "Son of Heaven" on October 30. The Manchus who had positioned themselves as political heir to the Ming Emperor by defeating Li Zicheng, completed the symbolic act of transition by holding a formal funeral for Emperor Chongzhen. However the process of conquest took another seventeen years of battling Ming loyalists, pretenders and rebels. The last Ming pretender, Prince Gui, sought refuge with the King of Burma, a vassal of the Ming Dynasty, but was turned over to a Qing expeditionary army commanded by Wu, who had him brought back to Yunnan province and executed in early 1662.
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          The first seven years of Shunzhis reign was dominated by the regent prince Dorgon, who, because of his own political insecurity within the Manchu power structure, followed Hung Taijis example of centralizing power unto himself in the name of the Emperor at the expense of other contending Manchu princes, many of whom eventually were demoted or imprisoned under one pretext or another. Although the period of his regency was relatively short, Dorgon cast a long shadow over the Qing Dynasty. Firstly the Manchus were able to enter "China Proper" only because of Dorgons timely decision to act on Wu Sanguis appeal for military assistance. After capturing Beijing instead of sacking the city as the rebels had done before them, Dorgon insisted over other Manchu princes on making it Qings capital and largely reappointed Ming officials back to their posts. Setting the Qing capital in Beijing may seem a straightforward move in hindsight, but it was then an act of innovation because historically no major Chinese dynasty had ever "inherited" its immediate predecessors capital. Keeping the Ming capital and bureaucracy intact helped quickly stabilize the country and greatly sped up the Manchu process of conquest. However, not all of Dorgons policies were equally popular nor easily implemented.


          One of Dorgon's most controversial decisions was his 1646 imperial edict (the " Queue Order") which forced all Han Chinese men, on pain of death, to adopt the Manchu style of dress, including shaving the front of their heads and combing the remaining hair into a queue. To the Manchus this policy might both be a symbolic act of submission and in practical terms an aid in identification of friend from foe, however for the Han Chinese it totally went against their traditional Confucian values. Unsurprisingly it was deeply unpopular and, together with other policies unfavourable towards the Han Chinese, might account for the increasingly steep resistance met by Qing forces after 1646. Hundreds of thousands of people were killed before all of China was brought into compliance.


          Dorgon died suddenly while on a hunting expedition in 1651 marking the official start of Emperor Shunzhis personal rule. However, because the Emperor was only twelve years old at that time, most decisions were made on his behalf by his mother, the Empress Dowager Xiao-Zhuang, who turned out to be a skilled political operator. Although Dorgons support was essential to Shunzhis ascent and rule in the early years of the his reign, Dorgon had through the years centralised so much power unto his office as imperial regent to become a direct threat to the throne, so much so that upon his death Dorgon was extraordinarily bestowed the posthumous title of Emperor Yi (Zh: 義皇帝), the only instance in Qing history of a Manchu " prince of the blood" (Zh: 亲王) was so honoured. However two months into Shunzhis personal rule Dorgon was not only stripped of his titles, but his corpse was disinterred and mutilated to atone for multiple "crimes"one of which was persecuting to death Shunzhis agnate eldest brother Hooge. More importantly Dorgons symbolic fall from grace also signalled a political purge of his family and associates in court thus reverting power back to the person of the Emperor. However, from a promising start, Shunzhis reign was cut short by his early death in 1661 at the age of twenty-four from smallpox. He was succeeded by his third son Xuan-Ye, who became Emperor Kangxi.


          


          Kangxi emperor and consolidation
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          At sixty one years, Kangxi had the longest reign of any Chinese Emperor. But more importantly, apart from its length, Kangxis reign is also celebrated as the beginning of an era called Kang-Qian Golden Age (Zh: 康乾盛世) during which Qing Dynasty reached the zenith of its social, economic and military power. Kangxis long reign started when he was eight years old upon the untimely demise of his father. In order to prevent a repeat of Dorgon's dictatorial monopolizing of imperial powers during the period of regency, Emperor Shunzhi on his deathbed hastily appointed four senior cabinet ministers to govern on behalf of his young son. The four ministers Sonin, Ebilun, Suksaha, and Oboiwere chosen for their long service to the crown, but also to counteract each others' influences. Most importantly, the four were not closely related to the imperial family and laid no claim to the throne. However as time passed, through chance and machination, Oboithe most junior of the four ministerswas able to achieve political dominance to such an extent as to become a potential threat to the crown. Even though Oboi's loyalty was never an issue, his personal arrogance and political conservatism led him to come into ever escalating conflict with the young Emperor. In 1669 Kangxi, through trickery, disarmed and imprisoned Oboia not insignificant victory for the fifteen-year-old Emperor, as Oboi was not only a wily old politician but also an experienced military commander.


          The Manchus found controlling the " Mandate of Heaven" a daunting task. The vastness of China's territory meant that there were only enough banner troops to garrison key cities forming the backbone of a defence network that relied heavily on surrendered Ming soldiers. In addition, three surrendered Ming generals were singled out for their contributions to the establishment of the Qing dynasty, ennobled as feudal princes (藩王), and given governorships over vast territories in Southern China. The chief of these was Wu Sangui (吳三桂), who was given the provinces of Yunnan and Guizhou, while generals Shang Kexi (尚可喜) and Geng Zhongming (耿仲明) were given the Guangdong and Fujian provinces, respectively.
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          As the years went by, the three feudal lords and their territories inevitably became increasingly autonomous. Finally, in 1673, Shang Kexi petitioned Kangxi Emperor, stating his desire to retire to his hometown in Liaodong (遼東) province and nominating his son as his successor. The young emperor granted his retirement, but denied the heredity of his fief. In reaction, the two other generals decided to petition for their own retirements to test Kangxi's resolve, thinking that he would not risk offending them. The move backfired as the young emperor called their bluff by accepting their requests and ordering all three fiefdoms to be reverted back to the crown.


          Faced with the stripping of their powers, Wu Sangui felt he had no choice but to rise up in revolt. He was joined by Geng Zhongming and by Shang Kexi's son Shang Zhixin (尚之信). The ensuing rebellion lasted for eight years. At the peak of the rebels' fortunes, they managed to extend their control as far north as the Yangtze River (長江). Ultimately, though, the Qing government was able to put down the rebellion and exert control over all of southern China. The rebellion would be known in Chinese history as the Revolt of the Three Feudatories.


          To consolidate the empire, Kangxi Emperor personally led China on a series of military campaigns against Tibet, the Dzungars, and later Russia. He arranged the marriage of his daughter to the Mongol Khan Gordhun to avoid a military conflict. Gordhun's military campaign against the Qing failed, further strengthening the Empire. Taiwan was also conquered by Qing Empire forces in 1683 from Zheng Keshuang, grandson of Koxinga. Koxinga had conquered Taiwan from the Dutch colonists to use it as a base against the Qing Dynasty. By the end of the 17th century, China was at its greatest height of power since the early Ming Dynasty.


          Kangxi Emperor also handled many Jesuit missionaries that came to China. A series of missionaries, including Matteo Ricci, Martino Martini, Johann Adam Schall von Bell, Ferdinand Verbiest and Antoine Thomas, also held significant positions as mathematicians, astronomers and advisors to the Emperor. Together they played a significant role in correcting the Chinese calendar and advancing knowledge of astronomy, science and the geography of the Chinese empire.


          


          Yongzheng and Qianlong emperors
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          The reigns of the Yongzheng Emperor (r. 17231735) and his son the Qianlong Emperor (r. 17351796) marked the height of Qing's power. During this period, the Qing Dynasty ruled over 13 million square kilometres of territory.


          After the Kangxi Emperor's death in the winter of 1722, his fourth son Prince Yong (雍親王) succeeded him as the Yongzheng Emperor. Yongzheng remained a controversial character because of rumours about him usurping the throne, and in the late Kangxi years, he was involved in great political struggles with his brothers. Yongzheng was a hardworking administrator who ruled with an iron hand. His first big step towards a stronger regime came when he brought the State Examination System back to its original standards. In 1724, he cracked down on illegal exchange rates of coins, which was being manipulated by officials to fit their financial needs. Those who were found in violation of new laws on finances were removed from office, or in extreme cases, executed.


          Yongzheng showed a great amount of trust in Han officials, and appointed many of his proteges to prestigious positions. Nian Gengyao was appointed to lead a military campaign in place of his brother Yinti in Qinghai. Nian's arrogant actions, however, led to his downfall in 1726. Yongzheng's reign saw consolidation of imperial power at its height in Chinese history. More territory was incorporated in the Northwest. A toughened stance was directed towards corrupt officials, and Yongzheng led the creation of a Grand Council, which grew to become the de facto Cabinet for the rest of the dynasty.


          The Yongzheng Emperor died in 1735. This was followed by the succession of his son Prince Bao (寶親王) as the Qianlong Emperor. Qianlong was known as an able general. Succeeding the throne at the age of 24, Qianlong personally led the military in campaigns near Xinjiang and Mongolia. Revolts and uprisings in Sichuan and parts of southern China were successfully put down.


          Around forty years into Qianlong's reign, the Qing government saw a return of rampant corruption. The official Heshen was arguably one of the most corrupt in the entire Qing Dynasty. He was eventually forced into committing suicide by Qianlong's son, the Jiaqing Emperor (r. 17961820).


          In 1796 open rebellion by the White Lotus Society against the Qing government broke out. The White Lotus Rebellion continued for eight years, until 1804, and shattered the myth of the military invincibility of the Manchus.


          


          Rebellion, unrest and external pressure


          A common view of 19th century China is that it was an era in which Qing control weakened and prosperity diminished. Indeed, China suffered massive social strife, economic stagnation, and explosive population growth which placed an increasing strain on the food supply. Historians offer various explanations for these events, but the basic idea is that Qing power was, over the course of the century, faced with internal problems and natural disasters which were simply too much for the antiquated Chinese government, bureaucracy, and economy to deal with.
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          The Taiping Rebellion in the mid-19th century was the first major instance of anti-Manchu sentiment threatening the stability of the Qing dynasty, a phenomenon that would only increase in the following years. However, the horrific number of casualties of this rebellionas many as 30 million peopleand the complete devastation of a huge area in the south of the country have to a large extent been overshadowed by another significant conflict. Although not nearly as bloody, the outside world and its ideas and technologies had a tremendous and ultimately revolutionary impact on an increasingly weak and uncertain Qing state. The Qing government would go on to face more revolts, this time by Muslims who would fight the Panthay Rebellion (18561873) and the Dungan revolt (18621877).


          One of the major issues affecting nineteenth-century China was the question of how to deal with other countries. Prior to the nineteenth-century, the Chinese empire was the hegemonic power in Asia. Under its imperial theory, the Chinese emperor had the rights to rule " all under heaven". Depending on the period and dynasty, it either ruled territories directly or neighbors fell under its hierarchical tributary system. Historians often refer to the underlying concept of the Chinese empire as "an empire with no boundary". However, the 18th century saw the European empires gradually expand across the world, as European states developed stronger economies built on maritime trade. European colonies had been established in nearby India and on the islands that are now part of Indonesia, whilst the Russian Empire had annexed the areas north of China. In 1793, Great Britain attempted to forge an alliance with China, sending the Macartney Embassy to Hong Kong with gifts for the Emperor, including examples of the latest European technologies and art. When the British delegation received a letter from Beijing explaining that China was unimpressed with European achievements, and that George III was welcome to pay homage to the Chinese court, the deeply offended British government aborted all further attempts to reconcile relations with the Qing regime.
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          When the Napoleonic Wars ended in 1815, world trade rapidly increased, and as China's vast population offered limitless markets for European goods, trade between Chinese and European merchants expanded during the early years of the 19th century. This increased trade, though, led to increasing hostility between European governments and the Qing regime.


          In 1793, the Qianlong Emperor stated to the British Ambassador Lord Macartney that China had no use for European manufactured products. Consequently, leading Chinese merchants only accepted bar silver as payment for their goods. The huge demand in Europe for Chinese goods such as silk, tea, and ceramics could only be met if European companies funnelled their limited supplies of silver into China. By the late 1830s, the governments of Great Britain and France were deeply concerned about their stockpiles of precious metals and sought alternate trading schemes with Chinathe foremost of which was addicting China to opium. When the Qing regime tried to ban the Opium Trade in 1838, Great Britain declared war on China.


          The First Opium War revealed the outdated state of the Chinese military. The Qing navy, composed entirely of wooden sailing junks, was severely outclassed by the modern tactics and firepower of the Royal Navy at its apex. British soldiers, using modern rifles and artillery, easily outmanoeuvred and outgunned Qing forces in ground battles. The Qing surrender in 1842 marked a decisive, humiliating blow to China. The Treaty of Nanking, which demanded reparation payments, allowed unrestricted European access to Chinese ports, and ceded the island of Hong Kong to Great Britain. It revealed many inadequacies in the Qing government and provoked widespread rebellions against the already hugely unpopular regime.


          The Western powers, largely unsatisfied with the Treaty of Nanking, only gave grudging support to the Qing government during the Taiping and Nien Rebellions. China's income fell sharply during the wars as vast areas of farmland were destroyed, millions of lives lost, and countless armies raised and equipped to fight the rebels. In 1854, Great Britain tried to re-negotiate the Treaty of Nanking, inserting clauses allowing British commercial access to Chinese rivers and the creation of a permanent British embassy at Peking. This last clause outraged the Qing regime, who refused to sign, provoking another war with Britain. The Second Opium War ended in another crushing Chinese defeat, whilst the Treaty of Tianjin contained clauses deeply insulting to the Chinese, such as a demand that all official Chinese documents be written in English and a proviso granting British warships unlimited access to all navigable Chinese rivers.


          


          Rule of Empress Dowager Cixi


          In the late 19th century, a new leader emerged. The Empress Dowager Cixi, concubine to the Emperor Xianfeng (r. 18501861), the mother of child emperor Tongzhi, and Aunt of Guangxu successfully controlled the Qing government and was the de facto leader of China for 47 years. She staged a coup d'tat to oust the regency led by Sushun appointed by the late Emperor. She was known for "ruling from behind the curtain" (垂簾聽政).


          By the 1860s, the Qing dynasty had put down the rebellions with the help of militia organized by the gentry. The Qing government then proceeded to deal with problem of modernization, which it attempted with the Self-Strengthening Movement. Several modernized armies were formed, including the much renowned Beiyang Army; however, the fleets of "Beiyang" were annihilated in the Sino-Japanese War (1894-1895), which produced calls for greater and more extensive reform. After the start of the 20th century, the Qing Dynasty was in a dilemma. It could proceed with reform and thereby alienate the conservative gentry or it could stall reform and thereby alienate the progressive reformers. The Qing Dynasty tried to follow a middle path, and thus managed to alienate everyone.
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          Ten years into the reign of Guangxu (r. 18751908), western pressure on China was so great that she forcefully gave up all sorts of power. In 1898 Guangxu attempted the Hundred Days' Reform (百日維新/戊戌變法), in which new laws were put in place and some old rules were abolished. Newer, more progressive-minded thinkers like Kang Youwei were trusted and recognized conservative-minded people like Li Hongzhang were removed from high positions. But the ideals were stifled by Cixi and Guangxu was jailed in his own palace. Cixi concentrated on centralizing her own power base. At the occasion of her sixtieth Birthday, she spent over 30 million taels of silver for the decorations & events, funds that were originally to improve the weaponry of the Beiyang Navy.


          In 1901, following the murder of the German Ambassador, the Eight-Nation Alliance (八國聯軍) entered China as a united military force for the second time. Cixi reacted by declaring war on all eight nations, only to lose Beijing under their control within a short period of time. Along with the Guangxu Emperor, she fled to Xi'an. As a military compensation, the Alliance listed scores of demands on the Qing Government, including an initial hit list which had Cixi as No. 1. Li Hongzhang was sent to negotiate and the Alliance backed down from several of the demands.


          


          Qing government and society


          


          Administrative Divisions


          
            	Outer Mongolia - 4 aimags


            	Inner Mongolia - 6 leagues


            	Dariganga - special region designated as Emperor's pasture


            	Kbsgl


            	Tannu Urianhai


            	Kke Nuur league


            	Alshaa khoshuu-league (League-level khoshuu)


            	Ejine khoshuu-league


            	Kobdo league


            	Tianshanbei


            	Tianshannan


            	China proper provinces

              
                	Zhili


                	Henan


                	Shandong


                	Shanxi


                	Shaanxi


                	Gansu


                	Hubei


                	Hunan


                	Guangdong


                	Guangxi


                	Sichuan


                	Yunnan


                	Guizhou


                	Jiangsu


                	Jiangxi


                	Zhejiang


                	Fujian (incl. Taiwan until 1885)


                	Anhui

              

            

          


          


          Politics


          The Qing were astute in stabilizing the government. The most important administrative body of the Qing dynasty was the Trung Council which was a body composed of the emperor and high officials. The Qing dynasty was characterized by a system of dual appointments by which each position in the central government had a Manchu and a Han assigned to it. During the Qianlong Emperor's reign, for example, members of his family were distinguished by garments with a small circular emblem on the back, whereas a Han wears clothing with a square emblem; this meant effectively that any guard in the court could immediately distinguish family members from the back view alone.


          With respect to Mongolia, Tibet, and eastern Turkestan, like other dynasties before it the Qing maintained imperial control, with the emperor acting as Mongol khan, patron of Tibetan Buddhism and protector of Muslims. However, Qing policy changed with the establishment of Xinjiang province in 1884. In response to British and Russian military action in Xinjiang and Tibet, the Qing sent Army units which performed remarkably well against British units.


          The abdication of the Qing emperor inevitably led to controversy about the status of territories in Tibet and Mongolia. It was and remains the position of Mongols and Tibetans that, because they owed allegiance to the Qing monarch, with the abdication of the Qing they owed no allegiance to the new Chinese state. This position was rejected by the Republic of China and subsequent People's Republic of China, which claim that these areas were integral parts of Chinese dynasties even before the Qing, and that Han, Manchus, Mongols, or other ethnic groups all established Sinocentric-based dynasties, thus claiming legitimacy and history as part of imperial China over two thousand years. The Western powers accepted the latter theory for their own political reasons, partly in order to prevent a scramble for China.


          


          Bureaucracy
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          The Qing Dynasty inherited many important institutions from the preceding Ming dynasty. The formal structure of the Qing government centered around the Emperor as the absolute ruler, who presided over six ministries (or boards), each headed by two presidents (Ch: Shngshū, 尚書; Ma: [image: ] Dorgi yamun), which had been an important policy making body during Ming, lost its importance during Qing and evolved into an imperial chancery. The institutions which had been inherited from the Ming dynasty formed the core of the Qing "outer court", which handled routine matters and was located in the southern part of the Forbidden City.


          In order not to let the routine administration take over the running of the empire, the Manchu Qing emperors made sure that all important matters were decided in the "Inner Court", which was dominated by the imperial family and Manchu nobility and which was located in the northern part of the Forbidden City. A central part of the inner court was the Grand Council, a body initially in charge of military and intelligence matters, but which later assumed the role of supervising all government departments. Ministers posted to the Grand Council served as the emperor's privy council and they were collectively known as privy councillors.


          The six ministries and their respective areas of responsibilities were as follows:


          
            	Board of Civil Appointments (Ch: Lb, 吏部; Ma: [image: ] Hafan i jurgan)

          


          
            	The personnel administration of all civil officials - including evaluation, promotion, and dismissal. It was also in charge of the 'honours list'.

          


          
            	Board of Finance (Ch: Hb, 户部; Ma: [image: ] Boigon i jurgan)

          


          
            	The literal translation of the Chinese word 'h'（户）is 'household'. For much of the Qing Dynasty's history, the government's main source of revenue came from taxation on landownership supplemented by official monopolies on essential household items such as salt and tea. Thus, in the predominantly agrarian Qing dynasty, the 'household' was the basis of imperial finance. The department was charged with revenue collection and the financial management of the government.
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            	Board of Rites (Ch: Lǐb, 禮部; Ma: [image: ] Dorolon i jurgan)

          


          
            	This was responsible for all matters concerning protocol at court, which included not just the periodic worshiping of ancestors and various gods by the Emperorin his capacity as the "Son of Heaven" (Tiānzǐ, 天子), to ensure the smooth running of the empirebut also looking after the welfare of visiting ambassadors from tributary nations. The Chinese concept of courtesy (lǐ, 禮), as taught by Confucius, was considered an integral part of education. An intellect was said to "know of books and courtesy (rites)" ("知書達禮"). Thus, the ministry's other function was to oversee the nationwide civil examination system for entrance to the bureaucracy. Because democracy was unknown to pre-Republican China, neo-Confucian philosophy saw state sponsored exams as the way to legitimize a regime by allowing the intelligentsia participation in an otherwise autocratic and unelected system.

          


          
            	Board of War (Ch: Bīngb, 兵部; Ma: [image: ] Coohai jurgan)

          


          
            	Unlike its Ming Dynasty predecessor, which had full control over all military matters, the Qing Dynasty Board of War had very limited powers. First, the Eight Banners were under the direct control of the Emperor and hereditary Manchu and Mongolian princes, leaving the ministry only with authority over the Green Standard Armies. Furthermore, the ministry's functions were purely administrativecampaigns and troop movements were monitored and directed by the Emperor, first through the Manchu ruling council, and later through the Grand Council.

          


          
            	Board of Punishments (Ch: Xngb, 刑部; Ma: [image: ] Beidere jurgan)

          


          
            	The Board of Punishments handled all legal matters, including the supervision of various law courts and prisons. The Qing legal framework was relatively weak compared to modern day legal systems, as there was no separation of executive and legislative branches of government. The legal system could be inconsistent, and, at times, arbitrary, because the emperor ruled by decree and had final say on all judicial outcomes. Emperors could (and did) overturn judgements of lower courts from time to time. Fairness of treatment was also an issue under the apartheid system practised by the Manchu government over the Han Chinese majority. To counter these inadequacies and keep the population in line, the Qing maintained a very harsh penal code towards the Han populace, but it was no more severe than previous Chinese dynasties.
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            	Board of Works (Ch: Gōngb, 工部; Ma: [image: ] Weilere jurgan)

          


          
            	The Board of Works handled all governmental building projects, including palaces, temples and the repairs of waterways and flood canals. It was also in charge of minting coinage.

          


          In addition to the six boards, there was a Court of Colonial Affairs (Chinese: Lǐfnyun, 理藩院; Manchu: [image: ] Tulergi golo be darasa jurgan; Mongol: adadu mongul un tr-ji jasaqu jabudal-un jamun) unique to the Qing government. This institution was established to supervise the administration of Tibet and the Mongolian lands. As the empire expanded, it took over administrative responsibility of all minority ethnic groups living in and around the empire, including early contacts with Russiathen seen as a tribute nation. The office had the status of a full ministry and was headed by officials of equal rank. However, appointees were at first restricted only to candidates of Manchurian and Mongolian ethnicity. To the south, Manchuria was separated from China proper by the Inner Willow Palisade, a ditch and embankment planted with willows intended to restrict the movement of the Han Chinese into Manchuria, as the area was off-limits to the Han until the Qing started colonizing the area with them later on in the dynasty's rule.


          Even though the Board of Rites and the Court of Colonial Affairs performed some duties of a foreign office, they fell short of developing into a professional foreign service. This stemmed from the traditional imperial world view of seeing China as the centre of the world and viewing all foreigners as uncivilized barbarians unworthy of equal diplomatic status. It was not until 1861a year after losing the Second Opium War to the Anglo-French coalitionthat the Qing government bowed to foreign pressure and created a proper foreign affairs office known as the Zongli Yamen. The office was originally intended to be temporary and was staffed by officials seconded from the Grand Council. However, as dealings with foreigners became increasingly complicated and frequent, the office grew in size and importance, aided by revenue from customs duties which came under its direct jurisdiction.


          


          Military


          


          Beginnings and early development
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          The development of Qing military system can be divided into two broad periods separated by the Taiping rebellion (18501864). Early Qing military was rooted in the Manchu banners first developed by Nurhachi as a way to organize Jurchen society beyond petty clan affiliations. There are eight banners in all, differentiated by colours. The banners in their order of precedence were as follows: yellow, bordered yellow (i.e yellow banner with red border), white, red, bordered white, bordered red, blue, and bordered blue. The yellow, bordered yellow, and white banners were collectively known as the 'Upper Three Banners' (Zh: 上三旗) and were under the direct command of the Emperor. Only Manchus belonging to the Upper Three Banners, and selected Han Chinese who had passed the highest level of martial exams were qualified to serve as the Emperor's personal bodyguards. The remaining Banners were known as "The Lower Five Banners" (Zh: 下五旗) and were commanded by hereditary Manchurian princes descended from Nurhachi's immediate family, known informally as the "Iron Cap Princes" (Zh: 鐵帽子王). Together they formed the ruling council of the Manchu nation as well as high command of the army. In 1730, the Emperor Yongzheng established the Grand Council (Zh: 軍機處; Pinyin: Jūnjīch; Ma: [image: ] Cooha nashūn-i ba) at first to direct day to day military operations, but gradually Junjichu took over other military and administrative duties and served to centralize authority unto the crown. However, the Iron Cap Princes continued to exercise considerable influence over the political and military affairs of Qing government well into the reign of the Qianlong Emperor.


          As Qing power expanded north of the Great Wall in the last years of the Ming Dynasty, the Banner system was expanded by Nurhachi's son and successor Hung Taiji to include mirrored Mongolian and Han Banners. After capturing Beijing in 1644 and as the Manchu rapidly gained control of large tracts of former Ming territory, the relatively small Banner armies were further augmented by the Green Standard Army (Zh: 綠營兵) which eventually outnumbered Banner troops three to one. The Green Standard Army so-named after the colour of their battle standards was made up of those Ming troops who had surrendered to the Qing. They maintained their Ming era organization and were led by a mix of Banner and Green Standard officers. The Banners and Green Standard troops were standing armies, paid for by central government. In addition, regional governors from provincial down to village level maintained their own irregular local militias for police duties and disaster relief. These militias were usually granted small annual stipends from regional coffers for part-time service obligations. They received very limited military drill if at all and were not considered combat troops.


          


          Peace and stagnation


          
            [image: A red lacquer box from the Qing Dynasty.]

            
              A red lacquer box from the Qing Dynasty.
            

          


          Banner Armies were broadly divided along ethnic lines, namely Manchurian and Mongolian. Although it must be pointed out that the ethnic composition of Manchurian Banners was far from homogeneous as they include non-Manchu bondservants registered under the household of their Manchu masters. As the war with Ming Dynasty progressed and the Han Chinese population under Manchu rule increased, Hung Taiji created a separate branch of Han Banners to draw on this new source of manpower. However these Han bannermen were never regarded by the government as equal to the other two branches due to their relatively late addition to the Manchu cause as well as their Han Chinese ancestry. The nature of their servicemainly as infantry, artillery and sappers, was also alien to the Manchurian nomadic traditions of fighting as cavalry. Furthermore, after the conquest the military roles played by Han Bannermen were quickly subsumed by the Green Standard Army. The Han Banners ceased to exist altogether after Emperor Yongzheng's Banner registration reforms aimed at cutting down imperial expenditures.


          The socio-military origins of the Banner system meant that population within each branch and their sub-divisions were hereditary and rigid. Only under special circumstances sanctioned by imperial edict were social movements between banners permitted. In contrast, the Green Standard Army was originally intended to be a professional force. However during protracted period of peace in China from the 18th to mid-19th century, recruits from farming communities dwindled, due partly to Neo-Confucianism's negative stance on military careers. In order to maintain strengths, the Green Standard Army began to internalize, and gradually became hereditary in practice.


          After defeating the remnants of the Ming forces, the Manchu Banner Army of approximately 200,000 strong at the time was evenly divided; half was designated the Forbidden Eight Banner Army (禁旅八旗 Jnlǚ Bāq) and was stationed in Beijing. It served both as the capital's garrison and Qing government's main strike force. The remainder of the Banner troops was distributed to guard key cities in China. These were known as the Territorial Eight Banner Army (駐防八旗 Zhfng Bāq). The Manchu court keenly aware its own minority status reinforced a strict policy of racial segregation between the Manchus and Mongols from Han Chinese for fear of being sinitized by the latter. This policy applied directly to the Banner garrisons, most of which occupied a separate walled zone within the cities they were stationed in. In cities where there were limitation of space such as in Qingzhou (青州), a new fortified town would be purposely erected to house the Banner garrison and their families. Beijing being the imperial seat, the Regent Dorgon had the entire Chinese population forcibly relocated to the southern suburbs which became known as the "Outer Citadel" (外城 wichng). The northern walled city called "Inner Citadel" (內城 nichng) was portioned out to the remaining Manchu eight Banners, each responsibled for guarding a section of the Inner Citadel surrounding the Forbidden City palace complex (Zh: 紫禁城 Zǐjnchng; Ma: [image: ] Dabkūri dorgi hoton)


          The policy of posting Banner troops as territorial garrison was not to protect but to inspire awe in the subjugated populace at the expense of their expertise as cavalry. As a result, after a century of peace and lack of field training the Manchurian Banner troops had deteriorated greatly in their combat worthiness. Secondly, before the conquest the Manchu banner was a "citizen" army, and its members were Manchu farmers and herders obligated to provide military service to the state at times of war. The Qing government's decision to turn the banner troops into a professional force whose every welfare and need was met by state coffers brought wealth, and with it corruption, to the rank and file of the Manchu Banners and hastened its decline as a fighting force. This was mirrored by a similar decline in the Green Standard Army. During peace time, soldiering became merely a source of supplementary income. Soldiers and commanders alike neglected training in pursuit of their own economic gains. Corruption was rampant as regional unit commanders submitted pay and supply requisitions based on exaggerated head counts to the quartermaster department and pocketed the difference. When the Taiping rebellion broke out in 1850s the Qing Court found out belatedly that the Banner and Green Standards troops could neither put down internal rebellions nor keep foreign invaders at bay.


          


          Transition and modernization
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          Early during the Taiping rebellion, Qing forces suffered a series of disastrous defeats culminating in the loss of the regional capital city of Nanjing (南京) in 1853. The rebels massacred the entire Manchu garrison and their families in the city and made it their capital. Shortly thereafter a Taiping expeditionary force penetrated as far north as the suburbs of Tianjin (天津) in what was considered Imperial heartlands. In desperation the court ordered a Chinese mandarin Zeng Guofan (曾國藩) to organize regional and village militias (Tunyǒng 團勇 and Xiāngyǒng 鄉勇) into a standing army to contain the rebellion. Zeng's strategy was to rely on local gentries to raise a new type of military organization from those provinces that the Taiping rebels directly threatened. This new force became known as the Xiang Army (湘軍), named after Hunan region where it was raised. The Xiang Army was a hybrid of local militia and a standing army. It was given professional training, but was paid for out of regional coffers and funds its commandersmostly members of the Chinese gentrycould muster. The Xiang Army and its successor the Huai Army (淮軍) created by Zeng's colleague and pupil Li Hongzhang (李鴻章）were collectively called Yongying (勇營).


          Prior to forming and commanding the Xiang Army, Zeng had no military experience. Being a classically educated Mandarin his blueprint for the Xiang Army was taken from a historical sourcethe Ming Dynasty General Qi Jiguang (戚繼光) who, because of the weakness of regular Ming troops, had decided to form his own "private" army to repel raiding Japanese pirates in the mid-16th century. Qi's doctrine was based on Neo-Confucian ideas of binding troops' loyalty to their immediate superiors and also to the regions in which they were raised. This initially gave the troops an excellent esprit de corps. However, Qi's Army was an ad hoc solution to the specific problem of combating pirates, as was Zeng's original intention for the Xiang Army, which was to eradicate the Taiping rebels. However, circumstances led to the Yongying system becoming a permanent institution within the Qing military, which in the long run created problems of its own for the beleaguered central government.
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          Firstly, Yongying system signalled the end of Manchu dominance in Qing military establishment. Although the Banners and Green Standard armies lingered on as parasites depleting resources, henceforth the Yongying corps became Qing government's de facto first-line troops. Secondly the Yongying corps were financed through provincial coffers and were led by regional commanders. This devolution of power weakened the central government's grip on the whole country, a weakness further aggravated by foreign powers vying to carve up autonomous colonial territories in different parts of the Empire in the later half of the 19th century. Despite these serious negative effects the measure was deemed necessary as tax revenue from provinces occupied and threatened by rebels had ceased to reach the cash-strapped central government. Finally, the nature of Yongying command structure fostered nepotism and cronyism amongst its commanders whom as they ascended the bureaucratic ranks laid the seeds to Qing's eventual demise and the outbreak of regional warlordism in China during the first half of the 20th century.
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          By the late 19th century, China was fast descending into a semi-colonial state. Even the most conservative elements within the Qing court could no longer ignore China's military weakness in contrast to the foreign "barbarians" literally beating down its gates. In 1860, during the Second Opium War, the capital Beijing was captured and the Summer Palaces sacked by a relatively small Anglo-French coalition force numbering 25,000. Although the Chinese invented gunpowder, and firearms had been in continual use in Chinese warfare since as far back as the Sung Dynasty, the advent of modern weaponry resulting from the European Industrial Revolution had rendered China's traditionally trained and equipped army and navy obsolete. The government attempts to modernize during the Self-Strengthening Movement were in the view of most historians with hindsight piecemeal and yielded little lasting results. Various reasons for the apparent failure of late-Qing modernization attempts have been advanced including the lack of funds, lack of political will, and unwillingness to depart from tradition. These reasons remain disputed.


          Losing the Sino-Japanese War of 18941895 was a watershed for the Qing government. Japan, a country long regarded by the Chinese as little more than an upstart nation of pirates, had convincingly beaten its larger neighbour and in the process annihilated the Qing government's pride and joyits modernized Beiyang Fleet then deemed to be the strongest naval force in Asia. In doing so, Japan became the first Asian country to join the previously exclusively western ranks of colonial powers. The defeat was a rude awakening to the Qing court especially when set in the context that it occurred a mere three decades after the Meiji reforms set a feudal Japan on course to emulate the Western nations in their economic and technological achievements. Finally, in December 1894, the Qing government took some concrete steps to reform military institutions and to re-train selected units in westernized drills, tactics and weaponry. These units were collectively called the New Army (新式陸軍), the most successful of which was the Beiyang Army (北洋軍) under the overall supervision and control of an ex-Huai Army commander, the Han Chinese general Yuan Shikai (袁世凱), who exploited his position to eventually become Republic president, dictator and finally abortive emperor of China.


          


          Fall of the dynasty


          
            [image: Yuan Shikai was an adept politician and general]

            
              Yuan Shikai was an adept politician and general
            

          


          By the early twentieth century, mass civil disorder had begun and continuously grown. Empress Dowager Cixi and the Guangxu emperor both died in 1908, leaving a relatively powerless and unstable central authority. Puyi, the eldest son of Zaifeng, Prince Chun, was appointed successor at age two, leaving Zaifeng with the regency. This was followed by the dismissal of General Yuan Shikai from his former positions of power. In mid 1911 Zaifeng created the "Imperial Family Cabinet", a ruling council of the Imperial Government almost entirely consisting of Aisin Gioro relatives. This brought a wide range of negative opinions from senior officials like Zhang Zhidong. The Qing Emperor Guangxu ordered a series of reforms to try to change social and institutional ills. The empress Cixi was tired of Guangxus power and wanted to overthrow him. She knew that if Guangxu had carried out on the 100 Days Reform then everyone would be with the plan and they would follow Guangxu.


          The Wuchang Uprising succeeded on October 10, 1911, and was followed by a proclamation of a separate central government, the Republic of China, in Nanjing with Sun Yat-sen as its provisional head. Numerous provinces began "separating" from Qing control. Seeing a desperate situation unfold, the Qing government brought an unwilling Yuan Shikai back to military power, taking control of his Beiyang Army, with the initial goal of crushing the revolutionaries. After taking the position of Prime Minister (內閣總理大臣) and creating his own cabinet, Yuan went as far as to ask for the removal of Zaifeng from the regency. This removal later proceeded with directions from Empress Dowager Longyu.


          With Zaifeng gone, Yuan Shi-kai and his Beiyang commanders effectively dominated Qing politics. He reasoned that going to war would be unreasonable and costly, especially when noting that the Qing Government had a goal for constitutional monarchy. Similarly, Sun Yat-sen's government wanted a Republican constitutional reform, both aiming for the benefit of China's economy and populace. With permission from Empress Dowager Longyu, Yuan began negotiating with Sun Yat-sen, who decided that his goal had been achieved in forming a republic, and that therefore he could allow Yuan to step into the position of President of the Republic. In 1912, after rounds of negotiations, Longyu issued the Imperial Edict bringing about the abdication of the child emperor Puyi.


          The collapse of the Qing dynasty in 1912 brought an end to over 2,000 years of imperial China and began an extended period of instability of warlord factionalism. Obvious political and economic backwardness combined with widespread criticism of Chinese culture led to questioning and doubt about the future. China's turbulent history since the overthrow of the Qing may be understood at least in part as an attempt to understand and recover significant aspects of historic Chinese culture and integrate them with influential new ideas that have emerged within the last century.


          
            Retrieved from " http://en.wikipedia.org/wiki/Qing_Dynasty"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Qin Shi Huang


        
          

          



          
            
              	
                
                  [image: Qin Shi Huang]
                

              
            


            
              	Qin Shi Huang
            


            
              	Ancestral name (姓):

              	Ying (嬴)
            


            
              	Clan name (氏):

              	Zhao (趙),or Qin
            


            
              	Given name (名):

              	Zheng (政)
            


            
              	King of the State of Qin
            


            
              	Dates of reign:

              	July 247 BCE221 BCE
            


            
              	Official title:

              	King of Qin (秦王)
            


            
              	Emperor of Qin Dynasty
            


            
              	Dates of reign:

              	221 BCESept. 10, 210 BCE
            


            
              	Official title:

              	First Emperor (始皇帝)
            


            
              	Temple name:

              	None.
            


            
              	Posthumous name:

              	None.
            


            
              	Dates are in the proleptic Julian calendar
            


            
              	

              1. As appears in the Records of the Grand Historian

              by Sima Qian. Apparently, the First Emperor being born

              in the State of Zhao where his father was a hostage, he later

              adopted Zhao as his clan name (in ancient China clan names

              often changed from generation to generation), but this is

              not completely certain.

              2. Based on ancient Chinese naming patterns, we can infer that

              Qin was the clan name of the royal house of the State of Qin,

              derived from the name of the state.
            

          


          The monarch known now as Qin Shi Huang (Chinese: 秦始皇; pinyin: Qn Shǐ Hung; Wade-Giles: Ch'in Shih-huang) (259 BCE  September 10, 210 BCE), personal name Yng Zhng, was king of the Chinese State of Qin from 247 BCE to 221 BCE (officially still under the Zhou Dynasty), and then the first emperor of a unified China from 221 BCE to 210 BCE, ruling under the name the First Emperor (Chinese: 始皇帝; pinyin: Shǐ Hung D; Wade-Giles: Shih Huang-Ti). As the ruler of the Great Qin, he was known for the introduction of Legalism and also for unifying China.


          Qin Shi Huang remains a controversial figure in Chinese history. Having unified China, he and his chief adviser Li Si passed a series of major reforms aimed at cementing unification, and they undertook some gigantic projects, most notably the precursor version of the current Great Wall of China, a city-sized mausoleum guarded by a life-sized Terracotta Army, and a massive national road system, at the expense of numerous human lives. To ensure stability, he outlawed Confucianism and buried many of its scholars alive, banning and burning all books other than those officially decreed.


          For all the tyranny of his autocratic rule, Qin Shi Huang is still regarded by many today as a pivotal figure in Chinese history whose unification of China has endured for more than two millennia.


          


          Naming conventions


          Qin Shi Huang was born in the Kingdom of Zhao, therefore he received the last name Zhao, which is a branch of "Ying". He was born in the Chinese month zhēng (正), the first month of the year in the Chinese calendar then in use, like January is now, and so he received the given name Zheng (政), both characters being used interchangeably in ancient China. In Chinese antiquity, people joined family names and given names together as is customary for all Chinese names today. Therefore, it is anachronistic to refer to Qin Shi Huang as "Zhao Zheng" or "Ying Zheng". The given name was never used except by close relatives; it is incorrect to call Qin Shi Huang "Prince Zheng", or alternatively by the common dynastic term "King Zheng of Qin". As a king, he was referred to as "King of Qin" only. Had he received a posthumous name after his death like his father, he would have been known by historians as "King NN. (posthumous name) of Qin".


          After conquering the last independent Chinese state in 221 BCE, Qin Shi Huang was the king of a state of Qin ruling over the whole of China, an unprecedented accomplishment. Wishing to show that he was no longer a simple king like the kings of old during the Warring States Period, he created a new title, huangdi (皇帝), combining the word huang (皇) from the legendary Three Huang ( Three August Ones) who ruled at the dawn of Chinese history, and the word di (帝) from the legendary Five Di ( Five Sovereigns) who ruled immediately after the Three Huang. These Three Huang and Five Di were considered perfect rulers, of immense power and very long lives. The word huang also meant "big", "great". The word di also referred to the Supreme God in Heaven, creator of the world. Thus, by joining these two words for the first time, Qin Shi Huang created a title on a par with his feat of uniting the seemingly endless Chinese realm, in fact uniting the world. Ancient Chinese, like ancient Romans, believed their empire encompassed the whole world, a concept referred to as all under heaven.


          This word huangdi is rendered in English as " emperor", a word which also has a long history dating back to ancient Rome (although "emperor" derived from imperator, which denoted the head of the military), and which English-speakers commonly deem to be superior to the word "king". Qin Shi Huang adopted the name First Emperor (Shi Huangdi, literally "commencing emperor"). He abolished posthumous names, by which former kings were known after their death, judging them inappropriate and contrary to filial piety, and decided that future generations would refer to him as the First Emperor (Shi Huangdi). His successor would be referred to as the Second Emperor (Er Shi Huangdi, literally "second generation emperor"), the successor of his successor as the Third Emperor (San Shi Huangdi, literally "third generation emperor"), and so on, for ten thousand generations, as the Imperial house was supposed to rule China for that long. (" Ten thousand" is equivalent to "forever" in Chinese, and also signifies "good fortune".)


          Qin Shi Huang had now become the First Emperor of the State of Qin. The official name of the newly united China was still "State of Qin", as Qin had absorbed all the other states. The contemporaries called the emperor "First Emperor", dropping the phrase "of the State of Qin", which was obvious without saying. However, soon after the emperor's death, his regime collapsed, and China was beset by a civil war. Eventually, in 202 BCE the Han Dynasty managed to reunify the whole of China, which now became officially known as the State of Han (漢國), or Empire of Han. Qin Shi Huang could no longer be called "First Emperor", as this would imply that he was the "First Emperor of the Empire of Han". The custom thus arose of preceding his name with Qin (秦), which no longer referred to the State of Qin, but to the Qin Dynasty, a dynasty replaced by the Han Dynasty. The word huangdi (emperor) in his name was also shortened to huang, so that he became known as Qin Shi Huang. It seems likely that huangdi was shortened to obtain a three-character name, because it is rare for Chinese people to have a name composed of four or more characters.


          This name Qin Shi Huang (i.e., "First Emperor of the Qin Dynasty") is the name that appears in the Records of the Grand Historian written by Sima Qian, and is the name most favored today inside China when referring to the First Emperor. Westerners sometimes write "Qin Shi Huangdi", which is improper given Chinese naming conventions; it is more conventional to write "Qin Shi Huang" or "First Emperor of Qin".


          


          Youth and King of Qin: the conqueror


          At the time of the young Zheng's birth, China was divided into warring feudal states. This period of Chinese history is referred to as the Warring States Period. The competition was extremely fierce and by 260 BCE there were only a handful of states left (the others having been conquered and annexed), including Zheng's state, Qin, which was the most powerful. It was governed by a Legalist government and focused earnestly on military matters. Legalism taught that laws were obeyed out of fear not respect.


          Zheng was born in Handan, the capital of the enemy State of Zhao, so he had the name Zhao Zheng. He was the son of Zichu (子楚), a prince of the royal house of Qin who served as a hostage in the State of Zhao under an agreement between the states of Qin and Zhao. Zichu later returned to Qin after many adventures and with the help of a rich merchant called L Buwei, and he managed to ascend the throne of Qin, L Buwei becoming chancellor ( prime minister) of Qin. Zichu is known posthumously as King Zhuangxiang of Qin. According to a widespread story, Zheng was not the actual son of Zichu, but the son of the powerful chancellor L Buwei. This tale arose because Zheng's mother had originally been a concubine of L Buwei before he gave her to his good friend Zichu shortly before Zheng's birth. However, the story is dubious since the Confucians would have found it much easier to denounce a ruler whose birth was illegitimate.


          Zheng ascended the throne in 245 BCE at the age of 13, and was king under a regent until 238 BCE when, at the age of 21 and a half, he staged a palace coup and assumed full power. Contrary to the accepted rules of war of the time, he ordered the execution of prisoners of war. He continued the tradition of tenaciously attacking and defeating the feudal states (dodging a celebrated assassination attempt by Jing Ke while doing so) and finally took control of the whole of China in 221 BCE by defeating the last independent Chinese state, the State of Qi.


          Then in that same year, at the age of 38, the king of Qin proclaimed himself First Emperor of the unified states of China, making him the most powerful man in China (see chapter above).


          


          First Emperor: the unifier
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          In an attempt to avoid a recurrence of the political chaos of the Warring States Period, Qin Shi Huang and his prime minister Li Si completely abolished feudalism. They instead divided the empire into thirty-six commanderies. Power in the commanderies was in the hands of governors dismissed at will by the central government. Civilian and military powers were also separated to avoid too much power falling in the hands of a single civil servant. Thus, each commandery was run by a civilian governor (守shōu) assisted by a military governor (尉wi). The civilian governor was superior to the military governor, a constant in Chinese history. The civilian governor was also reassigned to a different commandery every few years to prevent him from building up a base of power. An inspector (監jin) was also in post in each commandery, in charge of informing the central government about the local implementation of central policies, reporting on the governors' exercise of power, and possibly resolving conflicts between the two governors.


          This administrative system was only an extension to the whole empire of the system already in place in the State of Qin before the Chinese unification. In the State of Qin, feudalism had been abolished in the 4th century BCE, and the realm had been divided into commanderies, with centrally appointed governors.


          Qin Shi Huang commanded all the members of the former royal houses of the conquered states to move to Xianyang, the capital of Qin, in modern day Shaanxi province, so they could be kept under tight surveillance for rebellious activities. Qin Shi Huang also ordered most previously existing books burned, excepting some medical and agricultural texts held in the palace archives.


          Qin Shi Huang and Li Si unified China economically by standardizing the Chinese units of measurements such as weights and measures, the currency, the length of the axles of carts (so every cart could run smoothly in the ruts of the new roads), the legal system, and so on. The emperor also developed an extensive network of roads and canals connecting the provinces to improve trade between them and to accelerate military marches to revolting provinces.


          Perhaps most importantly, the Chinese script was unified. Under Li Si, the seal script of the state of Qin, which had already evolved organically during the Eastern Zhou out of the Zhou dynasty script, was standardized through removal of variant forms within the Qin script itself. This newly standardized script was then made official throughout all the conquered regions, thus doing away with all the regional scripts and becoming the official script for all of China. Contrary to popular belief, Li Si did not invent the script, nor was it completely new at the time. Edicts written in the new script were carved on the walls of sacred mountains around China, such as the famous carved edicts of Mount Taishan, to let Heaven know of the unification of Earth under an emperor, and also to propagate the new script among people. However, the script was difficult to write, and an informal Qin script, variously termed vulgar or common writing, remained in use which was already evolving into an early form of clerical script.


          Shi Huang made the color black the official court color. Among the five primary elements, the colour for water is black. He often claimed that to Qin belongs the virtue of water. This might be due to his "taming of the Yellow River", a process of building numerous massive dams and tributaries to the Yellow River. Such an enormous undertaking certainly would not have been possible without a unified China.


          Qin Shi Huang continued military expansion during his reign, annexing regions to the south (what is now Guangdong province was penetrated by Chinese armies for the first time) and fighting nomadic tribes to the north and northwest. These tribes (the Xiongnu) were subdued, but the campaign was essentially inconclusive, and to prevent the Xiongnu from encroaching on the northern frontier any longer, the emperor ordered the construction of an immense defensive wall, linking several walls already existing since the time of the Warring States.


          This wall, for whose construction hundreds of thousands of men were mobilized, and an unknown number died, is a precursor of the current Great Wall of China. It was built much further north than the current Great Wall, which was built during the Ming Dynasty, when China had at least twice as many inhabitants as in the days of the First Emperor, and when more than a century was devoted to building the wall (as opposed to a mere ten years during the rule of the First Emperor). Very little survives today of the great wall built by the First Emperor.


          By his order, 12 Jin Ren, 12 bronze colossi were made from the collected weapons after his unification of China.


          


          Death and aftermath
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          Later in his life, Qin Shi Huang feared death and desperately sought the fabled elixir of life, visiting Zhifu Island several times to this end. He even sent a Zhifu islander Xu Fu with ships carrying hundreds of young men and women in search of Mount Penglai, where the Eight Immortals lived. These people never returned, as they knew that if they returned without the promised elixir, they would surely be executed. Legends claim that they settled down in one of the Japanese islands, a view that many Chinese and Japanese people are familiar with today.


          The emperor often took tours to major cities in his empire to inspect the efficiency of the bureaucracy and to symbolize the presence of Qin's prestige. Nevertheless, these trips provided opportunities for assassins, the most famous of whom was Zhang Liang. After his assassination had been attempted too often for comfort, he grew paranoid of remaining in one place too long and would hire servants to bear him to different buildings in his palace complex to sleep in each night. He also hired several "doubles" to make it less clear which figure was the emperor.


          The emperor died while on one of his tours to Eastern China, on September 10, 210 BCE ( Julian Calendar) at the palace in Shaqiu prefecture, about two months away by road from the capital Xianyang. Reportedly, he died of swallowing mercury pills, made by his court scientists and doctors, which contained too much of the liquid metal. Ironically, these pills were meant to make Qin Shi Huang immortal. The "theory," devised by alchemists, was that if mercury could even absorb gold, then if eaten, it would give that person its own powers, making him immortal. Mercury compounds were mixed with some food so as to make it edible.


          Prime Minister Li Si, who accompanied him, was extremely worried that the news of his death could trigger a general uprising in the empire, given the brutal policies of the government, and the resentment of the population forced to work on Herculean projects such as the Great Wall in the north of China or the mausoleum of the emperor.


          It would take two months for the government to reach the capital, and it would not be possible to stop the uprising. Li Si decided to hide the death of the emperor, and return to Xianyang. Most of the imperial entourage accompanying the emperor was left uninformed of the emperor's death, and each day Li Si entered the wagon where the emperor was supposed to be traveling, pretending to discuss affairs of state.


          The secretive nature of the emperor while alive allowed this stratagem to work, and it did not raise doubts among courtiers. Li Si also ordered that two carts containing fish be carried immediately before and after the wagon of the emperor. The idea behind this was to prevent people from noticing the foul smell emanating from the wagon of the emperor, where his body was starting to decompose severely.


          Eventually, after about two months, Li Si and the imperial court were back in Xianyang, where the news of the death of the emperor was announced.


          Qin Shi Huang did not like to talk about death and he never really wrote a will. After his death, Li Si and the chief eunuch Zhao Gao persuaded his eighteenth son Huhai to forge the Emperor's will. Li Si was afraid that if Prince Fusu ascended the throne, it would endanger his position since Fusu was once exiled by the late emperor because of Li's thoughts.


          They forced his first son Fusu to commit suicide which was actually very common because of this emperor's cruelness, stripped the command of troops from Meng Tian, a loyal supporter of Fusu, and killed his family. Huhai became the Second Emperor (Er Shi Huangdi), known by historians as Qin Er Shi.


          Qin Er Shi was not nearly as capable as his father. Revolts against him quickly erupted. His reign was a time of extreme civil unrest, and everything the First Emperor had worked for crumbled away, within a short period. The imperial palace and state archives were burned: this has been disastrous for later historians, because after the burning of the books by his father, almost the only written records left were those in the palace archives.


          Within four years of Qin Shi Huang's death, his son was killed by Zhao Gao when the rebellious army approached the capital, and soon the Qin Dynasty crumbled to civil strife. Zhao Gao then appointed Fusu's son, Ziying, to be the next emperor. Ziying tricked Zhao Gao by refusing to attend his coronation, then stabbed the eunuch to death. But Liu Bang's army had approached the capital, and Ziying was forced to take an immediate decision of abdication, in order to avoid another ruthless rebel general, Xiang Yu, who was notorious for his brutality. Liu Bang then founded the Han dynasty.


          Han Dynasty, rejected legalism (in favour of Confucianism) and moderated the laws, but kept Qin Shi Huang's basic political and economic reforms intact. In this way his work was carried on through the centuries and became a lasting feature of Chinese society.


          


          Mausoleum and Terracotta Army


          
            	Terracota army
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          Qin Shi Huang was buried in his mausoleum, with the famous Terracotta Army, near modern day Xi'an ( Shaanxi province).


          For 2000 years, a secret army of clay soldiers protected the hidden tomb of China's first emperor, Qin Shi Huang. Until 1974 none knew of its existence; now Chinese archaeologists are gradually unfolding the mystery.


          The site measures some three miles across. The Chinese historian Sima Qian, writing a century after the First Emperor's death, wrote that it took 700,000 men to construct it. The British historian John Man points out that this figure is larger than any city of the world at that time and calculates that the foundations could have been built by 16,000 men in two years. Sima Qin's description of the tomb includes replicas of palaces and scenic towers, 'rare utensils and wonderful objects', 100 rivers made with mercury, representations of 'the heavenly bodies', and crossbows rigged to shoot anyone who tried to break in.


          Sima Qian never mentioned, however, the terracotta army - which was discovered by a team of well diggers. It is the detail of the terracotta armies that makes it so valuable. The soldiers were created with a series of mix-and-match clay molds and then further individualized by the artists' hand.


          All the standing warriors were attached to clay plinths that rested on the tiled floor, which still resembles a modern pavement. Chinese archaeologists have been meticulous and patient in their work.


          
            	Qin Shi Huang Tomb

          


          The main tomb (located at ) containing the emperor has yet to be opened and there is evidence suggesting that it remains relatively intact.


          


          Historiography of Qin Shi Huang
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          In traditional Chinese historiography, the First Emperor of the Chinese unified states was almost always portrayed as a brutal tyrant, superstitious (a result of his interest in immortality and assassination paranoia), and sometimes even as a mediocre ruler.


          Ideological prejudices against the Legalist State of Qin were established as early as 266 BCE, when Confucian philosopher Xun Zi disparaged it. Later Confucian historians condemned the emperor who had burned the classics and buried Confucian scholars alive. They eventually compiled a list of the Ten Crimes of Qin to highlight his tyrannical actions.


          The famous Han poet and statesman Jia Yi concluded his essay The Faults of Qin (过秦论), with what was to become the standard Confucian judgment of the reasons for Qin's collapse. Jia Yi's essay, admired as a masterpiece of rhetoric and reasoning, was copied into two great Han histories and has had a far-reaching influence on Chinese political thought as a classic illustration of Confucian theory.


          He explained the ultimate weakness of Qin as a result of its ruler's ruthless pursuit of power, harsh laws and unbearable burdens placed on the population in projects such as the Great Wall - the precise factor which had made it so powerful; for as Confucius had taught, the strength of a government ultimately is based on the support of the people and virtuous conduct of the ruler.


          Because of this systematic Confucian bias on the part of Han scholars, some of the stories recorded about Qin Shi Huang are doubtful and some may have been invented to emphasize his bad character. Some of the stories are plainly fictitious, designed to tarnish the First Emperor's image, e.g. the story of a stone fallen from the sky engraved with words denouncing the emperor and prophesying the collapse of his empire after his death.


          This makes it difficult to know the truth about other stories. For instance, the accusation that he had 460 scholars executed by having them buried with only their heads above ground and then decapitated seems unlikely to be completely true, but we have no way to know for certain.


          Only in modern times were historians able to penetrate beyond the limitations of traditional Chinese historiography. The political rejection of the Confucian tradition as an impediment to China's entry into the modern world opened the way for changing perspectives to emerge.


          In the three decades between the fall of the Qing Dynasty and the outbreak of the Second World War, with the deepening dissatisfaction with China's weakness and disunity, there emerged a new appreciation of the man who had unified China.


          In the time when he was writing, when Chinese territory was encroached upon by foreign nations, leading Kuomintang historian Xiao Yishan emphasized the role of Qin Shi Huang in repulsing the northern barbarians, particularly in the construction of the Great Wall.


          Another historian, Ma Feibai (马非百), published in 1941 a full-length revisionist biography of the First Emperor entitled Qin Shi Huangdi Zhuan (《秦始皇帝传》), calling him "one of the great heroes of Chinese history".


          Ma compared him with the contemporary leader Chiang Kai-shek and saw many parallels in the careers and policies of the two men, both of whom he admired. Chiang's Northern Expedition of the late 1920s, which directly preceded the new Nationalist government at Nanjing was compared to the unification brought about by Qin Shi Huang.


          With the coming of the Communist Revolution in 1949, new interpretations again surfaced. The establishment of the new, revolutionary regime meant another re-evaluation of the First Emperor, this time following Marxist theory.


          The new interpretation given of Qin Shi Huang was generally a combination of traditional and modern views, but essentially critical. This is exemplified in the Complete History of China, which was compiled in September 1955 as an official survey of Chinese history.


          The work described the First Emperor's major steps toward unification and standardisation as corresponding to the interests of the ruling group and the merchant class, not the nation or the people, and the subsequent fall of his dynasty a manifestation of the class struggle.


          The perennial debate about the fall of the Qin Dynasty was also explained in Marxist terms, the peasant rebellions being a revolt against oppression  a revolt which undermined the dynasty, but which was bound to fail because of a compromise with " landlord class elements".


          Since 1972, however, a radically different official view of Qin Shi Huang has been given prominence throughout China. The re-evaluation movement was launched by Hong Shidi's biography Qin Shi Huang. The work was published by the state press to be a mass popular history, and it sold 1.85 million copies within two years.


          In the new era, Qin Shi Huang was seen as a farsighted ruler who destroyed the forces of division and established the first unified, centralized state in Chinese history by rejecting the past. Personal attributes, such as his quest for immortality, so emphasized in traditional historiography, were scarcely mentioned.


          The new evaluations described how, in his time (an era of great political and social change), he had no compunctions in using violent methods to crush counter-revolutionaries, such as the "industrial and commercial slave owner" chancellor L Buwei. Unfortunately, he was not as thorough as he should have been and after his death, hidden subversives, under the leadership of the chief eunuch Zhao Gao, seized power and used it to restore the old feudal order.


          To round out this re-evaluation, a new interpretation of the precipitous collapse of the Qin Dynasty was put forward in an article entitled "On the Class Struggle During the Period Between Qin and Han" by Luo Siding, in a 1974 issue of Red Flag, to replace the old explanation. The new theory claimed that the cause of the fall of Qin lay in the lack of thoroughness of Qin Shi Huang's " dictatorship over the reactionaries, even to the extent of permitting them to worm their way into organs of political authority and usurp important posts."


          Qin Shi Huang was ranked #17 in Michael H. Hart's list of the most influential figures in history.


          Mao Zedong, chairman of the People's Republic of China, was reviled for his persecution of intellectuals. Being compared to the First Emperor, Mao responded: "He buried 460 scholars alive; we have buried forty-six thousand scholars alive... You [intellectuals] revile us for being Qin Shi Huangs. You are wrong. We have surpassed Qin Shi Huang a hundredfold."


          


          Qin Shi Huang in fiction


          
            	During the Korean War, the play Song of the Yi River was produced. The play was based on the attempted assassination of Qin Shi Huang (called "Ying Zheng") by Jing Ke of Wei, at the request of the Prince of Yan, in 227 BCE. In the play Ying Zheng was portrayed as a cruel tyrant and an aggressor and invader of other states. Jing Ke, in contrast, was a chivalrous warrior who said that "tens of thousands of injured people are all my comrades." A huge newspaper ad for this play proclaimed: "Invasion will definitely end in defeat; peace must be won at a price." The play portrayed an underdog fighting against a cruel, powerful foreign invader with help from a sympathetic foreign volunteer.


            	Jorge Luis Borges (18991986), the Argentine writer, wrote an acclaimed essay on Qin Shi Huang, 'The Wall and the Books' (La muralla y los libros), included in the 1952 collection Other Inquisitions (Otras Inquisiciones). It muses on the opposition between large-scale construction (the Wall) and destruction (book-burning) that defined his reign, in order to make a point about 'the aesthetic experience'.


            	The book Lord of the East, published in 1956, is a historical romance about the favourite daughter of Qin Shihuang, who runs away with her lover. The story uses Qin Shihuang to create the barrier for the young couple.


            	The 1984 book Bridge of Birds (by Barry Hughart) portrays the emperor as a power-hungry megalomaniac who achieved immortality by having his heart removed by an "Old Man of the mountain."


            	The Chinese Emperor, by Jean Levi, appeared in 1984. This work of historical fiction moves from discussions of politics and law in the Qin state to fantasy, in which the First Emperor's terracotta soldiers were actually robots created to replace fallible humans.


            	In the Area 51 book series, Qin Shi Huang is revealed to be an alien exile stranded on Earth during an interstellar civil war. The Great Wall is actually designed to display the symbol for 'help' in his language, and he orders it built in the hope that a passing spaceship would notice it and rescue him.


            	In Hydra's Ring, the 39th novel in the Outlanders series, Shi Huang Di is revealed to be still alive in the early 23rd century through extraterrestrial nano-technology that has bestowed a form of immortality.


            	In the Magic Tree House book series, one book is titled "Day of the Dragon King." The Dragon King is Qin Shi Huangdi.

          


          


          Films and television


          
            	The 1963 Japanese movie Shin No Shikoutei portrays Qin Shihuang as a battle-hardened emperor with his roots in the military. Despite his rank, he is shown lounging around a campfire with common men. A female character, Lady Chu, serves as a foil who questions whether the emperor's cause is just. He converts her from an enemy to a loyal concubine.


            	In the 1986 film Big Trouble in Little China, the First Emperor is said to have been responsible for the sorcerer Lo Pan's curse.


            	Hong Kong Asia Television Limited (ATV) Channel made a TV drama called "The Rise of the Great Wall - Emperor Qin Shi Huang" (秦始皇) during the 1980s. It was one of ATV's most expensive projects, with 63 episodes chronicling Qin Shi Huang's life from his birth to his death. The title song summed up most of the storyline: "The land shall be under my foot; nobody shall be equal to me."


            	The 1996 movie The Emperor's Shadow uses legends about Qin Shi Huang to make a political statement on Chinese Communism. The film focuses on his relationship with the rebellious musician Gao Jianli, known historically as a friend of the would-be assassin Jing Ke. Gao plays a song for the assassin before he sets out to kill the emperor.


            	The 1999 movie The Emperor and the Assassin focuses on the identity of the emperor's father, his supposed heartless treatment of his officials, and a betrayal by his childhood lover, paving the way for Jing Ke's assassination attempt. The director of the film, Chen Kaige, sought to question whether the emperor's motives were meritorious. A major theme in this movie is the conflict between the Emperors dedication to his vows and to his lover, Lady Zhao.


            	In the animated series Histeria, Pepper Mills wanted Shi Huang Di's autograph, thinking he was Scooby Doo.


            	The 2001 Hong Kong TVB serial drama A Step into the Past, based on a book with the same title, stars Raymond Lam Fung as Zhao Pan, a man from the Kingdom of Zhao who takes over the identity of the emperor (called "Ying Zheng") and rises to power. He is unwittingly helped by Hong Siu Lung, a time traveller from the 21st century.


            	The 2002 movie Hero, starring Jet Li, tells the story of assassination attempts on Qin Shi Huang (played by renowned Chinese actor Chen Daoming) by legendary warriors. It portrays him as a powerful ruler willing to take any steps to bring unification to his people.


            	In 2005 The Discovery Channel ran a drama-documentary special on Qin Shi Huang called First Emperor: The Man Who Made China, featuring James Pax as the emperor. It was shown on the UK Channel 4 in 2006.


            	In The Myth (2005), Jackie Chan plays both a modern-day archaeologist and a general under Qin Shi Huang. Kim Hee-sun starred alongside Jackie Chan as a Korean Princess who was forced to marry Qin Shi Huang.


            	Bob Bainborough portrayed Qin Shi Huang in an episode of History Bites.


            	In the animated Martin Mystery series, the hero finds that the Terracotta Army is actually kept to keep the First Emperor inside his tomb and not help him in the spiritual world.


            	In My Date With A Vampire series 2, a flashback shows that Qin Shi Huang was the Emperor who was deceived that the way to having Immortality was found, and was turned into a vampire.


            	In the 2008 film The Mummy: Tomb of the Dragon Emperor, Qin Shi Huang ( Jet Li) is the film's main antagonist.

          


          


          Music


          
            	Emperor Qin is the protagonist in the opera The First Emperor by Tan Dun and has been sung by Plcido Domingo on its world premiere.

          


          


          Video games


          
            	The 1995 computer game Qin: Tomb of the Middle Kingdom depicts a fictional archaeological mission to explore the First Emperor's burial site. The emperor is featured in several voiceovers in Mandarin Chinese.


            	The video game Indiana Jones and the Emperor's Tomb portrays Indiana Jones entering the tomb of Qin Shi Huang to recover "The Heart of the Dragon".


            	In the 2002 computer game Prince Of Qin, the user plays as Qin Shi Huang's first son Fu Su, who was forced to commit suicide in history. But in this game, Fu Su does not die, he will fight for his birth right to inherit the throne and seek for the truth of Qin Shi Huang's death.


            	In the 2005 computer game Civilization IV, Qin Shi Huang is one of the two playable leaders of China. The other is Mao Zedong.


            	In the computer game Emperor: Rise of the Middle Kingdom, the Qin Dynasty campaign has the player as the head architect of Qin Shi Huang, in charge of seeing the construction of the capitol, the great wall, as well as his tomb and the terracotta army, although the game takes liberties with the timeframes in which these events actually take place.


            	The Playstation title Fear Effect 2: Retro Helix deals heavily with the myths of the emperor's tomb, and The Eight Immortals.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Qin_Shi_Huang"
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        Quadratic equation


        
          

          In mathematics, a quadratic equation is a polynomial equation of the second degree. The general form is


          
            	[image: ax^2+bx+c=0,\,\!]

          


          where a  0. (For a = 0, the equation becomes a linear equation.)


          The letters a, b, and c are called coefficients: the quadratic coefficient a is the coefficient of x2, the linear coefficient b is the coefficient of x, and c is the constant coefficient, also called the free term or constant term.


          Quadratic equations are called quadratic because quadratus is Latin for "square"; in the leading term the variable is squared.


          
            [image: Plots of real-valued quadratic function ax2+bx+c, varying each coefficient separately]

            
              Plots of real-valued quadratic function ax2+bx+c, varying each coefficient separately
            

          


          


          Quadratic formula


          A quadratic equation with real or complex coefficients has two (not necessarily distinct) solutions, called roots, which may be real or complex, given by the quadratic formula:


          
            	[image: x = \frac{-b \pm \sqrt {b^2-4ac}}{2a},]

          


          where the symbol "" indicates that both


          
            	
              
                
                  	[image: x_+ = \frac{-b + \sqrt {b^2-4ac}}{2a}]

                  	and

                  	[image: \ x_- = \frac{-b - \sqrt {b^2-4ac}}{2a}]
                

              

            

          


          are solutions.


          Simply put,  means 'plus or minus' as equation possibilities.


          


          Discriminant


          
            [image: Example discriminant signs■ <0: x2+1⁄2■ =0: −4⁄3x2+4⁄3x−1⁄3■ >0: 3⁄2x2+1⁄2x−4⁄3]

            
              Example discriminant signs

              ■ <0: x2+12

              ■ =0: 43x2+43x13

              ■ >0: 32x2+12x43
            

          


          In the above formula, the expression underneath the square root sign:


          
            	[image: \Delta = b^2 - 4ac , \,\!]

          


          is called the discriminant of the quadratic equation.


          

          A quadratic equation with real coefficients can have either one or two distinct real roots, or two distinct complex roots. In this case the discriminant determines the number and nature of the roots. There are three cases:


          
            	If the discriminant is positive, there are two distinct roots, both of which are real numbers. For quadratic equations with integer coefficients, if the discriminant is a perfect square, then the roots are rational numbersin other cases they may be quadratic irrationals.


            	If the discriminant is zero, there is exactly one distinct root, and that root is a real number. Sometimes called a double root, its value is:

              
                	[image: x = -\frac{b}{2a} . \,\!]

              

            


            	If the discriminant is negative, there are no real roots. Rather, there are two distinct (non-real) complex roots, which are complex conjugates of each other:

              
                	[image: \begin{align} x &= \frac{-b}{2a} + i \frac{\sqrt {4ac - b^2}}{2a} , \ x &= \frac{-b}{2a} - i \frac{\sqrt {4ac - b^2}}{2a} , \ i^2 &= -1. \end{align}]

              

            

          


          Thus the roots are distinct if and only if the discriminant is non-zero, and the roots are real if and only if the discriminant is non-negative.


          


          Geometry


          
            [image: For the quadratic function: f (x) = x2 − x − 2 = (x + 1)(x − 2) of a real variable x, the x-coordinates of the points where the graph intersects the x-axis, x = −1 and x = 2, are the roots of the quadratic equation: x2 − x − 2 = 0.]

            
              For the quadratic function:

              f (x) = x2  x  2 = (x + 1)(x  2) of a real variable x, the x- coordinates of the points where the graph intersects the x-axis, x = 1 and x = 2, are the roots of the quadratic equation: x2  x  2 = 0.
            

          


          The roots of the quadratic equation


          
            	[image: ax^2+bx+c=0,\,]

          


          are also the zeros of the quadratic function:


          
            	[image: f(x) = ax^2+bx+c,\,]

          


          since they are the values of x for which


          
            	[image: f(x) = 0.\, ]

          


          If a, b, and c are real numbers, and the domain of f is the set of real numbers, then the zeros of f are exactly the x- coordinates of the points where the graph touches the x-axis.


          It follows from the above that, if the discriminant is positive, the graph touches the x-axis at two points, if zero, the graph touches at one point, and if negative, the graph does not touch the x-axis.


          


          Quadratic factorization


          The term


          
            	[image: x - r\, ]

          


          is a factor of the polynomial


          
            	[image: ax^2+bx+c, \ ]

          


          if and only if r is a root of the quadratic equation


          
            	[image: ax^2+bx+c=0. \ ]

          


          It follows from the quadratic formula that


          
            	[image: ax^2+bx+c = a \left( x - \frac{-b + \sqrt {b^2-4ac}}{2a} \right) \left( x - \frac{-b - \sqrt {b^2-4ac}}{2a} \right).]

          


          In the special case where the quadratic has only one distinct root (i.e. the discriminant is zero), the quadratic polynomial can be factored as


          
            	[image: ax^2+bx+c = a \left( x + \frac{b}{2a} \right)^2.\,\!]

          


          


          Application to higher-degree equations


          Certain higher-degree equations can be brought into quadratic form and solved that way. For example, the 6th-degree equation in x:


          
            	[image: x^6 - 4x^3 + 8 = 0\,]

          


          can be rewritten as:


          
            	[image: (x^3)^2 - 4(x^3) + 8 = 0\,,]

          


          or, equivalently, as a quadratic equation in a new variable u:


          
            	[image: u^2 - 4u + 8 = 0,\,]

          


          where


          
            	[image: u = x^3.\,]

          


          Solving the quadratic equation for u results in the two solutions:


          
            	[image: u = 2 \pm 2i.]

          


          Thus


          
            	[image: x^3 = 2 \pm 2i\,.]

          


          Concentrating on finding the three cube roots of


           the other three solutions for x will be their complex conjugates  rewriting the right-hand side using Euler's formula:


          
            	[image: x^3 = 2^{\tfrac{3}{2}}e^{\tfrac{1}{4}\pi i} = 2^{\tfrac{3}{2}}e^{\tfrac{8k+1}{4}\pi i}\,]

          


          (since e2ki = 1), gives the three solutions:


          
            	[image: x = 2^{\tfrac{1}{2}}e^{\tfrac{8k+1}{12}\pi i}\,,~k = 0, 1, 2\,.]

          


          Using Eulers' formula again together with trigonometric identities such as cos(/12) =


          , and adding the complex conjugates, gives the complete collection of solutions as:


          
            	[image: x_{1,2} = -1 \pm i,\,]


            	[image: x_{3,4} = \frac{1 + \sqrt{3}}{2} \pm \frac{1 - \sqrt{3}}{2}i\,]

          


          and


          
            	[image: x_{5,6} = \frac{1 - \sqrt{3}}{2} \pm \frac{1 + \sqrt{3}}{2}i.\,]

          


          


          History


          The Babylonians, as early as 1800 BC (displayed on Old Babylonian clay tablets) could solve a pair of simultaneous equations of the form:


          
            	[image:  x+y=p,\ \ xy=q \ ]

          


          which are equivalent to the equation:


          
            	[image: \ x^2+q=px ]

          


          The original pair of equations were solved as follows:


          
            	Form [image: \frac{x+y}{2}]


            	Form [image:  \left(\frac{x+y}{2}\right)^2 ]


            	Form [image:  \left(\frac{x+y}{2}\right)^2 - xy ]


            	Form [image:  \sqrt{\left(\frac{x+y}{2}\right)^2 - xy} = \frac{x-y}{2} ]


            	Find [image: x,\ y] by inspection of the values in (1) and (4).

          


          In the Sulba Sutras in ancient India circa 8th century BCE quadratic equations of the form ax2 = c and ax2 + bx = c were explored using geometric methods. Babylonian mathematicians from circa 400 BCE and Chinese mathematicians from circa 200 BCE used the method of completing the square to solve quadratic equations with positive roots, but did not have a general formula. Euclid, the Greek mathematician, produced a more abstract geometrical method around 300 BCE.


          In 628 CE, Brahmagupta gave the first explicit (although still not completely general) solution of the quadratic equation:


          
            	[image: \ ax^2+bx=c]

          


          
            
              	

              	To the absolute number multiplied by four times the [coefficient of the] square, add the square of the [coefficient of the] middle term; the square root of the same, less the [coefficient of the] middle term, being divided by twice the [coefficient of the] square is the value. (Brahmasphutasiddhanta (Colebrook translation, 1817, page 346)

              	
            

          


          This is equivalent to:


          
            	[image: x = \frac{\sqrt{4ac+b^2}-b}{2a}. ]

          


          The Bakhshali Manuscript dated to have been written in India in the 7th century CE contained an algebraic formula for solving quadratic equations, as well as quadratic indeterminate equations (originally of type ax/c = y). Mohammad bin Musa Al-kwarismi (Persia, 9th century) developed a set of formulae that worked for positive solutions. His work was based on Brahmagupta. Abraham bar Hiyya Ha-Nasi (also known by the Latin name Savasorda) introduced the complete solution to Europe in his book Liber embadorum in the 12th century. Bhāskara II ( 1114 1185), an Indian mathematician astronomer, gave the first general solution to the quadratic equation with two roots.


          The writing of the Chinese mathematician Yang Hui ( 1238- 1298 AD) represents the first in which quadratic equations with negative coefficients of 'x' appear, although he attributes this to the earlier Liu Yi.


          


          Derivation


          The quadratic formula can be derived by the method of completing the square, so as to make use of the algebraic identity:


          
            	[image: x^2+2xy+y^2 = (x+y)^2.\,\!]

          


          Dividing the quadratic equation


          
            	[image: ax^2+bx+c=0 \,\!]

          


          by a (which is allowed because a is non-zero), gives:


          
            	[image: x^2 + \frac{b}{a} x + \frac{c}{a}=0,\,\!]

          


          or


          
            	[image: x^2 + \frac{b}{a} x= -\frac{c}{a} \qquad (1)]

          


          The quadratic equation is now in a form in which the method of completing the square can be applied. To "complete the square" is to find some constant k such that


          
            	[image: x^2 + \frac{b}{a}x + k = x^2+2xy+y^2,\,\!]

          


          for another constant y. In order for these equations to be true,


          
            	[image: \frac{b}{a} = 2y\!]

          


          or


          
            	[image: y = \frac{b}{2a}\,\!]

          


          and


          
            	[image: k = y^2,\,\!]

          


          thus


          
            	[image:  k = \frac{b^2}{4a^2}.\,\!]

          


          Adding this constant to equation (1) produces


          
            	[image: x^2+\frac{b}{a}x+\frac{b^2}{4a^2}=-\frac{c}{a}+\frac{b^2}{4a^2}.\,\!]

          


          The left side is now a perfect square because


          
            	[image: x^2+\frac{b}{a}x+\frac{b^2}{4a^2} = \left( x + \frac{b}{2a} \right)^2]

          


          The right side can be written as a single fraction, with common denominator 4a2. This gives


          
            	[image: \left(x+\frac{b}{2a}\right)^2=\frac{b^2-4ac}{4a^2}.]

          


          Taking the square root of both sides yields


          
            	[image: \left|x+\frac{b}{2a}\right| = \frac{\sqrt{b^2-4ac\ }}{|2a|}\Rightarrow x+\frac{b}{2a}=\pm\frac{\sqrt{b^2-4ac\ }}{2a}.]

          


          Isolating x, gives


          
            	[image: x=-\frac{b}{2a}\pm\frac{\sqrt{b^2-4ac\ }}{2a}=\frac{-b\pm\sqrt{b^2-4ac\ }}{2a}.]

          


          


          Alternative formula


          In some situations it is preferable to express the roots in an alternate form.


          
            	[image: x =\frac{2c}{-b \mp \sqrt {b^2-4ac\ }} . ]

          


          This alternative requires c to be nonzero; for, if c is zero, the formula correctly gives zero as one root, but fails to give any second, non-zero root. Instead, one of the two choices for ∓ produces a division by zero, which is undefined.


          The roots are the same regardless of which expression we use; the alternate form is merely an algebraic variation of the common form:


          
            	[image: \begin{align} \frac{-b + \sqrt {b^2-4ac\ }}{2a} &{}= \frac{-b + \sqrt {b^2-4ac\ }}{2a} \cdot \frac{-b - \sqrt {b^2-4ac\ }}{-b - \sqrt {b^2-4ac\ }} \ &{}= \frac{4ac}{2a \left ( -b - \sqrt {b^2-4ac} \right ) } \ &{}=\frac{2c}{-b - \sqrt {b^2-4ac\ }}. \end{align}]

          


          The alternative formula can reduce loss of precision in the numerical evaluation of the roots, which may be a problem if one of the roots is much smaller than the other in absolute magnitude. The problem of c possibly being zero can be avoided by using a mixed approach:


          
            	[image: x_1 = \frac{-b - \sgn b \,\sqrt {b^2-4ac}}{2a},]


            	[image: x_2 = \frac{c}{ax_1}.]

          


          Here sgn denotes the sign function.


          


          Floating point implementation


          A careful floating point computer implementation differs a little from both forms to produce a robust result. Assuming the discriminant, b24ac, is positive and b is nonzero, the code will be something like the following.


          
            	[image: t:= -\tfrac12 \big( b + \sgn(b) \sqrt{b^2-4ac} \big) \,\! ]


            	[image: r_{1}:= t/a \,\! ]


            	[image: r_{2}:= c/t \,\! ]

          


          Here sgn(b) is the sign function, where sgn(b) is 1 if b is positive and 1 if b is negative; its use ensures that the quantities added are of the same sign, avoiding catastrophic cancellation. The computation of r2 uses the fact that the product of the roots is c/a.


          


          Vite's formulas


          Vite's formulas give a simple relation between the roots of a polynomial and its coefficients. In the case of the quadratic polynomial, they take the following form:


          
            	[image:  x_+ + x_- = -\frac{b}{a} ]

          


          and


          
            	[image:  x_+ \cdot x_- = \frac{c}{a}.]

          


          The first formula above yields a convenient expression when graphing a quadratic function. Since the graph is symmetric with respect to a vertical line through the vertex, when there are two real roots the vertexs x-coordinate is located at the average of the roots (or intercepts). Thus the x-coordinate of the vertex is given by the expression:


          
            	[image:  x_V = \frac {x_+ + x_-} {2} = -\frac{b}{2a}.]

          


          The y-coordinate can be obtained by substituting the above result into the given quadratic equation, giving


          
            	[image:  y_V = - \frac{b^2}{4a} + c = - \frac{ b^2 - 4ac} {4a}.]

          


          


          Generalizations


          The formula and its derivation remain correct if the coefficients a, b and c are complex numbers, or more generally members of any field whose characteristic is not 2. (In a field of characteristic 2, the element 2a is zero and it is impossible to divide by it.)


          The symbol


          
            	[image: \pm \sqrt {b^2-4ac}]

          


          in the formula should be understood as "either of the two elements whose square is


          
            	[image: b^2-4ac,\,]

          


          if such elements exist. In some fields, some elements have no square roots and some have two; only zero has just one square root, except in fields of characteristic 2. Note that even if a field does not contain a square root of some number, there is always a quadratic extension field which does, so the quadratic formula will always make sense as a formula in that extension field.


          


          Characteristic 2


          In a field of characteristic 2, the quadratic formula, which relies on 2 being a unit, does not hold. Consider the monic quadratic polynomial


          
            	[image: \displaystyle x^{2} + bx + c]

          


          over a field of characteristic 2. If b = 0, then the solution reduces to extracting a square root, so the solution is


          
            	[image: \displaystyle x = \sqrt{c}]

          


          and note that there is only one root since


          
            	[image: \displaystyle -\sqrt{c} = -\sqrt{c} + 2\sqrt{c} = \sqrt{c}.]

          


          In summary,


          
            	[image: \displaystyle x^{2} + c = (x + \sqrt{c})^{2}.]

          


          See quadratic residue for more information about extracting square roots in finite fields.


          In the case that b  0, there are two distinct roots, but if the polynomial is irreducible, they cannot be expressed in terms of square roots of numbers in the coefficient field. Instead, define the 2-root R(c) of c to be a root of the polynomial x2 + x + c, an element of the splitting field of that polynomial. One verifies that R(c) + 1 is also a root. In terms of the 2-root operation, the two roots of the (non-monic) quadratic ax2 + bx + c are


          
            	[image: \frac{b}{a}R\left(\frac{ac}{b^2}\right)]

          


          and


          
            	[image: \frac{b}{a}\left(R\left(\frac{ac}{b^2}\right)+1\right).]

          


          For example, let a denote a multiplicative generator of the group of units of F4, the Galois field of order four (thus a and a + 1 are roots of x2 + x + 1 over F4). Because (a + 1)2 = a, a + 1 is the unique solution of the quadratic equation x2 + a = 0. On the other hand, the polynomial x + ax + 1 is irreducible over F4, but splits over F16, where it has the two roots ab and ab + a, where b is a root of x2 + x + a in F16.


          This is a special case of Artin-Schreier theory.


          Book


          Vedic Mathematics: Sixteen Simple Mathematical Formulae from the Vedas, by Swami Sankaracarya (1884-1960), Motilal Banarsidass Indological Publishers and Booksellers, Varnasi, India, 1965; reprinted in Delhi, India, 1975, 1978. 367 pages.
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        Quantity


        
          

          Quantity is a kind of property which exists as magnitude or multitude. It is among the basic classes of things along with quality, substance, change, and relation. Quantity was first introduced as quantum, an entity having quantity. Being a fundamental term, quantity is used to refer to any type of quantitative properties or attributes of things. Some quantities are such by their inner nature (as number), while others are functioning as states (properties, dimensions, attributes) of things such as heavy and light, long and short, broad and narrow, small and great, or much and little. One form of much, muchly is used to say that something is likely to happen. A small quantity is sometimes referred to as a quantulum.


          Two basic divisions of quantity, magnitude and multitude (or number), imply the principal distinction between continuity ( continuum) and discontinuity.


          Under the names of multitude come what is discontinuous and discrete and divisible into indivisibles, all cases of collective nouns: army, fleet, flock, government, company, party, people, chorus, crowd, mess, and number. Under the names of magnitude come what is continuous and unified and divisible into divisibles, all cases of non-collective nouns: the universe, matter, mass, energy, liquid, material, animal, plant, tree.


          Along with analyzing its nature and classification, the issues of quantity involve such closely related topics as the relation of magnitudes and multitudes, dimensionality, equality, proportion, the measurements of quantities, the units of measurements, number and numbering systems, the types of numbers and their relations to each other as numerical ratios.


          Thus quantity is a property that exists in a range of magnitudes or multitudes. Mass, time, distance, heat, and angular separation are among the familiar examples of quantitative properties. Two magnitudes of a continuous quantity stand in relation to one another as a ratio, which is a real number.


          


          Background


          The concept of quantity is an ancient one which extends back to the time of Aristotle and earlier. Aristotle regarded quantity as a fundamental ontological and scientific category. In Aristotle's ontology, quantity or quantum was classified into two different types, which he characterized as follows:


          
            	'Quantum' means that which is divisible into two or more constituent parts of which each is by nature a 'one' and a 'this'. A quantum is a plurality if it is numerable, a magnitude if it is measurable. 'Plurality' means that which is divisible potentially into non-continuous parts, 'magnitude' that which is divisible into continuous parts; of magnitude, that which is continuous in one dimension is length; in two breadth, in three depth. Of these, limited plurality is number, limited length is a line, breadth a surface, depth a solid. (Aristotle, book v, chapters 11-14, Metaphysics).

          


          In his Elements, Euclid developed the theory of ratios of magnitudes without studying the nature of magnitudes, as Archimedes, but giving the following significant definitions:


          
            	A magnitude is a part of a magnitude, the less of the greater, when it measures the greater; A ratio is a sort of relation in respect of size between two magnitudes of the same kind.

          


          For Aristotle and Euclid, relations were conceived as whole numbers (Michell, 1993). John Wallis later conceived of ratios of magnitudes as real numbers as reflected in the following:


          
            	When a comparison in terms of ratio is made, the resultant ratio often [namely with the exception of the 'numerical genus' itself] leaves the genus of quantities compared, and passes into the numerical genus, whatever the genus of quantities compared may have been. (John Wallis, Mathesis Universalis)

          


          That is, the ratio of magnitudes of any quantity, whether volume, mass, heat and so on, is a number. Following this, Newton then defined number, and the relationship between quantity and number, in the following terms: "By number we understand not so much a multitude of unities, as the abstracted ratio of any quantity to another quantity of the same kind, which we take for unity" (Newton, 1728).


          


          Quantitative structure


          Continuous quantities possess a particular structure which was first explicitly characterized by Hlder (1901) as a set of axioms which define such features as identities and relations between magnitudes. In science, quantitative structure is the subject of empirical investigation and cannot be assumed to exist a priori for any given property. The linear continuum represents the prototype of continuous quantitative structure as characterized by Hlder (1901) (translated in Michell & Ernst, 1996). A fundamental feature of any type of quantity is that the relationships of equality or inequality can in principle be stated in comparisons between particular magnitudes, unlike quality which is marked by likeness, similarity and difference, diversity. Another fundamental feature is additivity. Additivity may involve concatenation, such as adding two lengths A and B to obtain a third A + B. Additivity is not, however, restricted to extensive quantities but may also entail relations between magnitudes that can be established through experiments which permit tests of hypothesized observable manifestations of the additive relations of magnitudes. Another feature is continuity, on which Michell (1999, p. 51) says of length, as a type of quantitative attribute, "what continuity means is that if any arbitrary length, a, is selected as a unit, then for every positive real number, r, there is a length b such that b = ra".


          


          Quantity in mathematics


          Being of two types, magnitude and multitude (or number), quantities are further divided as mathematical and physical. Formally, quantities (numbers and magnitudes), their ratios, proportions, order and formal relationships of equality and inequality, are studied by mathematics. The essential part of mathematical quantities is made up with a collection variables each assuming a set of values and coming as scalar, vectors, or tensors, and functioning as infinitesimal, arguments, independent or dependent variables, or random and stochastic quantities. In mathematics, magnitudes and multitudes are not only two kinds of quantity but they are also commensurable with each other. The topics of the discrete quantities as numbers, number systems, with their kinds and relations, fall into the number theory. Geometry studies the issues of spatial magnitudes: straight lines (their length, and relationships as parallels, perpendiculars, angles) and curved lines (kinds and number and degree) with their relationships (tangents, secants, and asymptotes). Also it encompasses surfaces and solids, their transformations, measurements and relationships.


          


          Quantity in physical science


          Establishing quantitative structure and relationships between different quantities is the cornerstone of modern physical sciences. Physics is fundamentally a quantitative science. Its progress is chiefly achieved due to rendering the abstract qualities of material entities into the primary quantities of physical things, by postulating that all material bodies marked by quantitative properties or physical dimensions, which are subject to some measurements and observations. Setting the units of measurement, physics covers such fundamental quantities as space (length, breadth, and depth) and time, mass and force, temperature, energy and quantum.


          Traditionally, a distinction has also been made between intensive quantity and extensive quantity as two types of quantitative property, state or relation. The magnitude of an intensive quantity does not depend on the size, or extent, of the object or system of which the quantity is a property whereas magnitudes of an extensive quantity are additive for parts of an entity or subsystems. Thus, magnitude does depend on the extent of the entity or system in the case of extensive quantity. Examples of intensive quantities are density and pressure, while examples of extensive quantities are energy, volume and mass.


          


          Quantity in logic and semantics


          In respect to quantity, propositions are grouped as universal and particular, applying to the whole subject or a part of the subject to be predicated. Accordingly, there are existential and universal quantifiers. In relation to the meaning of a construct, quantity involves two semantic dimensions: 1. extension or extent (determining the specific classes or individual instances indicated by the construct) 2. intension (content or comprehension or definition) measuring all the implications (relationships and associations involved in a construct, its intrinsic, inherent, internal, built-in, and constitutional implicit meanings and relations).


          


          Quantity in natural language


          In human languages, including English, number is a syntactic category, along with person and gender. The quantity is expressed by identifiers, definite and indefinite, and quantifiers, definite and indefinite, as well as by three types of nouns: 1. count unit nouns or countables; 2. mass nouns, uncountables, referring to the indefinite, unidentified amounts; 3. nouns of multitude ( collective nouns). The word number belongs to a noun of multitude standing either for a single entity or for the individuals making the whole. An amount in general is expressed by a special class of words called identifiers, indefinite and definite and quantifiers, definite and indefinite. The amount may be expressed by: singular form and plural from, ordinal numbers before a count noun singular (first, second, third), the demonstratives; definite and indefinite numbers and measurements (hundred/hundreds, million/millions), or cardinal numbers before count nouns. The set of language quantifiers covers "a few, a great number, many, several (for count names); a bit of, a little, less, a great deal (amount) of, much (for mass names); all, plenty of, a lot of, enough, more, most, some, any, both, each, either, neither, every, no". For the complex case of unidentified amounts, the parts and examples of a mass are indicated with respect to the following: a measure of a mass (two kilos of rice and twenty bottles of milk or ten pieces of paper); a piece or part of a mass (part, element, atom, item, article, drop); or a shape of a container (a basket, box, case, cup, bottle, vessel, jar).


          


          Further examples


          Some further examples of quantities are:


          
            	1.76 litres (liters) of milk, a continuous quantity


            	2r metres, where r is the length of a radius of a circle expressed in metres (or meters), also a continuous quantity


            	one apple, two apples, three apples, where the number is an integer representing the count of a denumerable collection of objects (apples)


            	500 people (also a count)


            	a couple conventionally refers to two objects
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          Quantum chemistry is a branch of theoretical chemistry, which applies quantum mechanics and quantum field theory to address issues and problems in chemistry. The description of the electronic behaviour of atoms and molecules as pertaining to their reactivity is one of the applications of quantum chemistry. Quantum chemistry lies on the border between chemistry and physics, and significant contributions have been made by scientists from both fields. It has a strong and active overlap with the field of atomic physics and molecular physics, as well as physical chemistry.


          Quantum chemistry mathematically describes the fundamental behaviour of matter at the molecular scale. It is, in principle, possible to describe all chemical systems using this theory. In practice, only the simplest chemical systems may realistically be investigated in purely quantum mechanical terms, and approximations must be made for most practical purposes (e.g., Hartree-Fock, post Hartree-Fock or Density functional theory, see computational chemistry for more details). Hence a detailed understanding of quantum mechanics is not necessary for most chemistry, as the important implications of the theory (principally the orbital approximation) can be understood and applied in simpler terms.


          In quantum mechanics (several applications in computational chemistry and quantum chemistry), the Hamiltonian, or the physical state, of a particle can be expressed as the sum of two operators, one corresponding to kinetic energy and the other to potential energy. The Hamiltonian in the Schrdinger wave equation used in quantum chemistry does not contain terms for the spin of the electron.


          Solutions of the Schrdinger equation for the hydrogen atom gives the form of the wave function for atomic orbitals, and the relative energy of the various orbitals. The orbital approximation can be used to understand the other atoms e.g. helium, lithium and carbon.


          


          History


          The history of quantum chemistry essentially began with the 1838 discovery of cathode rays by Michael Faraday, the 1859 statement of the black body radiation problem by Gustav Kirchhoff, the 1877 suggestion by Ludwig Boltzmann that the energy states of a physical system could be discrete, and the 1900 quantum hypothesis by Max Planck that any energy radiating atomic system can theoretically be divided into a number of discrete energy elements  such that each of these energy elements is proportional to the frequency  with which they each individually radiate energy, as defined by the following formula:


          
            	[image:  \epsilon = h \nu \, ]

          


          where h is a numerical value called Plancks Constant. Then, in 1905, to explain the photoelectric effect (1839), i.e., that shining light on certain materials can function to eject electrons from the material, Albert Einstein postulated, based on Plancks quantum hypothesis, that light itself consists of individual quantum particles, which later came to be called photons (1926). In the years to follow, this theoretical basis slowly began to be applied to chemical structure, reactivity, and bonding.


          


          Electronic structure


          The first step in solving a quantum chemical problem is usually solving the Schrdinger equation (or Dirac equation in relativistic quantum chemistry) with the electronic molecular Hamiltonian. This is called determining the electronic structure of the molecule. It can be said that the electronic structure of a molecule or crystal implies essentially its chemical properties.


          


          Wave model


          The foundation of quantum mechanics and quantum chemistry is the wave model, in which the atom is a small, dense, positively charged nucleus surrounded by electrons. Unlike the earlier Bohr model of the atom, however, the wave model describes electrons as " clouds" moving in orbitals, and their positions are represented by probability distributions rather than discrete points. The strength of this model lies in its predictive power. Specifically, it predicts the pattern of chemically similar elements found in the periodic table. The wave model is so named because electrons exhibit properties (such as interference) traditionally associated with waves. See wave-particle duality.


          


          Valence bond


          Although the mathematical basis of quantum chemistry had been laid by Schrdinger in 1926, it is generally accepted that the first true calculation in quantum chemistry was that of the German physicists Walter Heitler and Fritz London on the hydrogen (H2) molecule in 1927. Heitler and London's method was extended by the American theoretical physicist John C. Slater and the American theoretical chemist Linus Pauling to become the Valence-Bond (VB) [or Heitler-London-Slater-Pauling (HLSP)] method. In this method, attention is primarily devoted to the pairwise interactions between atoms, and this method therefore correlates closely with classical chemists' drawings of bonds.


          


          Molecular orbital


          An alternative approach was developed in 1929 by Friedrich Hund and Robert S. Mulliken, in which electrons are described by mathematical functions delocalized over an entire molecule. The Hund-Mulliken approach or molecular orbital (MO) method is less intuitive to chemists, but has turned out capable of predicting spectroscopic properties better than the VB method. This approach is the conceptional basis of the Hartree-Fock method and further post Hartree-Fock methods.


          


          Density functional theory


          The Thomas-Fermi model was developed independently by Thomas and Fermi in 1927. This was the first attempt to describe many-electron systems on the basis of electronic density instead of wave functions, although it was not very successful in the treatment of entire molecules. The method did provide the basis for what is now known as density functional theory. Though this method is less developed than post Hartree-Fock methods, its lower computational requirements allow it to tackle larger polyatomic molecules and even macromolecules, which has made it the most used method in computational chemistry at present.


          


          Chemical dynamics


          A further step can consist of solving the Schrdinger equation with the total molecular Hamiltonian in order to study the motion of molecules. Direct solution of the Schrdinger equation is called quantum molecular dynamics, within the semiclassical approximation semiclassical molecular dynamics, and within the classical mechanics framework molecular dynamics (MD). Statistical approaches, using for example Monte Carlo methods, are also possible.


          


          Adiabatic chemical dynamics


          In adiabatic dynamics, interatomic interactions are represented by single scalar potentials called potential energy surfaces. This is the Born-Oppenheimer approximation introduced by Born and Oppenheimer in 1927. Pioneering applications of this in chemistry were performed by Rice and Ramsperger in 1927 and Kassel in 1928, and generalized into the RRKM theory in 1952 by Marcus who took the transition state theory developed by Eyring in 1935 into account. These methods enable simple estimates of unimolecular reaction rates from a few characteristics of the potential surface.


          


          Non-adiabatic chemical dynamics


          Non-adiabatic dynamics consists of taking the interaction between several coupled potential energy surface (corresponding to different electronic quantum states of the molecule). The coupling terms are called vibronic couplings. The pioneering work in this field was done by Stueckelberg, Landau, and Zener in the 1930s, in their work on what is now known as the Landau-Zener transition. Their formula allows the transition probability between two diabatic potential curves in the neighbourhood of an avoided crossing to be calculated.


          


          Quantum chemistry and quantum field theory


          The application of quantum field theory (QFT) to chemical systems and theories has become increasingly common in the modern physical sciences. One of the first and most fundamentally explicit appearances of this is seen in the theory of the photomagneton. In this system, plasmas, which are ubiquitous in both physics and chemistry, are studied in order to determine the basic quantization of the underlying bosonic field. However, quantum field theory is of interest in many fields of chemistry, including: nuclear chemistry, astrochemistry, sonochemistry, and quantum hydrodynamics. Field theoretic methods have also been critical in developing the ab initio Effective Hamiltonian theory of semi-empirical pi-electron methods.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Quantum_chemistry"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Quantum computer


        
          

          
            [image: The Bloch sphere is a representation of a qubit, the fundamental building block of quantum computers.]

            
              The Bloch sphere is a representation of a qubit, the fundamental building block of quantum computers.
            

          


          A quantum computer is a device for computation that makes direct use of distinctively quantum mechanical phenomena, such as superposition and entanglement, to perform operations on data. In a classical (or conventional) computer, information is stored as bits; in a quantum computer, it is stored as qubits (quantum binary digits). The basic principle of quantum computation is that the quantum properties can be used to represent and structure data, and that quantum mechanisms can be devised and built to perform operations with this data.


          Although quantum computing is still in its infancy, experiments have been carried out in which quantum computational operations were executed on a very small number of qubits. Both practical and theoretical research continues with interest, and many national government and military funding agencies support quantum computing research to develop quantum computers for both civilian and national security purposes, such as cryptanalysis.


          If large-scale quantum computers can be built, they will be able to solve certain problems much faster than any of our current classical computers (for example Shor's algorithm). Quantum computers are different from other computers such as DNA computers and traditional computers based on transistors. Some computing architectures such as optical computers may use classical superposition of electromagnetic waves. Without some specifically quantum mechanical resources such as entanglement, it is conjectured that an exponential advantage over classical computers is not possible.


          


          Basis


          A classical computer has a memory made up of bits, where each bit holds either a one or a zero. A quantum computer maintains a sequence of qubits. A single qubit can hold a one, a zero, or, crucially, a quantum superposition of these; moreover, a pair of qubits can be in a quantum superposition of 4 states, and three qubits in a superposition of 8. In general a quantum computer with n qubits can be in up to 2n different states simultaneously (this compares to a normal computer that can only be in one of these 2n states at any one time). A quantum computer operates by manipulating those qubits with a fixed sequence of quantum logic gates. The sequence of gates to be applied is called a quantum algorithm.


          An example of an implementation of qubits for a quantum computer could start with the use of particles with two spin states: "up" and "down" (typically written [image: |{\uparrow}\rangle] and [image: |{\downarrow}\rangle], or [image: |0\rangle] and [image: |1\rangle]). But in fact any system possessing an observable quantity A which is conserved under time evolution and such that A has at least two discrete and sufficiently spaced consecutive eigenvalues, is a suitable candidate for implementing a qubit. This is true because any such system can be mapped onto an effective spin-1/2 system.


          


          Bits vs. Qubits


          
            [image: Qubits are made up of controlled particles and the means of control (e.g. devices that trap particles and switch them from one state to another).]
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          Consider first a classical computer that operates on a three-bit register. The state of the computer at any time is a probability distribution over the 23 = 8 different three-bit strings 000, 001, ..., 111thus it is described by eight nonnegative numbers (a,b,c,d,e,f,g,h)adding up to one.


          The state of a three-qubit quantum computer is similarly described by an eight-dimensional vector (a,b,c,d,e,f,g,h), called a wavefunction. However, instead of adding to one, the sum of the squares of the coefficient magnitudes, | a | 2 + | b | 2 + ... + | h | 2, must equal one. Moreover, the coefficients are complex numbers that need not be nonnegative. The fact that the coefficients can be negative as well as positive allows for cancellation, or interference, between different computational paths, and is a key difference between quantum computing and probabilistic classical computing.


          If you measure the three qubits, then you will observe a three-bit string. The probability of measuring a string will equal the squared magnitude of that string's coefficients. Thus a measurement of the quantum state with coefficients (a,b,...,h) gives the classical probability distribution ( | a | 2, | b | 2,..., | h | 2). We say that the quantum state "collapses" to a classical state.


          Note that an eight-dimensional vector can be specified in many different ways, depending on what basis you choose for the space. The basis of three-bit strings 000, 001, ..., 111 is known as the computational basis, and is often convenient, but other bases of unit-length, orthogonal vectors can also be used. Ket notation is often used to make explicit the choice of basis. For example, the state (a,b,c,d,e,f,g,h) in the computational basis can be written as [image: a\,|000\rangle + b\,|001\rangle + c\,|010\rangle + d\,|011\rangle + e\,|100\rangle + f\,|101\rangle + g\,|110\rangle + h\,|111\rangle], where, e.g., [image: |010\rangle] = (0,0,1,0,0,0,0,0). The computational basis for a single qubit (two dimensions) is [image: |0\rangle] = (1,0), [image: |1\rangle] = (0,1), but another common basis is the Hadamard basis of [image: |+\rangle = \left( \tfrac{1}{\sqrt{2}}, \tfrac{1}{\sqrt{2}} \right)] and [image: |-\rangle = \left( \tfrac{1}{\sqrt{2}}, -\tfrac{1}{\sqrt{2}} \right)].


          Note that although recording a classical state of n bits, a 2n-dimensional probability distribution, requires an exponential number of real numbers, practically we can always think of the system as being exactly one of the n-bit stringswe just don't know which one. Quantumly, this is no longer the case, and all 2n complex coefficients need to be kept track of to see how the quantum system evolves. For example, a 300-qubit quantum computer has a state described by 2300 (approximately 1090) complex numbers, more than the number of atoms in the observable universe.


          


          Operation


          While a classical three-bit state and a quantum three-qubit state are both eight-dimensional vectors, they are manipulated quite differently for classical or quantum computation, respectively. For computing in either case, the system must be initialized, for example into the all-zeros string, i.e., (1,0,0,0,0,0,0,0) or [image: |000\rangle]. In classical randomized computation, the system evolves according to the application of stochastic matrices, which preserve that the probabilities add up to one (i.e., preserve the L1 norm). In quantum computation, on the other hand, allowed operations are unitary matrices, which are effectively rotations (they preserve that the sum of the squares add up to one, the Euclidean or L2 norm). (Exactly what unitaries can be applied depend on the physics of the quantum device.) Consequently, since rotations can be undone by rotating backward, quantum computations are reversible. (Technically, quantum operations can be probabilistic combinations of unitaries, so quantum computation really does generalize classical computation. See quantum circuit for a more precise formulation.)


          Finally, upon termination of the algorithm, the result needs to be read off. In the case of a classical computer, we sample from the probability distribution on the three-bit register to obtain one definite three-bit string, say 000. Quantumly, we measure the three-qubit state, which is equivalent to collapsing the quantum state down to a classical distribution (with the coefficients in the classical state being the squared magnitudes of the coefficients for the quantum state, as described above) followed by sampling from that distribution. Note that this destroys the original quantum state. Many algorithms will only give the correct answer with a certain probability, however by repeatedly initializing, running and measuring the quantum computer, the probability of getting the correct answer can be increased. For example, running the Shor factorisation algorithm four times will give the correct answer with a very high probability.


          For more details on the sequences of operations used for various algorithms, see universal quantum computer, Shor's algorithm, Grover's algorithm, Deutsch-Jozsa algorithm, quantum Fourier transform, quantum gate, quantum adiabatic algorithm and quantum error correction.


          


          Potential


          Integer factorization is believed to be computationally infeasible with an ordinary computer for large integers that are the product of only a few prime numbers (e.g., products of two 300-digit primes). By comparison, a quantum computer could efficiently solve this problem using Shor's algorithm to find its factors. This ability would allow a quantum computer to "break" many of the cryptographic systems in use today, in the sense that there would be a polynomial time (in the number of bits of the integer) algorithm for solving the problem. In particular, most of the popular public key ciphers are based on the difficulty of factoring integers (or the related discrete logarithm problem which can also be solved by Shor's algorithm), including forms of RSA. These are used to protect secure Web pages, encrypted email, and many other types of data. Breaking these would have significant ramifications for electronic privacy and security. The only way to increase the security of an algorithm like RSA would be to increase the key size and hope that an adversary does not have the resources to build and use a powerful enough quantum computer.


          A way out of this dilemma would be to use some kind of quantum cryptography. There are also some digital signature schemes that are believed to be secure against quantum computers. See for instance Lamport signatures.


          This dramatic advantage of quantum computers has only been discovered for factorization and discrete logarithms so far. However, there is no proof that the advantage is real: an equally fast classical algorithm may still be discovered. There is one other problem where quantum computers have a smaller, though significant (quadratic) advantage. It is quantum database search, and can be solved by Grover's algorithm. In this case the advantage is provable. This establishes beyond doubt that (ideal) quantum computers are superior to classical computers for at least one problem.


          Consider a problem that has these four properties:


          
            	The only way to solve it is to guess answers repeatedly and check them,


            	There are n possible answers to check,


            	Every possible answer takes the same amount of time to check, and


            	There are no clues about which answers might be better: generating possibilities randomly is just as good as checking them in some special order.

          


          An example of this is a password cracker that attempts to guess the password for an encrypted file (assuming that the password has a maximum possible length).


          For problems with all four properties, the time for a quantum computer to solve this will be proportional to the square root of n (it would take an average of (n+1)/2 guesses to find the answer using a classical computer.) That can be a very large speedup, reducing some problems from years to seconds. It can be used to attack symmetric ciphers such as Triple DES and AES by attempting to guess the secret key. Regardless of whether any of these problems can be shown to have an advantage on a quantum computer, they nonetheless will always have the advantage of being an excellent tool for studying quantum mechanical interactions, which of itself is an enormous value to the scientific community.


          Grover's algorithm can also be used to obtain a quadratic speed-up [over a brute-force search] for a class of problems known as NP-complete.


          


          Problems


          There are a number of practical difficulties in building a quantum computer, and thus far quantum computers have only solved trivial problems. David DiVincenzo, of IBM, listed the following requirements for a practical quantum computer:


          
            	scalable physically to increase the number of qubits


            	qubits can be initialized to arbitrary values


            	quantum gates faster than decoherence time


            	universal gate set


            	qubits can be read easily

          


          To summarize the problems from the perspective of an engineer, one needs to solve the challenge of building a system which is isolated from everything except the measurement and manipulation mechanism. Furthermore, one needs to be able to turn off the coupling of the qubits to the measurement so as to not decohere the qubits while performing operations on them.


          


          Quantum decoherence


          One major problem is keeping the components of the computer in a coherent state, as the slightest interaction with the external world would cause the system to decohere. This effect causes the unitary character (and more specifically, the invertibility) of quantum computational steps to be violated. Decoherence times for candidate systems, in particular the transverse relaxation time T2 (terminology used in NMR and MRI technology, also called the dephasing time), typically range between nanoseconds and seconds at low temperature. The issue for optical approaches are more difficult as these timescales are orders of magnitude lower and an often cited approach to overcome it uses an optical pulse shaping approach. Error rates are typically proportional to the ratio of operating time to decoherence time, hence any operation must be completed much more quickly than the decoherence time.


          If the error rate is small enough, it is thought to be possible to use quantum error correction, which corrects errors due to decoherence, thereby allowing the total calculation time to be longer than the decoherence time. An often cited (but rather arbitrary) figure for required error rate in each gate is 104. This implies that each gate must be able to perform its task 10,000 times faster than the decoherence time of the system.


          Meeting this scalability condition is possible for a wide range of systems. However, the use of error correction brings with it the cost of a greatly increased number of required qubits. The number required to factor integers using Shor's algorithm is still polynomial, and thought to be between L and L2, where L is the number of bits in the number to be factored; error correction algorithms would inflate this figure by an additional factor of L. For a 1000-bit number, this implies a need about 104 qubits without error correction. With error correction, the figure would rise to about 107 qubits. Note that computation time is about L2 or about 107 steps and on 1 M Hz, about 10 seconds.


          A very different approach to the stability-decoherence problem is to create a topological quantum computer with anyons, quasi-particles used as threads and relying on braid theory to form stable logic gates.


          


          Candidates


          There are a number of quantum computing candidates, among those:


          
            	Superconductor-based quantum computers (including SQUID-based quantum computers)


            	Trapped ion quantum computer


            	Optical lattices


            	Topological quantum computer


            	Quantum dot on surface (e.g. the Loss-DiVincenzo quantum computer)


            	Nuclear magnetic resonance on molecules in solution (liquid NMR)


            	Solid state NMR Kane quantum computers


            	Electrons on helium quantum computers


            	Cavity quantum electrodynamics (CQED)


            	Molecular magnet


            	Fullerene-based ESR quantum computer


            	Optic-based quantum computers ( Quantum optics)


            	Diamond-based quantum computer


            	BoseEinstein condensate-based quantum computer


            	Transistor-based quantum computer - string quantum computers with entrainment of positive holes using a electrostatic trap


            	Spin-based quantum computer


            	Adiabatic quantum computation

          


          The large number of candidates shows explicitly that the topic, in spite of rapid progress, is still in its infancy. But at the same time there is also a vast amount of flexibility.


          In 2005, researchers at the University of Michigan built a semiconductor chip which functioned as an ion trap. Such devices, produced by standard lithography techniques, may point the way to scalable quantum computing tools. An improved version was made in 2006.


          


          Quantum computing in computational complexity theory
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          This section surveys what is currently known mathematically about the power of quantum computers. It describes the known results from computational complexity theory and the theory of computation dealing with quantum computers.


          The class of problems that can be efficiently solved by quantum computers is called BQP, for "bounded error, quantum, polynomial time". Quantum computers only run probabilistic algorithms, so BQP on quantum computers is the counterpart of BPP on classical computers. It is defined as the set of problems solvable with a polynomial-time algorithm, whose probability of error is bounded away from one quarter. A quantum computer is said to "solve" a problem if, for every instance, its answer will be right with high probability. If that solution runs in polynomial time, then that problem is in BQP.


          BQP is contained in the complexity class #P (or more precisely in the associated class of decision problems P#P) , which is a subclass of PSPACE.


          BQP is suspected to be disjoint from NP-complete and a strict superset of P, but that is not known. Both integer factorization and discrete log are in BQP. Both of these problems are NP problems suspected to be outside BPP, and hence outside P. Both are suspected to not be NP-complete. There is a common misconception that quantum computers can solve NP-complete problems in polynomial time. That is not known to be true, and is generally suspected to be false.


          Quantum gates may be viewed as linear transformations. Daniel S. Abrams and Seth Lloyd have shown that if nonlinear transformations are permitted, then NP-complete problems could be solved in polynomial time. It could even do so for #P-complete problems. They do not believe that such a machine is possible.


          Although quantum computers may be faster than classical computers, those described above can't solve any problems that classical computers can't solve, given enough time and memory (albeit possibly an amount that could never practically be brought to bear). A Turing machine can simulate these quantum computers, so such a quantum computer could never solve an undecidable problem like the halting problem. The existence of "standard" quantum computers does not disprove the Church-Turing thesis.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Quantum_computer"
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          Quantum field theory (QFT) is a theoretical framework for constructing quantum mechanical models of field-like systems or, equivalently, of many-body systems. It is widely used in particle physics and condensed matter physics. Most theories in modern particle physics, including the Standard Model of elementary particles and their interactions, are formulated as relativistic quantum field theories. In condensed matter physics, quantum field theories are used in many circumstances, especially those where the number of particles is allowed to fluctuatefor example, in the BCS theory of superconductivity.


          


          History


          Quantum field theory originated in the 1920s from the problem of creating a quantum mechanical theory of the electromagnetic field. In 1926, Max Born, Pascual Jordan, and Werner Heisenberg constructed such a theory by expressing the field's internal degrees of freedom as an infinite set of harmonic oscillators and by employing the usual procedure for quantizing those oscillators ( canonical quantization). This theory assumed that no electric charges or currents were present and today would be called a free field theory. The first reasonably complete theory of quantum electrodynamics, which included both the electromagnetic field and electrically charged matter (specifically, electrons) as quantum mechanical objects, was created by Paul Dirac in 1927. This quantum field theory could be used to model important processes such as the emission of a photon by an electron dropping into a quantum state of lower energy, a process in which the number of particles changes  one atom in the initial state becomes an atom plus a photon in the final state. It is now understood that the ability to describe such processes is one of the most important features of quantum field theory.


          It was evident from the beginning that a proper quantum treatment of the electromagnetic field had to somehow incorporate Einstein's relativity theory, which had after all grown out of the study of classical electromagnetism. This need to put together relativity and quantum mechanics was the second major motivation in the development of quantum field theory. Pascual Jordan and Wolfgang Pauli showed in 1928 that quantum fields could be made to behave in the way predicted by special relativity during coordinate transformations (specifically, they showed that the field commutators were Lorentz invariant), and in 1933 Niels Bohr and Leon Rosenfeld showed that this result could be interpreted as a limitation on the ability to measure fields at space-like separations, exactly as required by relativity. A further boost for quantum field theory came with the discovery of the Dirac equation, a single-particle equation obeying both relativity and quantum mechanics, when it was shown that several of its undesirable properties (such as negative-energy states) could be eliminated by reformulating the Dirac equation as a quantum field theory. This work was performed by Wendell Furry, Robert Oppenheimer, Vladimir Fock, and others.


          The third thread in the development of quantum field theory was the need to handle the statistics of many-particle systems consistently and with ease. In 1927, Jordan tried to extend the canonical quantization of fields to the many-body wavefunctions of identical particles, a procedure that is sometimes called second quantization. In 1928, Jordan and Eugene Wigner found that the quantum field describing electrons, or other fermions, had to be expanded using anti-commuting creation and annihilation operators due to the Pauli exclusion principle. This thread of development was incorporated into many-body theory, and strongly influenced condensed matter physics and nuclear physics.


          Despite its early successes, quantum field theory was plagued by several serious theoretical difficulties. Many seemingly-innocuous physical quantities, such as the energy shift of electron states due to the presence of the electromagnetic field, gave infinity  a nonsensical result  when computed using quantum field theory. This "divergence problem" was solved during the 1940s by Bethe, Tomonaga, Schwinger, Feynman, and Dyson, through the procedure known as renormalization. This phase of development culminated with the construction of the modern theory of quantum electrodynamics (QED). Beginning in the 1950s with the work of Yang and Mills, QED was generalized to a class of quantum field theories known as gauge theories. The 1960s and 1970s saw the formulation of a gauge theory now known as the Standard Model of particle physics, which describes all known elementary particles and the interactions between them. The weak interaction part of the standard model was formulated by Sheldon Glashow, with the Higgs mechanism added by Steven Weinberg and Abdus Salam. The theory was shown to be consistent by Gerardus 't Hooft and Martinus Veltman.


          Also during the 1970s, parallel developments in the study of phase transitions in condensed matter physics led Leo Kadanoff, Michael Fisher and Kenneth Wilson (extending work of Ernst Stueckelberg, Andre Peterman, Murray Gell-Mann and Francis Low) to a set of ideas and methods known as the renormalization group. By providing a better physical understanding of the renormalization procedure invented in the 1940s, the renormalization group sparked what has been called the "grand synthesis" of theoretical physics, uniting the quantum field theoretical techniques used in particle physics and condensed matter physics into a single theoretical framework.


          The study of quantum field theory is alive and flourishing, as are applications of this method to many physical problems. It remains one of the most vital areas of theoretical physics today, providing a common language to many branches of physics.


          


          Principles of quantum field theory


          


          Classical fields and quantum fields


          Quantum mechanics, in its most general formulation, is a theory of abstract operators (observables) acting on an abstract state space ( Hilbert space), where the observables represent physically-observable quantities and the state space represents the possible states of the system under study. Furthermore, each observable corresponds, in a technical sense, to the classical idea of a degree of freedom. For instance, the fundamental observables associated with the motion of a single quantum mechanical particle are the position and momentum operators [image: \hat{x}] and [image: \hat{p}]. Ordinary quantum mechanics deals with systems such as this, which possess a small set of degrees of freedom.


          (It is important to note, at this point, that this article does not use the word " particle" in the context of waveparticle duality. In quantum field theory, "particle" is a generic term for any discrete quantum mechanical entity, such as an electron, which can behave like classical particles or classical waves under different experimental conditions.)


          A quantum field is a quantum mechanical system containing a large, and possibly infinite, number of degrees of freedom. This is not as exotic a situation as one might think. A classical field contains a set of degrees of freedom at each point of space; for instance, the classical electromagnetic field defines two vectors  the electric field and the magnetic field  that can in principle take on distinct values for each position r. When the field as a whole is considered as a quantum mechanical system, its observables form an infinite (in fact uncountable) set, because r is continuous.


          Furthermore, the degrees of freedom in a quantum field are arranged in "repeated" sets. For example, the degrees of freedom in an electromagnetic field can be grouped according to the position r, with exactly two vectors for each r. Note that r is an ordinary number that "indexes" the observables; it is not to be confused with the position operator [image: \hat{x}] encountered in ordinary quantum mechanics, which is an observable. (Thus, ordinary quantum mechanics is sometimes referred to as "zero-dimensional quantum field theory", because it contains only a single set of observables.) It is also important to note that there is nothing special about r because, as it turns out, there is generally more than one way of indexing the degrees of freedom in the field.


          In the following sections, we will show how these ideas can be used to construct a quantum mechanical theory with the desired properties. We will begin by discussing single-particle quantum mechanics and the associated theory of many-particle quantum mechanics. Then, by finding a way to index the degrees of freedom in the many-particle problem, we will construct a quantum field and study its implications.


          


          Single-particle and many-particle quantum mechanics


          In ordinary quantum mechanics, the time-dependent Schrdinger equation describing the motion of a single non-relativistic particle is


          
            	[image:  \left[ \frac{|\mathbf{p}|^2}{2m} + V(\mathbf{r}) \right] |\psi(t)\rang = i \hbar \frac{\partial}{\partial t} |\psi(t)\rang,]

          


          where m is the particle's mass, V is the applied potential, and [image: |\psi\rang] denotes the quantum state (we are using bra-ket notation).


          We wish to consider how this problem generalizes to N particles. There are two motivations for studying the many-particle problem. The first is a straightforward need in condensed matter physics, where typically the number of particles is on the order of Avogadro's number (6.0221415 x 1023). The second motivation for the many-particle problem arises from particle physics and the desire to incorporate the effects of special relativity. If one attempts to include the relativistic rest energy into the above equation, the result is either the Klein-Gordon equation or the Dirac equation. However, these equations have many unsatisfactory qualities; for instance, they possess energy eigenvalues which extend to , so that there seems to be no easy definition of a ground state. It turns out that such inconsistencies arise from neglecting the possibility of dynamically creating or destroying particles, which is a crucial aspect of relativity. Einstein's famous mass-energy relation predicts that sufficiently massive particles can decay into several lighter particles, and sufficiently energetic particles can combine to form massive particles. For example, an electron and a positron can annihilate each other to create photons. Thus, a consistent relativistic quantum theory must be formulated as a many-particle theory.


          Furthermore, we will assume that the N particles are indistinguishable. As described in the article on identical particles, this implies that the state of the entire system must be either symmetric ( bosons) or antisymmetric ( fermions) when the coordinates of its constituent particles are exchanged. These multi-particle states are rather complicated to write. For example, the general quantum state of a system of N bosons is written as


          
            	[image:  |\phi_1 \cdots \phi_N \rang = \sqrt{\frac{\prod_j N_j!}{N!}} \sum_{p\in S_N} |\phi_{p(1)}\rang \cdots |\phi_{p(N)} \rang,]

          


          where [image: |\phi_i\rang] are the single-particle states, Nj is the number of particles occupying state j, and the sum is taken over all possible permutations p acting on N elements. In general, this is a sum of N! (N factorial) distinct terms, which quickly becomes unmanageable as N increases. The way to simplify this problem is to turn it into a quantum field theory.


          


          Second quantization


          In this section, we will describe a method for constructing a quantum field theory called second quantization. This basically involves choosing a way to index the quantum mechanical degrees of freedom in the space of multiple identical-particle states. It is based on the Hamiltonian formulation of quantum mechanics; several other approaches exist, such as the Feynman path integral, which uses a Lagrangian formulation. For an overview, see the article on quantization.


          


          Second quantization of bosons


          For simplicity, we will first discuss second quantization for bosons, which form perfectly symmetric quantum states. Let us denote the mutually orthogonal single-particle states by [image: |\phi_1\rang, |\phi_2\rang, |\phi_3\rang,] and so on. For example, the 3-particle state with one particle in state [image: |\phi_1\rang] and two in state[image: |\phi_2\rang] is


          
            	[image:  \frac{1}{\sqrt{3}} \left[ |\phi_1\rang |\phi_2\rang |\phi_2\rang + |\phi_2\rang |\phi_1\rang |\phi_2\rang + |\phi_2\rang |\phi_2\rang |\phi_1\rang \right]. ]

          


          The first step in second quantization is to express such quantum states in terms of occupation numbers, by listing the number of particles occupying each of the single-particle states [image: |\phi_1\rang, |\phi_2\rang, ] etc. This is simply another way of labelling the states. For instance, the above 3-particle state is denoted as


          
            	[image:  |1, 2, 0, 0, 0, \cdots \rangle.]

          


          The next step is to expand the N-particle state space to include the state spaces for all possible values of N. This extended state space, known as a Fock space, is composed of the state space of a system with no particles (the so-called vacuum state), plus the state space of a 1-particle system, plus the state space of a 2-particle system, and so forth. It is easy to see that there is a one-to-one correspondence between the occupation number representation and valid boson states in the Fock space.


          At this point, the quantum mechanical system has become a quantum field in the sense we described above. The field's elementary degrees of freedom are the occupation numbers, and each occupation number is indexed by a number [image: j\cdots], indicating which of the single-particle states [image: |\phi_1\rang, |\phi_2\rang, \cdots|\phi_j\rang\cdots] it refers to.


          The properties of this quantum field can be explored by defining creation and annihilation operators, which add and subtract particles. They are analogous to "ladder operators" in the quantum harmonic oscillator problem, which added and subtracted energy quanta. However, these operators literally create and annihilate particles of a given quantum state. The bosonic annihilation operator a2 and creation operator [image: a_2^\dagger] have the following effects:


          
            	[image:  a_2 | N_1, N_2, N_3, \cdots \rangle = \sqrt{N_2} \mid N_1, (N_2 - 1), N_3, \cdots \rangle,]


            	[image:  a_2^\dagger | N_1, N_2, N_3, \cdots \rangle = \sqrt{N_2 + 1} \mid N_1, (N_2 + 1), N_3, \cdots \rangle.]

          


          It can be shown that these are operators in the usual quantum mechanical sense, i.e. linear operators acting on the Fock space. Furthermore, they are indeed Hermitian conjugates, which justifies the way we have written them. They can be shown to obey the commutation relation


          
            	[image:  \left[a_i , a_j \right] = 0 \quad,\quad \left[a_i^\dagger , a_j^\dagger \right] = 0 \quad,\quad \left[a_i , a_j^\dagger \right] = \delta_{ij}, ]

          


          where  stands for the Kronecker delta. These are precisely the relations obeyed by the ladder operators for an infinite set of independent quantum harmonic oscillators, one for each single-particle state. Adding or removing bosons from each state is therefore analogous to exciting or de-exciting a quantum of energy in a harmonic oscillator.


          The Hamiltonian of the quantum field (which, through the Schrdinger equation, determines its dynamics) can be written in terms of creation and annihilation operators. For instance, the Hamiltonian of a field of free (non-interacting) bosons is


          
            	[image: H = \sum_k E_k \, a^\dagger_k \,a_k,]

          


          where Ek is the energy of the k-th single-particle energy eigenstate. Note that


          
            	[image: a_k^\dagger\,a_k|\cdots, N_k, \cdots \rangle=N_k| \cdots, N_k, \cdots \rangle].

          


          


          Second quantization of fermions


          It turns out that a different definition of creation and annihilation must be used for describing fermions. According to the Pauli exclusion principle, fermions cannot share quantum states, so their occupation numbers Ni can only take on the value 0 or 1. The fermionic annihilation operators c and creation operators [image: c^\dagger] are defined by


          
            	[image:  c_j | N_1, N_2, \cdots, N_j = 0, \cdots \rangle = 0 ]


            	[image:  c_j | N_1, N_2, \cdots, N_j = 1, \cdots \rangle = (-1)^{(N_1 + \cdots + N_{j-1})} | N_1, N_2, \cdots, N_j = 0, \cdots \rangle ]


            	[image:  c_j^\dagger | N_1, N_2, \cdots, N_j = 0, \cdots \rangle = (-1)^{(N_1 + \cdots + N_{j-1})} | N_1, N_2, \cdots, N_j = 1, \cdots \rangle ]


            	[image:  c_j^\dagger | N_1, N_2, \cdots, N_j = 1, \cdots \rangle = 0 ]

          


          These obey an anticommutation relation:


          
            	[image:  \left\{c_i , c_j \right\} = 0 \quad,\quad \left\{c_i^\dagger , c_j^\dagger \right\} = 0 \quad,\quad \left\{c_i , c_j^\dagger \right\} = \delta_{ij} ]

          


          One may notice from this that applying a fermionic creation operator twice gives zero, so it is impossible for the particles to share single-particle states, in accordance with the exclusion principle.


          


          Field operators


          We have previously mentioned that there can be more than one way of indexing the degrees of freedom in a quantum field. Second quantization indexes the field by enumerating the single-particle quantum states. However, as we have discussed, it is more natural to think about a "field", such as the electromagnetic field, as a set of degrees of freedom indexed by position.


          To this end, we can define field operators that create or destroy a particle at a particular point in space. In particle physics, these operators turn out to be more convenient to work with, because they make it easier to formulate theories that satisfy the demands of relativity.


          Single-particle states are usually enumerated in terms of their momenta (as in the particle in a box problem.) We can construct field operators by applying the Fourier transform to the creation and annihilation operators for these states. For example, the bosonic field annihilation operator [image: \phi(\mathbf{r})] is


          
            	[image: \phi(\mathbf{r}) \ \stackrel{\mathrm{def}}{=}\ \sum_{j} e^{i\mathbf{k}_j\cdot \mathbf{r}} a_{j} ]

          


          The bosonic field operators obey the commutation relation


          
            	[image:  \left[\phi(\mathbf{r}) , \phi(\mathbf{r'}) \right] = 0 \quad,\quad \left[\phi^\dagger(\mathbf{r}) , \phi^\dagger(\mathbf{r'}) \right] = 0 \quad,\quad \left[\phi(\mathbf{r}) , \phi^\dagger(\mathbf{r'}) \right] = \delta^3(\mathbf{r} - \mathbf{r'}) ]

          


          where (x) stands for the Dirac delta function. As before, the fermionic relations are the same, with the commutators replaced by anticommutators.


          It should be emphasized that the field operator is not the same thing as a single-particle wavefunction. The former is an operator acting on the Fock space, and the latter is just a scalar field. However, they are closely related, and are indeed commonly denoted with the same symbol. If we have a Hamiltonian with a space representation, say


          
            	[image: H = - \frac{\hbar^2}{2m} \sum_i \nabla_i^2 + \sum_{i < j} U(|\mathbf{r}_i - \mathbf{r}_j|) ]

          


          where the indices i and j run over all particles, then the field theory Hamiltonian is


          
            	[image: H = - \frac{\hbar^2}{2m} \int d^3\!r \; \phi^\dagger(\mathbf{r}) \nabla^2 \phi(\mathbf{r}) + \int\!d^3\!r \int\!d^3\!r' \; \phi(\mathbf{r})^\dagger \phi(\mathbf{r}')^\dagger U(|\mathbf{r} - \mathbf{r}'|) \phi(\mathbf{r'}) \phi(\mathbf{r}) ]

          


          This looks remarkably like an expression for the expectation value of the energy, with  playing the role of the wavefunction. This relationship between the field operators and wavefunctions makes it very easy to formulate field theories starting from space-projected Hamiltonians.


          


          Implications of quantum field theory


          


          Unification of fields and particles


          The "second quantization" procedure that we have outlined in the previous section takes a set of single-particle quantum states as a starting point. Sometimes, it is impossible to define such single-particle states, and one must proceed directly to quantum field theory. For example, a quantum theory of the electromagnetic field must be a quantum field theory, because it is impossible (for various reasons) to define a wavefunction for a single photon. In such situations, the quantum field theory can be constructed by examining the mechanical properties of the classical field and guessing the corresponding quantum theory. The quantum field theories obtained in this way have the same properties as those obtained using second quantization, such as well-defined creation and annihilation operators obeying commutation or anticommutation relations.


          Quantum field theory thus provides a unified framework for describing "field-like" objects (such as the electromagnetic field, whose excitations are photons) and "particle-like" objects (such as electrons, which are treated as excitations of an underlying electron field).


          


          Physical meaning of particle indistinguishability


          The second quantization procedure relies crucially on the particles being identical. We would not have been able to construct a quantum field theory from a distinguishable many-particle system, because there would have been no way of separating and indexing the degrees of freedom.


          Many physicists prefer to take the converse interpretation, which is that quantum field theory explains what identical particles are. In ordinary quantum mechanics, there is not much theoretical motivation for using symmetric (bosonic) or antisymmetric (fermionic) states, and the need for such states is simply regarded as an empirical fact. From the point of view of quantum field theory, particles are identical if and only if they are excitations of the same underlying quantum field. Thus, the question "why are all electrons identical?" arises from mistakenly regarding individual electrons as fundamental objects, when in fact it is only the electron field that is fundamental.


          


          Particle conservation and non-conservation


          During second quantization, we started with a Hamiltonian and state space describing a fixed number of particles (N), and ended with a Hamiltonian and state space for an arbitrary number of particles. Of course, in many common situations N is an important and perfectly well-defined quantity, e.g. if we are describing a gas of atoms sealed in a box. From the point of view of quantum field theory, such situations are described by quantum states that are eigenstates of the number operator [image: \hat{N}], which measures the total number of particles present. As with any quantum mechanical observable, [image: \hat{N}] is conserved if it commutes with the Hamiltonian. In that case, the quantum state is trapped in the N-particle subspace of the total Fock space, and the situation could equally well be described by ordinary N-particle quantum mechanics.


          For example, we can see that the free-boson Hamiltonian described above conserves particle number. Whenever the Hamiltonian operates on a state, each particle destroyed by an annihilation operator ak is immediately put back by the creation operator [image: a_k^\dagger].


          On the other hand, it is possible, and indeed common, to encounter quantum states that are not eigenstates of [image: \hat{N}], which do not have well-defined particle numbers. Such states are difficult or impossible to handle using ordinary quantum mechanics, but they can be easily described in quantum field theory as quantum superpositions of states having different values of N. For example, suppose we have a bosonic field whose particles can be created or destroyed by interactions with a fermionic field. The Hamiltonian of the combined system would be given by the Hamiltonians of the free boson and free fermion fields, plus a "potential energy" term such as


          
            	[image: H_I = \sum_{k,q} V_q (a_q + a_{-q}^\dagger) c_{k+q}^\dagger c_k],

          


          where [image: a_k^\dagger] and ak denotes the bosonic creation and annihilation operators, [image: c_k^\dagger] and ck denotes the fermionic creation and annihilation operators, and Vq is a parameter that describes the strength of the interaction. This "interaction term" describes processes in which a fermion in state k either absorbs or emits a boson, thereby being kicked into a different eigenstate k + q. (In fact, this type of Hamiltonian is used to describe interaction between conduction electrons and phonons in metals. The interaction between electrons and photons is treated in a similar way, but is a little more complicated because the role of spin must be taken into account.) One thing to notice here is that even if we start out with a fixed number of bosons, we will typically end up with a superposition of states with different numbers of bosons at later times. The number of fermions, however, is conserved in this case.


          In condensed matter physics, states with ill-defined particle numbers are particularly important for describing the various superfluids. Many of the defining characteristics of a superfluid arise from the notion that its quantum state is a superposition of states with different particle numbers.


          


          Axiomatic approaches


          The preceding description of quantum field theory follows the spirit in which most physicists approach the subject. However, it is not mathematically rigorous. Over the past several decades, there have been many attempts to put quantum field theory on a firm mathematical footing by formulating a set of axioms for it. These attempts fall into two broad classes.


          The first class of axioms, first proposed during the 1950s, include the Wightman, Osterwalder-Schrader, and Haag-Kastler systems. They attempted to formalize the physicists' notion of an "operator-valued field" within the context of functional analysis, and enjoyed limited success. It was possible to prove that any quantum field theory satisfying these axioms satisfied certain general theorems, such as the spin-statistics theorem and the CPT theorem. Unfortunately, it proved extraordinarily difficult to show that any realistic field theory, including the Standard Model, satisfied these axioms. Most of the theories that could be treated with these analytic axioms were physically trivial, being restricted to low-dimensions and lacking interesting dynamics. The construction of theories satisfying one of these sets of axioms falls in the field of constructive quantum field theory. Important work was done in this area in the 1970s by Segal, Glimm, Jaffe and others.


          During the 1980s, a second set of axioms based on geometric ideas was proposed. This line of investigation, which restricts its attention to a particular class of quantum field theories known as topological quantum field theories, is associated most closely with Michael Atiyah and Graeme Segal, and was notably expanded upon by Edward Witten, Richard Borcherds, and Maxim Kontsevich. However, most physically-relevant quantum field theories, such as the Standard Model, are not topological quantum field theories; the quantum field theory of the fractional quantum Hall effect is a notable exception. The main impact of axiomatic topological quantum field theory has been on mathematics, with important applications in representation theory, algebraic topology, and differential geometry.


          Finding the proper axioms for quantum field theory is still an open and difficult problem in mathematics. One of the Millennium Prize Problemsproving the existence of a mass gap in Yang-Mills theoryis linked to this issue.


          


          Phenomena associated with quantum field theory


          In the previous part of the article, we described the most general properties of quantum field theories. Some of the quantum field theories studied in various fields of theoretical physics possess additional special properties, such as renormalizability, gauge symmetry, and supersymmetry. These are described in the following sections.


          


          Renormalization


          Early in the history of quantum field theory, it was found that many seemingly innocuous calculations, such as the perturbative shift in the energy of an electron due to the presence of the electromagnetic field, give infinite results. Many of these problems are related to failures in classical electrodynamics that were identified (but unsolved) as far back as the 19th century, and they basically stem from the fact that many of the supposedly "intrinsic" properties of an electron are tied to the electromagnetic field with which it interacts. To illustrate this, recall from the preceding discussion that the interaction Hamiltonian between two quantum fields, such as the electron field and the electromagnetic field, need not conserve particle number. Thus, even if we start out with a single electron and no photons, the quantum state will rapidly evolve into a superposition of states that can include one or more photons. Therefore, the energy carried by that "single" electronits self energyis not simply the "bare" value, but also includes the energy contained in an attendant cloud of photons. When this self energy is computed, one finds that the contribution of photons possessing arbitrarily high energies (or, equivalently, arbitrarily short wavelengths) leads to a formally infinite value.


          The solution to this problem, first given by Julian Schwinger, is called renormalization. The idea is to impose a " cutoff" for the photonic contribution, e.g. by postulating that photons cannot possess energies above some extremely high value. Any quantity we wish to compute, such as the rest energy, is now finite but dependent on the cutoff. We then recast the result in terms of physically-observable quantities such as the observed electron mass, instead of unobservable quantities such as the cutoff energy and the bare electron mass. The final result is independent of all details of the cutoff procedure, including the value of the cutoff energy, provided the relevant processes occur at energies far below the cutoff.


          The renormalization procedure only works for a certain class of quantum field theories, called renormalizable quantum field theories. The Standard Model of particle physics is renormalizable, and so are its component theories ( quantum electrodynamics/ electroweak theory and quantum chromodynamics). According to the theory of the renormalization group, each renormalizable theory is a unique low-energy limit (i.e. a so-called " effective field theory") for a broad range of high-energy theories. Renormalizable theories are therefore independent of the precise nature of the underlying high-energy phenomena.


          


          Gauge freedom


          A gauge theory is a theory that admits a symmetry with a local parameter. For example, in every quantum theory the global phase of the wave function is arbitrary and does not represent something physical. Consequently, the theory is invariant under a global change of phases (adding a constant to the phase of all wave functions, everywhere); this is a global symmetry. In quantum electrodynamics, the theory is also invariant under a local change of phase, that is - one may shift the phase of all wave functions so that the shift may be different at every point in space-time. This is a local symmetry. However, in order for a well-defined derivative operator to exist, one must introduce a new field, the gauge field, which also transforms in order for the local change of variables (the phase in our example) not to affect the derivative. In quantum electrodynamics this gauge field is the electromagnetic field. The change of local gauge of variables is termed gauge transformation.


          In quantum field theory the excitations of fields represent particles. The particle associated with excitations of the gauge field is the gauge boson, which is the photon in the case of quantum electrodynamics.


          The degrees of freedom in quantum field theory are local fluctuations of the fields. The existence of a gauge symmetry reduces the number of degrees of freedom, simply because some fluctuations of the fields can be transformed to zero by gauge transformations, so they are equivalent to having no fluctuations at all, and they therefore have no physical meaning. Such fluctuations are usually called "non-physical degrees of freedom" or gauge artifacts; usually some of them have a negative norm, making them inadequate for a consistent theory. Therefore, if a classical field theory has a gauge symmetry, then its quantized version (i.e. the corresponding quantum field theory) will have this symmetry as well. In other words, a gauge symmetry cannot have a quantum anomaly. If a gauge symmetry is anomalous (i.e. not kept in the quantum theory) then the theory is non-consistent: for example, in quantum electrodynamics, had there been a gauge anomaly, this would require the appearance of photons with longitudinal polarization and polarization in the time direction, the latter having a negative norm, rendering the theory inconsistent; another possibility would be for these photons to appear only in intermediate processes but not in the final products of any interaction, making the theory non unitary and again inconsistent (see optical theorem).


          In general, the gauge transformations of a theory consist several different transformations, which may not be commutative. These transformations are together described by a mathematical object known as a gauge group. Infinitesimal gauge transformations are the gauge group generators. Therefore the number of gauge bosons is the group dimension (i.e. number of generators forming a basis).


          All the fundamental interactions in nature are described by gauge theories. These are:


          
            	Quantum electrodynamics, whose gauge transformation is a local change of phase, so that the gauge group is U(1). The gauge boson is the photon.


            	Quantum chromodynamics, whose gauge group is SU(3). The gauge bosons are eight gluons.


            	The electroweak Theory, whose gauge group is [image: U(1)\times SU(2)] (a direct product of U(1) and SU(2)).


            	Gravity, whose classical theory is general relativity, admits the equivalence principle which is a form of gauge symmetry.

          


          


          Supersymmetry


          Supersymmetry assumes that every fundamental fermion has a superpartner that is a boson and vice versa. It was introduced in order to solve the so-called Hierarchy Problem, that is, to explain why particles not protected by any symmetry (like the Higgs boson) do not receive radiative corrections to its mass driving it to the larger scales (GUT, Planck...). It was soon realized that supersymmetry has other interesting properties: its gauged version is an extension of general relativity ( Supergravity), and it is a key ingredient for the consistency of string theory.


          The way supersymmetry protects the hierarchies is the following: since for every particle there is a superpartner with the same mass, any loop in a radiative correction is cancelled by the loop corresponding to its superpartner, rendering the theory UV finite.


          Since no superpartners have yet been observed, if supersymmetry exists it must be broken (through a so-called soft term, which breaks supersymmetry without ruining its helpful features). The simplest models of this breaking require that the energy of the superpartners not be too high; in these cases, supersymmetry is expected to be observed by experiments at the Large Hadron Collider.
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            [image: Fig. 1: Probability densities corresponding to the wavefunctions of an electron in a hydrogen atom possessing definite energy (increasing downward: n = 1, 2, 3, ...) and angular momentum (increasing across: s, p, d,...). Brighter areas correspond to higher probability density for a position measurement. Wavefunctions like these are directly comparable to Chladni's figures of acoustic modes of vibration in classical physics and are indeed modes of oscillation as well: they possess a sharp energy and thus a keen frequency. The angular momentum and energy are quantized, and only take on discrete values like those shown (as is the case for resonant frequencies in acoustics).]
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          Quantum mechanics is the study of mechanical systems whose dimensions are close to or below the atomic scale, such as molecules, atoms, electrons, protons and other subatomic particles. Quantum mechanics is a fundamental branch of physics with wide applications. Quantum theory generalizes classical mechanics and provides accurate descriptions for many previously unexplained phenomena such as black body radiation and stable electron orbits. The effects of quantum mechanics are typically not observable on macroscopic scales, but become evident at the atomic and subatomic level. There are however exceptions to this rule such as superfluidity.


          


          Overview


          The word quantum came from the Latin word which means "how great" or "how much." In quantum mechanics, it refers to a discrete unit that quantum theory assigns to certain physical quantities, such as the energy of an atom at rest (see Figure 1, at right). The discovery that waves have discrete energy packets (called quanta) that behave in a manner similar to particles led to the branch of physics that deals with atomic and subatomic systems which we today call quantum mechanics. It is the underlying mathematical framework of many fields of physics and chemistry, including condensed matter physics, solid-state physics, atomic physics, molecular physics, computational chemistry, quantum chemistry, particle physics, and nuclear physics. The foundations of quantum mechanics were established during the first half of the twentieth century by Werner Heisenberg, Max Planck, Louis de Broglie, Albert Einstein, Niels Bohr, Erwin Schrdinger, Max Born, John von Neumann, Paul Dirac, Wolfgang Pauli and others. Some fundamental aspects of the theory are still actively studied.


          Quantum mechanics is essential to understand the behaviour of systems at atomic length scales and smaller. For example, if Newtonian mechanics governed the workings of an atom, electrons would rapidly travel towards and collide with the nucleus, making stable atoms impossible. However, in the natural world the electrons normally remain in an unknown orbital path around the nucleus, defying classical electromagnetism.


          Quantum mechanics was initially developed to provide a better explanation of the atom, especially the spectra of light emitted by different atomic species. The quantum theory of the atom was developed as an explanation for the electron's staying in its orbital, which could not be explained by Newton's laws of motion and by Maxwell's laws of classical electromagnetism.


          In the formalism of quantum mechanics, the state of a system at a given time is described by a complex wave function (sometimes referred to as orbitals in the case of atomic electrons), and more generally, elements of a complex vector space. This abstract mathematical object allows for the calculation of probabilities of outcomes of concrete experiments. For example, it allows one to compute the probability of finding an electron in a particular region around the nucleus at a particular time. Contrary to classical mechanics, one can never make simultaneous predictions of conjugate variables, such as position and momentum, with arbitrary accuracy. For instance, electrons may be considered to be located somewhere within a region of space, but with their exact positions being unknown. Contours of constant probability, often referred to as clouds may be drawn around the nucleus of an atom to conceptualize where the electron might be located with the most probability. Heisenberg's uncertainty principle quantifies the inability to precisely locate the particle.


          The other exemplar that led to quantum mechanics was the study of electromagnetic waves such as light. When it was found in 1900 by Max Planck that the energy of waves could be described as consisting of small packets or quanta, Albert Einstein exploited this idea to show that an electromagnetic wave such as light could be described by a particle called the photon with a discrete energy dependent on its frequency. This led to a theory of unity between subatomic particles and electromagnetic waves called waveparticle duality in which particles and waves were neither one nor the other, but had certain properties of both. While quantum mechanics describes the world of the very small, it also is needed to explain certain  macroscopic quantum systems such as superconductors and superfluids.


          Broadly speaking, quantum mechanics incorporates four classes of phenomena that classical physics cannot account for: (i) the quantization (discretization) of certain physical quantities, (ii) wave-particle duality, (iii) the uncertainty principle, and (iv) quantum entanglement. Each of these phenomena is described in detail in subsequent sections.


          


          History


          The history of quantum mechanics began essentially with the 1838 discovery of cathode rays by Michael Faraday, the 1859 statement of the black body radiation problem by Gustav Kirchhoff, the 1877 suggestion by Ludwig Boltzmann that the energy states of a physical system could be discrete, and the 1900 quantum hypothesis by Max Planck that any energy is radiated and absorbed in quantities divisible by discrete energy elements, E, such that each of these energy elements is proportional to the frequency  with which they each individually radiate energy, as defined by the following formula:


          
            	[image:  E = h \nu = \hbar \omega\, ]

          


          where h is Planck's Action Constant. Although Planck insisted that this was simply an aspect of the absorption and radiation of energy and had nothing to do with the physical reality of the energy itself, in 1905, to explain the photoelectric effect (1839), i.e. that shining light on certain materials can function to eject electrons from the material, Albert Einstein postulated, as based on Plancks quantum hypothesis, that light itself consists of individual quanta, which later came to be called photons (1926). From Einstein's simple postulation was borne a flurry of debating, theorizing and testing, and thus, the entire field of quantum physics.


          


          Relativity and quantum mechanics


          The modern world of physics is notably founded on two tested and demonstrably sound theories of general relativity and quantum mechanics theories which appear to contradict one another. The defining postulates of both Einstein's theory of relativity and quantum theory are indisputably supported by rigorous and repeated empirical evidence. However, while they do not directly contradict each other theoretically (at least with regard to primary claims), they are resistant to being incorporated within one cohesive model.


          Einstein himself is well known for rejecting some of the claims of quantum mechanics. While clearly inventive in this field, he did not accept the more philosophical consequences and interpretations of quantum mechanics, such as the lack of deterministic causality and the assertion that a single subatomic particle can occupy numerous areas of space at one time. He also was the first to notice some of the apparently exotic consequences of entanglement and used them to formulate the Einstein-Podolsky-Rosen paradox, in the hope of showing that quantum mechanics has unacceptable implications. This was 1935, but in 1964 it was shown by John Bell (see Bell inequality) that Einstein's assumption that quantum mechanics is correct, but has to be completed by hidden variables, was based on wrong philosophical assumptions: according to the paper of J. Bell and the Copenhagen interpretation (the common interpretation of quantum mechanics by physicists for decades), and contrary to Einstein's ideas, quantum mechanics is


          
            	neither a "realistic" theory (since quantum measurements do not state pre-existing properties, but rather they prepare properties)

          


          
            	nor a local theory (essentially not, because the state vector [image: |\psi\rangle ] determines simultaneously the probability amplitudes at all sites, [image: |\psi\rangle\to\psi(\mathbf r), \forall \mathbf r]).

          


          The Einstein-Podolsky-Rosen paradox shows in any case that there exist experiments by which one can measure the state of one particle and instantaneously change the state of its entangled partner, although the two particles can be an arbitrary distance apart; however, this effect does not violate causality, since no transfer of information happens. These experiments are the basis of some of the most topical applications of the theory, quantum cryptography, which works well, although at small distances of typically [image:  {\le} ] 1000 km, being on the market since 2004.


          There do exist quantum theories which incorporate special relativityfor example, quantum electrodynamics (QED), which is currently the most accurately tested physical theory and these lie at the very heart of modern particle physics. Gravity is negligible in many areas of particle physics, so that unification between general relativity and quantum mechanics is not an urgent issue in those applications. However, the lack of a correct theory of quantum gravity is an important issue in cosmology.


          


          Attempts at a unified theory


          Inconsistencies arise when one tries to join the quantum laws with general relativity, a more elaborate description of spacetime which incorporates gravitation. Resolving these inconsistencies has been a major goal of twentieth- and twenty-first-century physics. Many prominent physicists, including Stephen Hawking, have labored in the attempt to discover a " Grand Unification Theory" that combines not only different models of subatomic physics, but also derives the universe's four forcesthe strong force, electromagnetism, weak force, and gravity from a single force or phenomenon.


          


          Quantum mechanics and classical physics


          Predictions of quantum mechanics have been verified experimentally to a very high degree of accuracy. Thus, the current logic of correspondence principle between classical and quantum mechanics is that all objects obey laws of quantum mechanics, and classical mechanics is just a quantum mechanics of large systems (or a statistical quantum mechanics of a large collection of particles). Laws of classical mechanics thus follow from laws of quantum mechanics at the limit of large systems or large quantum numbers.


          Main differences between classical and quantum theories have already been mentioned above in the remarks on the Einstein-Podolsky-Rosen paradox. Essentially the difference boils down to the statement that quantum mechanics is coherent (addition of amplitudes), whereas classical theories are incoherent (addition of intensities). Thus, such quantities as coherence lengths and coherence times come into play. For microscopic bodies the extension of the system is certainly much smaller than the coherence length; for macroscopic bodies one expects that it should be the other way round.


          This is in accordance with the following observations:


          Many macroscopic properties of classic systems are direct consequences of quantum behaviour of its parts. For example, stability of bulk matter (which consists of atoms and molecules which would quickly collapse under electric forces alone), rigidity of this matter, mechanical, thermal, chemical, optical and magnetic properties of this matterthey are all results of interaction of electric charges under the rules of quantum mechanics.


          Whilst seemingly exotic behavior of matter posited by quantum mechanics and relativity theory become more apparent when dealing with extremely fast-moving or extremely tiny particles, the laws of classical Newtonian physics still remain accurate in predicting the behaviour of surrounding (large) objectsof the order of the size of large molecules and biggerat velocities much smaller than the velocity of light.


          


          Theory


          There are numerous mathematically equivalent formulations of quantum mechanics. One of the oldest and most commonly used formulations is the transformation theory proposed by Cambridge theoretical physicist Paul Dirac, which unifies and generalizes the two earliest formulations of quantum mechanics, matrix mechanics (invented by Werner Heisenberg) and wave mechanics (invented by Erwin Schrdinger).


          In this formulation, the instantaneous state of a quantum system encodes the probabilities of its measurable properties, or " observables". Examples of observables include energy, position, momentum, and angular momentum. Observables can be either continuous (e.g., the position of a particle) or discrete (e.g., the energy of an electron bound to a hydrogen atom).


          Generally, quantum mechanics does not assign definite values to observables. Instead, it makes predictions about probability distributions; that is, the probability of obtaining each of the possible outcomes from measuring an observable. Naturally, these probabilities will depend on the quantum state at the instant of the measurement. There are, however, certain states that are associated with a definite value of a particular observable. These are known as "eigenstates" of the observable ("eigen" can be roughly translated from German as inherent or as a characteristic). In the everyday world, it is natural and intuitive to think of everything being in an eigenstate of every observable. Everything appears to have a definite position, a definite momentum, and a definite time of occurrence. However, quantum mechanics does not pinpoint the exact values for the position or momentum of a certain particle in a given space in a finite time; rather, it only provides a range of probabilities of where that particle might be. Therefore, it became necessary to use different words for (a) the state of something having an uncertainty relation and (b) a state that has a definite value. The latter is called the "eigenstate" of the property being measured.


          For example, consider a free particle. In quantum mechanics, there is wave-particle duality so the properties of the particle can be described as a wave. Therefore, its quantum state can be represented as a wave, of arbitrary shape and extending over all of space, called a wave function. The position and momentum of the particle are observables. The Uncertainty Principle of quantum mechanics states that both the position and the momentum cannot simultaneously be known with infinite precision at the same time. However, one can measure just the position alone of a moving free particle creating an eigenstate of position with a wavefunction that is very large at a particular position x, and almost zero everywhere else. If one performs a position measurement on such a wavefunction, the result x will be obtained with almost 100% probability. In other words, the position of the free particle will almost be known. This is called an eigenstate of position (mathematically more precise: a generalized eigenstate ( eigendistribution) ). If the particle is in an eigenstate of position then its momentum is completely unknown. An eigenstate of momentum, on the other hand, has the form of a plane wave. It can be shown that the wavelength is equal to h/p, where h is Planck's constant and p is the momentum of the eigenstate. If the particle is in an eigenstate of momentum then its position is completely blurred out.


          Usually, a system will not be in an eigenstate of whatever observable we are interested in. However, if one measures the observable, the wavefunction will instantaneously be an eigenstate (or generalized eigenstate) of that observable. This process is known as wavefunction collapse. It involves expanding the system under study to include the measurement device, so that a detailed quantum calculation would no longer be feasible and a classical description must be used. If one knows the corresponding wave function at the instant before the measurement, one will be able to compute the probability of collapsing into each of the possible eigenstates. For example, the free particle in the previous example will usually have a wavefunction that is a wave packet centered around some mean position x0, neither an eigenstate of position nor of momentum. When one measures the position of the particle, it is impossible to predict with certainty the result that we will obtain. It is probable, but not certain, that it will be near x0, where the amplitude of the wave function is large. After the measurement is performed, having obtained some result x, the wave function collapses into a position eigenstate centered at x.


          Wave functions can change as time progresses. An equation known as the Schrdinger equation describes how wave functions change in time, a role similar to Newton's second law in classical mechanics. The Schrdinger equation, applied to the aforementioned example of the free particle, predicts that the centre of a wave packet will move through space at a constant velocity, like a classical particle with no forces acting on it. However, the wave packet will also spread out as time progresses, which means that the position becomes more uncertain. This also has the effect of turning position eigenstates (which can be thought of as infinitely sharp wave packets) into broadened wave packets that are no longer position eigenstates.


          Some wave functions produce probability distributions that are constant in time. Many systems that are treated dynamically in classical mechanics are described by such "static" wave functions. For example, a single electron in an unexcited atom is pictured classically as a particle moving in a circular trajectory around the atomic nucleus, whereas in quantum mechanics it is described by a static, spherically symmetric wavefunction surrounding the nucleus (Fig. 1). (Note that only the lowest angular momentum states, labeled s, are spherically symmetric).


          The time evolution of wave functions is deterministic in the sense that, given a wavefunction at an initial time, it makes a definite prediction of what the wavefunction will be at any later time. During a measurement, the change of the wavefunction into another one is not deterministic, but rather unpredictable, i.e., random.


          The probabilistic nature of quantum mechanics thus stems from the act of measurement. This is one of the most difficult aspects of quantum systems to understand. It was the central topic in the famous Bohr-Einstein debates, in which the two scientists attempted to clarify these fundamental principles by way of thought experiments. In the decades after the formulation of quantum mechanics, the question of what constitutes a "measurement" has been extensively studied. Interpretations of quantum mechanics have been formulated to do away with the concept of "wavefunction collapse"; see, for example, the relative state interpretation. The basic idea is that when a quantum system interacts with a measuring apparatus, their respective wavefunctions become entangled, so that the original quantum system ceases to exist as an independent entity. For details, see the article on measurement in quantum mechanics.


          


          Mathematical formulation


          In the mathematically rigorous formulation of quantum mechanics, developed by Paul Dirac and John von Neumann, the possible states of a quantum mechanical system are represented by unit vectors (called "state vectors") residing in a complex separable Hilbert space (variously called the "state space" or the "associated Hilbert space" of the system) well defined up to a complex number of norm 1 (the phase factor). In other words, the possible states are points in the projectivization of a Hilbert space. The exact nature of this Hilbert space is dependent on the system; for example, the state space for position and momentum states is the space of square-integrable functions, while the state space for the spin of a single proton is just the product of two complex planes. Each observable is represented by a maximally- Hermitian (precisely: by a self-adjoint) linear operator acting on the state space. Each eigenstate of an observable corresponds to an eigenvector of the operator, and the associated eigenvalue corresponds to the value of the observable in that eigenstate. If the operator's spectrum is discrete, the observable can only attain those discrete eigenvalues.


          The time evolution of a quantum state is described by the Schrdinger equation, in which the Hamiltonian, the operator corresponding to the total energy of the system, generates time evolution.


          The inner product between two state vectors is a complex number known as a probability amplitude. During a measurement, the probability that a system collapses from a given initial state to a particular eigenstate is given by the square of the absolute value of the probability amplitudes between the initial and final states. The possible results of a measurement are the eigenvalues of the operator - which explains the choice of Hermitian operators, for which all the eigenvalues are real. We can find the probability distribution of an observable in a given state by computing the spectral decomposition of the corresponding operator. Heisenberg's uncertainty principle is represented by the statement that the operators corresponding to certain observables do not commute.


          The Schrdinger equation acts on the entire probability amplitude, not merely its absolute value. Whereas the absolute value of the probability amplitude encodes information about probabilities, its phase encodes information about the interference between quantum states. This gives rise to the wave-like behaviour of quantum states.


          It turns out that analytic solutions of Schrdinger's equation are only available for a small number of model Hamiltonians, of which the quantum harmonic oscillator, the particle in a box, the hydrogen molecular ion and the hydrogen atom are the most important representatives. Even the helium atom, which contains just one more electron than hydrogen, defies all attempts at a fully analytic treatment. There exist several techniques for generating approximate solutions. For instance, in the method known as perturbation theory one uses the analytic results for a simple quantum mechanical model to generate results for a more complicated model related to the simple model by, for example, the addition of a weak potential energy. Another method is the "semi-classical equation of motion" approach, which applies to systems for which quantum mechanics produces weak deviations from classical behaviour. The deviations can be calculated based on the classical motion. This approach is important for the field of quantum chaos.


          An alternative formulation of quantum mechanics is Feynman's path integral formulation, in which a quantum-mechanical amplitude is considered as a sum over histories between initial and final states; this is the quantum-mechanical counterpart of action principles in classical mechanics.


          


          Interactions with other scientific theories


          The fundamental rules of quantum mechanics are very broad. They assert that the state space of a system is a Hilbert space and the observables are Hermitian operators acting on that space, but do not tell us which Hilbert space or which operators, or if it even exists. These must be chosen appropriately in order to obtain a quantitative description of a quantum system. An important guide for making these choices is the correspondence principle, which states that the predictions of quantum mechanics reduce to those of classical physics when a system moves to higher energies or equivalently, larger quantum numbers. In other words, classic mechanics is simply a quantum mechanics of large systems. This "high energy" limit is known as the classical or correspondence limit. One can therefore start from an established classical model of a particular system, and attempt to guess the underlying quantum model that gives rise to the classical model in the correspondence limit


          
            [image: ]


            
              Unsolved problems in physics: In the correspondence limit of quantum mechanics: Is there a preferred interpretation of quantum mechanics? How does the quantum description of reality, which includes elements such as the superposition of states and wavefunction collapse, give rise to the reality we perceive?
            

          


          When quantum mechanics was originally formulated, it was applied to models whose correspondence limit was non-relativistic classical mechanics. For instance, the well-known model of the quantum harmonic oscillator uses an explicitly non-relativistic expression for the kinetic energy of the oscillator, and is thus a quantum version of the classical harmonic oscillator.


          Early attempts to merge quantum mechanics with special relativity involved the replacement of the Schrdinger equation with a covariant equation such as the Klein-Gordon equation or the Dirac equation. While these theories were successful in explaining many experimental results, they had certain unsatisfactory qualities stemming from their neglect of the relativistic creation and annihilation of particles. A fully relativistic quantum theory required the development of quantum field theory, which applies quantization to a field rather than a fixed set of particles. The first complete quantum field theory, quantum electrodynamics, provides a fully quantum description of the electromagnetic interaction.


          The full apparatus of quantum field theory is often unnecessary for describing electrodynamic systems. A simpler approach, one employed since the inception of quantum mechanics, is to treat charged particles as quantum mechanical objects being acted on by a classical electromagnetic field. For example, the elementary quantum model of the hydrogen atom describes the electric field of the hydrogen atom using a classical [image: -\frac{e^2}{4 \pi\ \epsilon_0\ } \frac{1}{r}] Coulomb potential. This "semi-classical" approach fails if quantum fluctuations in the electromagnetic field play an important role, such as in the emission of photons by charged particles.


          Quantum field theories for the strong nuclear force and the weak nuclear force have been developed. The quantum field theory of the strong nuclear force is called quantum chromodynamics, and describes the interactions of the subnuclear particles: quarks and gluons. The weak nuclear force and the electromagnetic force were unified, in their quantized forms, into a single quantum field theory known as electroweak theory.


          It has proven difficult to construct quantum models of gravity, the remaining fundamental force. Semi-classical approximations are workable, and have led to predictions such as Hawking radiation. However, the formulation of a complete theory of quantum gravity is hindered by apparent incompatibilities between general relativity, the most accurate theory of gravity currently known, and some of the fundamental assumptions of quantum theory. The resolution of these incompatibilities is an area of active research, and theories such as string theory are among the possible candidates for a future theory of quantum gravity.


          


          Derivation of quantization


          The particle in a 1-dimensional potential energy box is the most simple example where restraints lead to the quantization of energy levels. The box is defined as zero potential energy inside a certain interval and infinite everywhere outside that interval. For the 1-dimensional case in the x direction, the time-independent Schrdinger equation can be written as:


          
            	[image:  - \frac {\hbar ^2}{2m} \frac {d ^2 \psi}{dx^2} = E \psi.]

          


          The general solutions are:


          
            	[image:  \psi = A e^{ikx} + B e ^{-ikx} \;\;\;\;\;\; E = \frac{k^2 \hbar^2}{2m}]

          


          
            	[image:  \psi = C \sin kx + D \cos kx \;] ( exponential rewrite)

          


          The presence of the walls of the box restricts the acceptable solutions to the wavefunction. At each wall :


          
            	[image:  \psi = 0 \; \mathrm{at} \;\; x = 0,\; x = L]

          


          Consider x = 0


          
            	sin 0 = 0, cos 0 = 1. To satisfy [image:  \psi = 0 \;] D = 0 (cos term is removed)

          


          Now Consider: [image:  \psi = C \sin kx \;]


          
            	at X = L, [image:  \psi = C \sin kL \;]


            	If C = 0 then [image:  \psi =0 \; ] for all x and would conflict with Born interpretation


            	therefore sin kL must be satisfied by

          


          
            	
              
                	[image:  kL = n \pi \;\;\;\; n = 1,2,3,4,5 \;]

              

            

          


          In this situation, n must be an integer showing the quantization of the energy levels.


          


          Applications


          Quantum mechanics has had enormous success in explaining many of the features of our world. The individual behaviour of the subatomic particles that make up all forms of matterelectrons, protons, neutrons, photons and otherscan often only be satisfactorily described using quantum mechanics. Quantum mechanics has strongly influenced string theory, a candidate for a theory of everything (see reductionism). It is also related to statistical mechanics.


          Quantum mechanics is important for understanding how individual atoms combine covalently to form chemicals or molecules. The application of quantum mechanics to chemistry is known as quantum chemistry. (Relativistic) quantum mechanics can in principle mathematically describe most of chemistry. Quantum mechanics can provide quantitative insight into ionic and covalent bonding processes by explicitly showing which molecules are energetically favorable to which others, and by approximately how much. Most of the calculations performed in computational chemistry rely on quantum mechanics.


          Much of modern technology operates at a scale where quantum effects are significant. Examples include the laser, the transistor, the electron microscope, and magnetic resonance imaging. The study of semiconductors led to the invention of the diode and the transistor, which are indispensable for modern electronics.


          Researchers are currently seeking robust methods of directly manipulating quantum states. Efforts are being made to develop quantum cryptography, which will allow guaranteed secure transmission of information. A more distant goal is the development of quantum computers, which are expected to perform certain computational tasks exponentially faster than classical computers. Another active research topic is quantum teleportation, which deals with techniques to transmit quantum states over arbitrary distances.


          In many devices, even the simple light switch, quantum tunneling is vital, as otherwise the electrons in the electric current could not penetrate the potential barrier made up, in the case of the light switch, of a layer of oxide. Flash memory chips found in USB drives also use quantum tunneling to erase their memory cells.


          


          Philosophical consequences


          Since its inception, the many counter-intuitive results of quantum mechanics have provoked strong philosophical debate and many interpretations. Even fundamental issues such as Max Born's basic rules concerning probability amplitudes and probability distributions took decades to be appreciated.


          The Copenhagen interpretation, due largely to the Danish theoretical physicist Niels Bohr, is the interpretation of quantum mechanics most widely accepted amongst physicists. According to it, the probabilistic nature of quantum mechanics predictions cannot be explained in terms of some other deterministic theory, and does not simply reflect our limited knowledge. Quantum mechanics provides probabilistic results because the physical universe is itself probabilistic rather than deterministic.


          Albert Einstein disliked this loss of determinism in measurement. (Hence his famous quote "God does not play dice with the universe.") He held that there should be a local hidden variable theory underlying quantum mechanics and consequently the present theory was incomplete. In retaliation of the seemingly religious dogma he produced a series of objections to the theory, the most famous of which has become known as the EPR paradox. Suspicions exist that quantum mechanics was created to be confusing and difficult to disprove in order to give lesser scientists a chance to go down in history next to Einstein. John Bell showed that the EPR paradox led to experimentally testable differences between quantum mechanics and local theories. Experiments whose validities are highly questioned have been taken as confirming that quantum mechanics is correct and the real world must be described in terms of nonlocal theories.


          The writer C. S. Lewis viewed quantum mechanics as incomplete, because notions of indeterminism did not agree with his religious beliefs. Lewis, a professor of English, was of the opinion that the Heisenberg uncertainty principle was more of an epistemic limitation than an indication of ontological indeterminacy, and in this respect believed similarly to many advocates of hidden variables theories. The Bohr-Einstein debates provide a vibrant critique of the Copenhagen Interpretation from an epistemological point of view.


          The Everett many-worlds interpretation, formulated in 1956, holds that all the possibilities described by quantum theory simultaneously occur in a " multiverse" composed of mostly independent parallel universes. This is not accomplished by introducing some new axiom to quantum mechanics, but on the contrary by removing the axiom of the collapse of the wave packet: All the possible consistent states of the measured system and the measuring apparatus (including the observer) are present in a real physical (not just formally mathematical, as in other interpretations) quantum superposition. (Such a superposition of consistent state combinations of different systems is called an entangled state.) While the multiverse is deterministic, we perceive non-deterministic behaviour governed by probabilities, because we can observe only the universe, i.e. the consistent state contribution to the mentioned superposition, we inhabit. Everett's interpretation is perfectly consistent with John Bell's experiments and makes them intuitively understandable. However, according to the theory of quantum decoherence, the parallel universes will never be accessible to us. This inaccessibility can be understood as follows: once a measurement is done, the measured system becomes entangled with both the physicist who measured it and a huge number of other particles, some of which are photons flying away towards the other end of the universe; in order to prove that the wave function did not collapse one would have to bring all these particles back and measure them again, together with the system that was measured originally. This is completely impractical, but even if one can theoretically do this, it would destroy any evidence that the original measurement took place (including the physicist's memory).


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Quantum_mechanics"
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            [image: The six flavors of quarks and their most likely decay modes. Mass decreases moving from right to left.]

            
              The six flavours of quarks and their most likely decay modes. Mass decreases moving from right to left.
            

          


          A quark (IPA: /kwɔrk/) is a generic type of physical particle that forms one of the two basic constituents of matter, the other being the lepton. Various species of quarks combine in specific ways to form protons and neutrons, in each case taking exactly three quarks to make the composite particle in question.


          There are six different types of quark, usually known as flavours: up, down, charm, strange, top, and bottom. (Their names were chosen arbitrarily based on the need to name them something that could be easily remembered and used.) The up and down varieties are abundant, and are distinguished by (among other things) their electric charge. It is this which makes the difference when quarks clump together to form protons or neutrons: a proton is made up of two up quarks and one down quark, yielding a net charge of +1; while a neutron contains one up quark and two down quarks, yielding a net charge of 0. Quarks are the only fundamental particles that interact through all four of the fundamental forces. Antiparticles of quarks are called antiquarks. Isolated quarks are never found naturally; they are almost always found in groups of two ( mesons) or groups of three ( baryons) called hadrons. This is a direct consequence of confinement.


          


          Properties


          The following table summarizes the key properties of the six known quarks:


          
            	
              
                
                  	Generation

                  	Weak

                  Isospin

                  	Flavor

                  	Name

                  	Symbol

                  	Charge

                  e

                  	Mass

                  MeV/ c2

                  	Antiparticle

                  	Symbol
                


                
                  	1

                  	+

                  	Iz=+

                  	Up

                  	u

                  	+⅔

                  	1.5  4.0

                  	Antiup

                  	u
                


                
                  	1

                  	-

                  	Iz=-

                  	Down

                  	d

                  	-⅓

                  	4  8

                  	Antidown

                  	d
                


                
                  	2

                  	+

                  	C=1

                  	Charm

                  	c

                  	+⅔

                  	1150  1350

                  	Anticharm

                  	c
                


                
                  	2

                  	-

                  	S=-1

                  	Strange

                  	s

                  	-⅓

                  	80  130

                  	Antistrange

                  	s
                


                
                  	3

                  	+

                  	T=1

                  	Top

                  	t

                  	+⅔

                  	170900  1800

                  	Antitop

                  	t
                


                
                  	3

                  	-

                  	B'=-1

                  	Bottom

                  	b

                  	-⅓

                  	4100  4400

                  	Antibottom

                  	b
                

              

            

          


          
            	Top quark mass from the Tevatron Electroweak Working Group


            	Other quark masses from Particle Data Group; these masses are given in the MS-bar scheme.


            	The quantum numbers of the top and bottom quarks are sometimes known as truth and beauty respectively, as an alternative to topness and bottomness.

          


          


          Flavor


          Each quark is assigned a baryon number, B = 1/3, and a vanishing lepton number L = 0. They have fractional electric charge, Q, either Q = +2/3 or Q = 1/3. The former are called up-type quarks, the latter, down-type quarks. Each quark is assigned a weak isospin: Tz = +1/2 for an up-type quark and Tz = 1/2 for a down-type quark. Each doublet of weak isospin defines a generation of quarks. There are three generations, and hence six flavours of quarks the up-type quark flavours are up, charm and top; the down-type quark flavours are down, strange, and bottom (each list is in the order of increasing mass).


          The number of generations of quarks and leptons are equal in the standard model. The number of generations of leptons with a light neutrino is strongly constrained by experiments at the LEP in CERN and by observations of the abundance of helium in the universe. Precision measurement of the lifetime of the Z boson at LEP constrains the number of light neutrino generations to be three. Astronomical observations of helium abundance give consistent results. Results of direct searches for a fourth generation give limits on the mass of the lightest possible fourth generation quark. The most stringent limit comes from analysis of results from the Tevatron collider at Fermilab, and shows that the mass of a fourth-generation quark must be greater than 190 GeV. Additional limits on extra quark generations come from measurements of quark mixing performed by the experiments Belle and BaBar.


          Each flavor defines a quantum number which is conserved under the strong interactions, but not the weak interactions. The magnitude of flavor changing in the weak interaction is encoded into a structure called the CKM matrix. This also encodes the CP violation allowed in the Standard Model. The flavor quantum numbers are described in detail in the article on flavor.


          


          Spin


          Quantum numbers corresponding to non-Abelian symmetries like rotations require more care in extraction, since they are not additive. In the quark model one builds mesons out of a quark and an antiquark, whereas baryons are built from three quarks. Since mesons are bosons (having integer spins) and baryons are fermions (having half-integer spins), the quark model implies that quarks are fermions. Further, the fact that the lightest baryons have spin-1/2 implies that each quark can have spin S = 1/2. The spins of excited mesons and baryons are completely consistent with this assignment.


          


          Colour


          Since quarks are fermions, the Pauli exclusion principle implies that the three valence quarks must be in an antisymmetric combination in a baryon. However, the charge Q= 2 baryon, Error in {{ SubatomicParticle/symbol}}: unknown particle link (which is one of four isospin Iz = 3/2 baryons) can only be made of three u quarks with parallel spins. Since this configuration is symmetric under interchange of the quarks, it implies that there exists another internal quantum number, which would then make the combination antisymmetric. This is given the name " colour", although it has nothing to do with the perception of the frequency (or wavelength) of light, which is the usual meaning of colour. This quantum number is the charge involved in the gauge theory called quantum chromodynamics (QCD).


          The only other colored particle is the gluon, which is the gauge boson of QCD. Like all other non-Abelian gauge theories (and unlike quantum electrodynamics) the gauge bosons interact with one another by the same force that affects the quarks.


          Colour is a gauged SU(3) symmetry. Quarks are placed in the fundamental representation, 3, and hence come in three colors (red, green, and blue). Gluons are placed in the adjoint representation, 8, and hence come in eight varieties.


          


          Confinement and quark properties


          Every subatomic particle is completely described by a small set of observables such as mass m and quantum numbers, such as spin b and parity r. Usually these properties are directly determined by experiments. However, confinement makes it impossible to measure these properties of quarks. Instead, they must be inferred from measurable properties of the composite particles which are made up of quarks. Such inferences are usually most easily made for certain additive quantum numbers called flavours.


          The composite particles made of quarks and antiquarks are the hadrons. These include the mesons which get their quantum numbers from a quark and an antiquark, and the baryons, which get theirs from three quarks. The quarks (and antiquarks) which impart quantum numbers to hadrons are called valence quarks. Apart from these, any hadron may contain an indefinite number of virtual quarks, antiquarks and gluons which together contribute nothing to their quantum numbers. Such virtual quarks are called sea quarks.


          It is now believed that so-called " neutron stars", collapsed remnants of a massive star in which the protons and electrons degenerate and combine to form neutrons, might actually exist instead in the form of up, down and strange quarks as a single "atom" in what is called a quark star.


          


          Free quarks


          
            [image: 1974 discovery photograph of a possible charmed baryon, now identified as the Σ++c]

            
              1974 discovery photograph of a possible charmed baryon, now identified as the ++c
            

          


          No search for free quarks or fractional electric charges has returned convincing evidence. The absence of free quarks has therefore been incorporated into the notion of confinement, which, it is believed, the theory of quarks must possess. This was expounded upon by Frank Wilczek, H. David Politzer and David Gross who concluded that the more quarks separated, the greater the attraction due to the strong force, making it impossible to separate the quarks into free particles. This has been called asymptotic freedom, for which Wilczek was awarded the Nobel Prize in Physics in 2004.


          Confinement began as an experimental observation, and is expected to follow from the modern theory of strong interactions, called quantum chromodynamics (QCD). Although there is no mathematical derivation of confinement in QCD, it is easy to show using lattice gauge theory.


          However, it may be possible to change the confinement by creating dense or hot quark matter. These new phases of QCD matter have been predicted theoretically, and experimental searches for them have now started at the RHIC. Under some theories, sufficient energy input [by high-speed relativistic collisions such as at the RHIC and planned at the LHC might also generate strange quarks arising from the vacuum, which could recombine with the up and down quarks to form a new type of nucleon called a strangelet or strange quark matter. Wilczek cautioned that there might be concern for an " ice-9" type reaction, in which a strangelet engaged in runaway fusion with normal nuclei, in a Letter to the Editor of Scientific American in 1999. However, he concluded that there likely should be no cause for concern, as most theories show such strangelets to be positively charged, and would repulse normal nuclei due to the charge repulsion of Coulomb's law.


          


          Quark masses


          Although one speaks of quark mass in the same way as the mass of any other particle, the notion of mass for quarks is complicated by the fact that quarks cannot be found free in nature. As a result, the notion of a quark mass is a theoretical construct, which makes sense only when one specifies exactly the procedure used to define it.


          


          Current quark mass


          The approximate chiral symmetry of quantum chromodynamics, for example, allows one to define the ratio between various (up, down and strange) quark masses through combinations of the masses of the pseudo-scalar meson octet in the quark model through chiral perturbation theory, giving


          
            	
              
                	[image: \frac{m_u}{m_d}=0.56\qquad{\rm and}\qquad\frac{m_s}{m_d}=20.1.]

              

            

          


          The fact that the up quark has mass is important, since there would be no strong CP problem if it were massless. The absolute values of the masses are currently determined from QCD sum rules (also called spectral function sum rules) and lattice QCD. Masses determined in this manner are called current quark masses. The connection between different definitions of the current quark masses needs the full machinery of renormalization for its specification.


          


          Valence quark mass


          Another, older, method of specifying the quark masses was to use the Gell-Mann-Nishijima mass formula in the quark model, which connect hadron masses to quark masses. The masses so determined are called constituent quark masses, and are significantly different from the current quark masses defined above. The constituent masses do not have any further dynamical meaning.


          


          Heavy quark masses


          The masses of the heavy charm and bottom quarks are obtained from the masses of hadrons containing a single heavy quark (and one light antiquark or two light quarks) and from the analysis of quarkonia. Lattice QCD computations using the heavy quark effective theory (HQET) or non-relativistic quantum chromodynamics (NRQCD) are currently used to determine these quark masses.


          The top quark is sufficiently heavy that perturbative QCD can be used to determine its mass. Before its discovery in 1995, the best theoretical estimates of the top quark mass are obtained from global analysis of precision tests of the Standard Model. The top quark, however, is unique amongst quarks in that it decays before having a chance to hadronize. Thus, its mass can be directly measured from the resulting decay products. This can only be done at the Tevatron which is the only particle accelerator energetic enough to produce top quarks in abundance.


          


          Antiquarks


          The additive quantum numbers of antiquarks are equal in magnitude and opposite in sign to those of the quarks. CPT symmetry forces them to have the same spin and mass as the corresponding quark. Tests of CPT symmetry cannot be performed directly on quarks and antiquarks, due to confinement, but can be performed on hadrons. Notation of antiquarks follows that of antimatter in general: an up quark is denoted by u, and an up antiquark is denoted by u.


          


          Substructure


          Some extensions of the Standard Model begin with the assumption that quarks and leptons have substructure. In other words, these models assume that the elementary particles of the Standard Model are in fact composite particles, made of some other elementary constituents. Such an assumption is open to experimental tests, and these theories are severely constrained by data. At present there is no evidence for such substructure. For more details see the article on preons.


          


          History


          The notion of quarks evolved out of a classification of hadrons developed independently in 1961 by Murray Gell-Mann and Kazuhiko Nishijima, which nowadays goes by the name of the quark model. The scheme grouped together particles with isospin and strangeness using a unitary symmetry derived from current algebra, which we today recognize as part of the approximate chiral symmetry of QCD. This is a global flavor SU(3) symmetry, which should not be confused with the gauge symmetry of QCD.


          In this scheme the lightest mesons (spin-0) and baryons (spin-) are grouped together into octets, 8, of flavor symmetry. A classification of the spin-3/2 baryons into the representation 10 yielded a prediction of a new particle, , the discovery of which in 1964 led to wide acceptance of the model. The missing representation 3 was identified with quarks.


          This scheme was called the eightfold way by Gell-Mann, a clever conflation of the octets of the model with the eightfold way of Buddhism. He also chose the name quark and attributed it to the sentence Three quarks for Muster Mark in James Joyce's Finnegans Wake. In reply to the common claim that he did not actually believe that quarks were real physical entities, Gell-Mann has been quoted as saying - "That is baloney. I have explained so many times that I believed from the beginning that quarks were confined inside objects like neutrons and protons, and in my early papers on quarks I described how they could be confined either by an infinite mass and infinite binding energy, or by a potential rising to infinity, which is what we believe today to be correct. Unfortunately, I referred to confined quarks as 'fictitious', meaning that they could not emerge to be utilized for applications such as catalysing nuclear fusion."


          Analysis of certain properties of high energy reactions of hadrons led Richard Feynman to postulate substructures of hadrons, which he called partons (since they form part of hadrons). A scaling of deep inelastic scattering cross sections derived from current algebra by James Bjorken received an explanation in terms of partons. When Bjorken scaling was verified in an experiment in 1969, it was immediately realized that partons and quarks could be the same thing. With the proof of asymptotic freedom in QCD in 1973 by David Gross, Frank Wilczek and David Politzer the connection was firmly established.


          The charm quark was postulated by Sheldon Glashow, John Iliopoulos and Luciano Maiani in 1970 to prevent unphysical flavor changes in weak decays which would otherwise occur in the standard model. The discovery in 1974 of the meson which came to be called the J/ led to the recognition that it was made of a charm quark and its antiquark.


          The existence of a third generation of quarks was predicted by Makoto Kobayashi and Toshihide Maskawa in 1973 who realized that the observed violation of CP symmetry by neutral kaons could not be accommodated into the Standard Model with two generations of quarks. The bottom quark was discovered in 1977 and the top quark in 1996 at the Tevatron collider in Fermilab.


          


          Origin of the word


          The word was originally coined by Murray Gell-Mann as a nonsense word rhyming with "pork", but without a spelling. Later, he found the word "quark" in James Joyce's book Finnegans Wake, and used the spelling but not the pronunciation:


          
            	Three quarks for Muster Mark!


            	Sure he has not got much of a bark


            	And sure any he has it's all beside the mark.

          


          In this context, the word rhymes with "mark", and "bark", but the physics term is pronounced "kwork". Gell-Mann's own explanation:


          
            	In 1963, when I assigned the name "quark" to the fundamental constituents of the nucleon, I had the sound first, without the spelling, which could have been "kwork". Then, in one of my occasional perusals of Finnegans Wake, by James Joyce, I came across the word "quark" in the phrase "Three quarks for Muster Mark". Since "quark" (meaning, for one thing, the cry of the gull) was clearly intended to rhyme with "Mark," as well as "bark" and other such words, I had to find an excuse to pronounce it as "kwork". But the book represents the dream of a publican named Humphrey Chimpden Earwicker. Words in the text are typically drawn from several sources at once, like the "portmanteau" words in "Through the Looking Glass". From time to time, phrases occur in the book that are partially determined by calls for drinks at the bar. I argued, therefore, that perhaps one of the multiple sources of the cry "Three quarks for Muster Mark" might be "Three quarts for Mister Mark," in which case the pronunciation "kwork" would not be totally unjustified. In any case, the number three fitted perfectly the way quarks occur in nature.

          


          The phrase "three quarks" is a particularly good fit (as mentioned in the above quote), as at the time, there were only three known quarks, and since quarks appear in groups of three in baryons.


          In Joyce's use, it is seabirds giving "three quarks", akin to three cheers, "quark" having a meaning of the cry of a gull (probably onomatopoeia, like "quack" for ducks). The word is also a pun on the relationship between Munster and its provincial capital, Cork.
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              	Quartz
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                  Quartz crystal group from Arkansas
                

              
            


            
              	General
            


            
              	Category

              	Mineral
            


            
              	Chemical formula

              	Silica (silicon dioxide, SiO2)
            


            
              	Identification
            


            
              	Colour

              	Clear (if no impurities); also see Varieties
            


            
              	Crystal habit

              	6-sided prism ending in 6-sided pyramid (typical)
            


            
              	Crystal system

              	rhombohedral class 32
            


            
              	Twinning

              	Dauphine law, Brazil law and Japan law
            


            
              	Cleavage

              	None
            


            
              	Fracture

              	Conchoidal
            


            
              	Mohs Scale hardness

              	7 - lower in impure varieties
            


            
              	Luster

              	Vitreous/glossy
            


            
              	Refractive index

              	n = 1.543 - 1.545 n = 1.552 - 1.554
            


            
              	Optical Properties

              	Uniaxial (+)
            


            
              	Birefringence

              	+0.009 (B-G interval)
            


            
              	Pleochroism

              	None
            


            
              	Streak

              	White
            


            
              	Specific gravity

              	2.65 constant; variable in impure varieties
            


            
              	Melting point

              	1650 (75) C
            


            
              	Solubility

              	11.0 +/- 1.1 PPM @ 25 C
            


            
              	Diaphaneity

              	Transparent to translucent
            


            
              	Other Characteristics

              	Piezoelectric
            

          


          Quartz (from German Quarz) is the most abundant mineral in the Earth's continental crust (although feldspar is more common in the world as a whole). It is made up of a lattice of silica (SiO2) tetrahedra. Quartz has a hardness of 7 on the Mohs scale and a density of 2.65 g/cm.


          


          Crystal habit


          Quartz belongs to the rhombohedral crystal system. The ideal crystal shape is a six-sided prism terminating with six-sided pyramids at each end. In nature quartz crystals are often twinned, distorted, or so intergrown with adjacent crystals of quartz or other minerals as to only show part of this shape, or to lack obvious crystal faces altogether and appear massive. Well-formed crystals typically form in a 'bed' that has unconstrained growth into a void, but because the crystals must be attached at the other end to a matrix, only one termination pyramid is present. A quartz geode is such a situation where the void is approximately spherical in shape, lined with a bed of crystals pointing inward.


          


          Varieties


          Pure quartz is colorless or white; colored varieties include rose quartz, amethyst, smoky quartz, milky quartz, and others. Quartz goes by an array of different names. The most important distinction between types of quartz is that of macrocrystalline (individual crystals visible to the unaided eye) and the microcrystalline or cryptocrystalline varieties (aggregates of crystals visible only under high magnification). Chalcedony is a generic term for cryptocrystalline quartz. The cryptocrystalline varieties are either translucent or mostly opaque, while the transparent varieties tend to be macrocrystalline.


          Although many of the varietal names historically arose from the color of the mineral, current scientific naming schemes refer primarily to the microstructure of the mineral. Colour is a secondary identifier for the cryptocrystalline minerals, although it is a primary identifier for the macrocrystalline varieties. This does not always hold true.


          
            
              Major Varieties
            

            
              	Chalcedony

              	Any cryptocrystalline quartz, although generally only used for white or lightly colored material. Otherwise more specific names are used.
            


            
              	Agate

              	Multi-colored, banded chalcedony, semi-translucent to translucent
            


            
              	Onyx

              	Agate where the bands are straight, parallel and consistent in size.
            


            
              	Jasper

              	Opaque chalcedony, typically red to brown
            


            
              	Aventurine

              	Translucent chalcedony with small inclusions (usually mica) that shimmer.
            


            
              	Tiger's eye

              	Fibrous gold to red-brown coloured quartz, exhibiting chatoyancy.
            


            
              	Rock crystal

              	Clear, colorless
            


            
              	Amethyst

              	Purple, transparent
            


            
              	Citrine

              	Yellow to reddish orange to brown, greenish yellow
            


            
              	Prasiolite

              	Mint green, transparent
            


            
              	Rose quartz

              	Pink, translucent, may display diasterism
            


            
              	Rutilated quartz

              	Contains acicular (needles) inclusions of rutile
            


            
              	Milk quartz

              	White, translucent to opaque, may display diasterism
            


            
              	Smoky quartz

              	Brown to grey, opaque
            


            
              	Morion

              	Dark-brown, opaque
            


            
              	Carnelian

              	Reddish orange chalcedony, translucent
            

          


          


          Synthetic and artificial treatments


          
            [image: A synthetic quartz crystal grown by the hydrothermal method, about 19 cm long and weights about 127 grams]

            
              A synthetic quartz crystal grown by the hydrothermal method, about 19 cm long and weights about 127 grams
            

          


          Not all varieties of quartz are naturally occurring. Prasiolite, an olive colored material, is produced by heat treatment; natural prasiolite has also been observed in Lower Silesia in Poland. Although citrine occurs naturally, the majority is the result of heat-treated amethyst. Carnelian is widely heat-treated to deepen its colour.


          Due to natural quartz being so often twinned, much of the quartz used in industry is synthesized. Large, flawless and untwinned crystals are produced in an autoclave via the hydrothermal process; emeralds are also synthesized in this fashion. While these are still commonly referred to as quartz, the correct term for this material is silicon dioxide.


          


          Occurrence


          Quartz occurs in hydrothermal veins and pegmatites. Well-formed crystals may reach several meters in length and weigh hundreds of kilograms. These veins may bear precious metals such as gold or silver, and form the quartz ores sought in mining. Erosion of pegmatites may reveal expansive pockets of crystals, known as "cathedrals."


          Quartz is a common constituent of granite, sandstone, limestone, and many other igneous, sedimentary, and metamorphic rocks.


          


          Related silica minerals


          Tridymite and cristobalite are high-temperature polymorphs of SiO2 that occur in high-silica volcanic rocks. Coesite is a denser polymorph of quartz found in some meteorite impact sites and in metamorphic rocks formed at pressures greater than those typical of the Earth's crust. Stishovite is a yet denser and higher-pressure polymorph of quartz found in some meteorite impact sites. Lechatelierite is an amorphous silica glass SiO2 which is formed by lightning strikes in quartz sand.


          


          History


          
            [image: Quartz crystal showing transparency.]

            
              Quartz crystal showing transparency.
            

          


          The name "quartz" comes from the German "Quarz", which is of Slavic origin (Czech miners called it křemen). Other sources insist the name is from the Saxon word "Querkluftertz", meaning cross-vein ore.


          Quartz is the most common material identified as the mystical substance maban in Australian Aboriginal mythology. It is found regularly in passage tomb cemeteries in Europe in a burial context, eg. Newgrange or Carrowmore in the Republic of Ireland. The Irish word for quartz is grian cloch, which means 'stone of the sun'.


          Roman naturalist Pliny the Elder believed quartz to be water ice, permanently frozen after great lengths of time. (The word "crystal" comes from the Greek word for ice.) He supported this idea by saying that quartz is found near glaciers in the Alps, but not on volcanic mountains, and that large quartz crystals were fashioned into spheres to cool the hands. He also knew of the ability of quartz to split light into a spectrum. This idea persisted until at least the 1600s.


          In the 9th century, the Berber polymath and inventor, Abbas Ibn Firnas (810-887), was the first to produce glass from quartz. In the 17th century, Nicolas Steno's study of quartz paved the way for modern crystallography. He discovered that no matter how distorted a quartz crystal, the long prism faces always made a perfect 60 degree angle.


          Charles Sawyer invented the commercial quartz crystal manufacturing process in Cleveland, Ohio, United States. This initiated the transition from mined and cut quartz for electrical appliances to manufactured quartz.


          Quartz's piezoelectric properties were discovered by Jacques and Pierre Curie in 1880. The quartz oscillator or resonator was first developed by Walter Guyton Cady in 1921 . George Washington Pierce designed and patented quartz crystal oscillators in 1923 . Warren Marrison created the first quartz oscillator clock based on the work of Cady and Pierce in 1927 .


          Quartz crystals are rotary polar (see rotary polarization) and have the ability to rotate the plane of polarization of light passing through them. They are also highly piezoelectric, becoming polarized with a negative charge on one end and a positive charge on the other when subjected to pressure. They will vibrate if an alternating electric current is applied to them. This proves them to be highly important in commerce for making pressure gauges, oscillators, resonators and watches.


          


          Piezoelectricity


          Quartz crystals have piezoelectric properties, that is they develop an electric potential upon the application of mechanical stress. An early use of this property of quartz crystals was in phonograph pickups. One of the most common piezoelectric uses of quartz today is as a crystal oscillator. The quartz clock is a familiar device using the mineral. The resonant frequency of a quartz crystal oscillator is changed by mechanically loading it, and this principle is used for very accurate measurements of very small mass changes in the quartz crystal microbalance and in thin-film thickness monitors.
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                  Queen live in Frankfurt, Germany, 1984.
                

              
            


            
              	Background information
            


            
              	Origin

              	London, England
            


            
              	Genre(s)

              	Rock, various others
            


            
              	Years active

              	1970Present
            


            
              	Label(s)

              	Parlophone, Hollywood
            


            
              	Website

              	queenonline.com
            


            
              	Formermembers
            


            
              	Brian May

              Roger Taylor

              John Deacon

              Freddie Mercury
            

          


          Queen are an English rock band formed in 1970 in London by guitarist Brian May, lead vocalist Freddie Mercury, and drummer Roger Taylor. Bass guitarist John Deacon joined the following year, completing the band as it would remain until Mercury's death on November 24, 1991. It is uncertain how many albums the band has sold, but estimations range from 130 million to over 300 million albums worldwide.


          The band is noted for their musical diversity, multi-layered arrangements, vocal harmonies, and incorporation of audience participation into their live performances. Their 1985 Live Aid performance was voted the best live rock performance of all time in an industry poll.


          Queen had moderate success in the early 1970s, with the albums Queen and Queen II, but it was with the release of Sheer Heart Attack in 1974 and A Night at the Opera the following year that the band gained international success. They have released fifteen studio albums, five live albums, and numerous compilation albums. Eighteen of these have reached number one on charts around the world.


          Following Mercury's death in 1991 and Deacon's retirement later in the decade, May and Taylor have performed infrequently under the Queen name. Since 2005 they have been collaborating with Paul Rodgers, under the moniker Queen + Paul Rodgers.


          


          History


          


          Early days (19681973)


          
            
              	

              	I thought up the name Queen. It's just a name, but it's very regal obviously, and it sounds splendid, It's a strong name, very universal and immediate. It had a lot of visual potential and was open to all sorts of interpretations.

              	
            


            
              	
                Freddie Mercury

              
            

          


          In 1969, guitarist Brian May, a student at London's Imperial College, and bassist Tim Staffell decided to form a group. May placed an advertisement on the college notice board for a " Mitch Mitchell/ Ginger Baker type" drummer; Roger Taylor, a young dental student, auditioned and got the job. They called the group Smile and served as a support act for bands such as Jimi Hendrix, Pink Floyd, Yes and the original Genesis.


          Smile signed to Mercury Records in 1969, and had their first session in a recording studio in Trident Studios that year. Staffell was attending Ealing Art College with Farrokh Bulsara, later known as Freddie Mercury, and introduced him to the band. Bulsara soon became a keen fan. Staffell left in 1970 to join another band, Humpy Bong; the remaining Smile members, encouraged by Bulsara, changed their name to "Queen" and continued working together. The band had a number of bass players during this period who did not fit with the band's chemistry. It was not until February 1971 that they settled on John Deacon and began to rehearse for the first album.


          In 1973, after a series of delays, Queen released their first album, a self-titled project influenced by the heavy metal and progressive rock of the day. The album was received well by critics; Gordon Fletcher of Rolling Stone said "their debut album is superb," and Chicago's Daily Herald called it an "above average debut". However, it drew little mainstream attention and the lead single " Keep Yourself Alive," a Brian May composition, sold poorly. Greg Prato of Allmusic called it "one of the most underrated hard rock debuts of all time."


          The album Queen II was released in 1974. The album reached number five on the British album charts, while the Freddie Mercury-written lead single " Seven Seas of Rhye," reached number ten in the UK, giving the band their first hit. The album is their heaviest and darkest release, featuring long complex instrumental passages, fantasy-themed lyrics and musical virtuosity. The band toured as support to Mott the Hoople in the UK & United States during this period, and they began to gain notice for their energetic and engaging stage shows. However, album sales in the US were, like those of its predecessor, low.



          


          Breakthrough era (19741979)


          Because of medical complications, May was absent when the band started work on their third album, Sheer Heart Attack, released in 1974. The album reached number two in the United Kingdom, sold well throughout Europe, and went gold in the United States. It gave the band their first real taste of commercial success. The album experimented with a variety of musical genres, including British Music Hall (" Killer Queen"), heavy metal (" Flick of the Wrist", " Brighton Rock", " Tenement Funster", " Now I'm Here", and " Stone Cold Crazy"  a song which Metallica would later cover and earn a Grammy for), ballads (" Lily Of The Valley" and " Dear Friends"), ragtime (" Bring Back That Leroy Brown") and Caribbean (" Misfire"). At this point Queen started to move away from the progressive tendencies of their first two releases into a more radio-friendly, song-oriented style. Sheer Heart Attack introduced new sound and melody patterns that would be refined on their next album A Night at the Opera.


          The single " Killer Queen" reached number two on the British charts, and became their first U.S. hit, reaching number twelve in the Billboard Book of Top 40 Hits. It combines camp, vaudeville, British music hall with Mays guitar virtuosity. The albums second single, "Now Im Here", a more traditional hard rock composition, was a number eleven hit in Britain.


          In 1975, the band left for a world tour with each member in Zandra Rhodes-created costumes and banks of lights and effects. They toured the US, headlining for the first time, and played in Canada for the first time in April. Also at this time, the band's manager Jim Beach negotiated the band out of their Trident contract. They considered options, one of whom was Led Zeppelins manager, Peter Grant. Grant wanted them to sign with Led Zeppelins own production company, Swan Song Records. This was unacceptable to Queen, so instead they contacted Elton Johns manager, John Reid, who accepted the position. In April 1975 the band toured Japan for the first time.


          Later that year the band recorded and released A Night at the Opera. At the time, it was the most expensive album ever produced. Like its predecessor, the album features diverse musical styles and experimentation with stereo sound. In " The Prophet's Song", an eight-minute epic, the middle section is a canon, with simple phrases layered to create a full-choral sound. The album was very successful in Britain, and went triple platinum in the United States.. It is considered their magnum opus; in 2003, it was ranked number 230 on Rolling Stone magazine's list of the 500 greatest albums of all time.


          The album also featured the hit single "Bohemian Rhapsody", which was number one in the United Kingdom for nine weeks, and is Britains third-best-selling single of all time; it also reached number nine in the United States (a 1992 re-release reached number two). Bohemian Rhapsody has been voted, several times, the greatest song of all time. The band decided to make a video to go with the single. The second single from the album, " You're My Best Friend", peaked at sixteen in the United States and went on to become a worldwide Top Ten hit.


          By 1976, Queen were back in the studio, where they recorded A Day at the Races, what may be mistaken simply as a companion album to A Night at the Opera. It again borrowed the name of a Marx Brothers' movie, and its cover was similar to that of A Night at the Opera, a variation on the same Queen Crest. Musically, the album was by both fans and critics standards a strong effort, and reached number one on the British charts. The major hit on the album was " Somebody to Love", a gospel-inspired song in which Mercury, May, and Taylor multi-tracked their voices to make a 100-voice gospel choir. The song went to number two in the United Kingdom, and number thirteen on the U.S. singles chart.. The album also featured one of the band's heaviest songs, Brian Mays " Tie Your Mother Down", which became a staple of their live shows.


          Also in 1976, Queen played one of their most famous gigs, a 1976 free concert in Hyde Park, London. It set an attendance record, with 150,000 people confirmed in the audience.
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          News of the World was released a year later. It contained many songs tailor-made for live performance, including " We Will Rock You" and the rock ballad " We Are the Champions", both of which reached number four in the United States and became enduring international sports anthems. Roger Taylor released his first solo effort in 1977 in the form of a single: the A-side was a cover of a song by The Parliaments "I Wanna Testify", and the B-side was a song by Taylor called "Turn On The TV".


          In 1978 the band released Jazz, including the hit singles " Fat Bottomed Girls" and " Bicycle Race" which were also released as a double-A-side single. The word " jazz" was not used in a strict sense, and the album was noted by critics for its collection of different styles, jazz not being one of them. Rolling Stone typically criticised it for being "dull", saying "Queen hasnt the imagination to play jazz  Queen hasn't the imagination, for that matter, to play rock & roll." Important tracks of the album include " Dead on Time", " Don't Stop Me Now", " Let Me Entertain You", and " Mustapha", in which Arabesque music is combined with heavy rock guitar.


          The bands first live album, Live Killers, was released in 1979; it went platinum twice in the United States. They also released the very successful single " Crazy Little Thing Called Love", a rockabilly song done in the style of Elvis Presley. The song made the top 10 in many countries, and was the bands first number one single in the United States.


          


          New sound and synthesisers (19801989)


          Heretofore, their albums featured a distinctive "No Synthesisers were used on this Album" sleevenote to emphasise their stance that rock music should not involve the use of synthesisers. Queen began the 1980s with The Game. It featured the singles " Crazy Little Thing Called Love" and " Another One Bites the Dust", both of which reached number one in the United States. The album stayed number one for four weeks in the United States, and sold over four million copies. It was also the only album to ever top the Billboard rock, dance, and R&B charts simultaneously. The album also marked the first appearance of a synthesiser on a Queen album.


          1980 also saw the release of the soundtrack Queen had recorded for Flash Gordon.


          In 1981, Queen became the first major rock band to play in South American stadiums. Queen played to a total audience of 479,000 people on their South American tour, including five shows in Argentina and two in Brazil where they played to an audience of more than 130.000 people in the first night and more 120.000 people just following night at So Paulo ( Morumbi Stadium). In October of the same year, Queen performed for more than 150,000 fans at Monterrey ( Estadio Universitario) and Puebla (Estadio Zaragoza), Mexico.


          Also in 1981, Queen worked with David Bowie on the single " Under Pressure". The first-time collaboration with another artist was spontaneous, as Bowie happened to drop by the studio while Queen were recording. The band were immediately pleased with the results, but Bowie did not play the song live for several years. Upon its release, the song was extremely successful, reaching number one in Britain. The bass line was later used for Vanilla Ice's 1990 hit " Ice Ice Baby", prompting the threat of a lawsuit over the use of the sample. The lawsuit did not make it to court and was settled for an undisclosed amount.


          Later that year, Queen released their first compilation album, entitled Greatest Hits, which showcased the group's highlights from 1974-1981. It was highly successful, and as of 2007, it is the United Kingdom's best selling album. Taylor became the first member of the band to release his own solo album in 1981, entitled Fun In Space.
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          In 1982 the band released the funk album Hot Space. The band stopped touring North America after their Hot Space Tour, as their success there had waned, although they would perform on American television for the first and only time during the eighth season premiere of Saturday Night Live. Queen left Elektra Records, their label in the United States, Canada, Japan, Australia, and New Zealand, and signed onto EMI/ Capitol Records.


          After working steadily for over ten years, Queen decided that they would not perform any live shows in 1983. During this time, they recorded a new album, and several members of the band explored side projects and solo work. May released a mini-album entitled Star Fleet Project, on which he collaborated with Eddie Van Halen. A computer musician composer in Canada, Kevin Chamberlain, helped with vocals and background music for Mercury's solo project, which was later cancelled due to creative differences.


          In 1984, Queen released the album The Works, which included the successful singles " Radio Ga Ga" and " I Want to Break Free". Despite these hit singles, the album failed to do well in the United States. "Radio Ga Ga" was the band's last original American Top Forty hit until 1989's " I Want It All".


          Queen embarked that year on a set of dates during their The Works Tour in Bophuthatswana, South Africa at the arena at Sun City. Upon returning to England, they were the subject of outrage, having played there during the height of apartheid and in violation of worldwide divestment efforts. The band stated that they were playing music for fans in that country, and stressed that the concerts were played before integrated audiences.


          In early 1985, the band headlined two nights of the first Rock in Rio festival. They were booked for January 11 and January 18, but since on both nights the band only got to the stage well past midnight, so some sources mention January 12 and January 19. On each night, they played for 325,000 people. Mercury also released his first solo album, Mr. Bad Guy, in April. At Live Aid, held at Wembley on July 13, 1985, Queen performed some of their greatest hits in what has been considered their best performance to date.


          Revitalised by the response to Live Aid and the resulting increase in record sales, Queen ended 1985 by releasing the single " One Vision". The song was used in the film Iron Eagle. Also, a limited-edition boxed set containing all Queen albums was released under the title of "The Complete Works".


          In early 1986, Queen recorded the album A Kind of Magic, containing several songs written for the Russell Mulcahy film Highlander. The album was very successful, producing a string of hits including the title track " A Kind of Magic", which contains the key lyrics 'There can be only one', a reference to the movie's plot; " Friends Will Be Friends", " Who Wants to Live Forever" and " Princes of the Universe".


          Later that year, Queen went on a sold-out tour (the band's largest) in support of A Kind of Magic. The Magic Tour's highlight was at Wembley Stadium in London and resulted in the live double album, Queen Live At Wembley Stadium, released on CD and as a live concert film. They could not book Wembley for a third night because it was already booked, but they did play at Knebworth Park. The show sold out within two hours and over 120,000 fans packed the park for what proved to be Queen's final live performance with Mercury. More than 1 million people saw Queen on the tour  400,000 in the United Kingdom alone, a record at the time.


          After working on various solo projects during 1988 (including Mercury's collaboration with Montserrat Caball, Barcelona) the band released The Miracle in 1989. The album continued the direction of A Kind of Magic, using a pop-rock sound mixed with a few heavy numbers. It spawned the European hits " I Want It All", " Breakthru", " The Invisible Man", " Scandal", and " The Miracle".


          The Miracle also began a change in direction of Queen's songwriting philosophy. Since the band's beginning, nearly all songs had been written by and credited to a single member, with other members adding minimally. With The Miracle, however, the band's songwriting became more collaborative, and they vowed to credit the final product only to Queen as a group.


          


          The final albums and Mercury's death (19901997)


          
            
              	

              	There was all that time when we knew Freddie was on the way out, we kept our heads down.

              	
            


            
              	
                Brian May

              
            

          


          After fans and the tabloid press noted Mercury's gaunt appearance in public during 1988, rumours began to spread that Mercury was suffering from AIDS. For reasons still not confirmed, Mercury flatly denied them at the time, insisting he was merely "exhausted" and too busy to provide interviews. However, the band decided to continue making albums free of internal conflict and differences, starting with The Miracle and continuing with Innuendo, which was recorded during 1990 but not released until the beginning of 1991 as Mercury's health was a major factor in the delay.


          Despite his deteriorating health, Mercury continued to contribute. The band released their second greatest hits compilation, Greatest Hits II, in October 1991.


          On 23 November 1991, in a prepared statement made on his deathbed, Mercury confirmed that he had AIDS. He died the following day at the age of 45. His funeral service was private, held in accordance with the Zoroastrian religious faith of his family.


          "Bohemian Rhapsody" was re-released as a single shortly after Mercury's death, with "These Are the Days of Our Lives" as the B-side. The single went to number 1 for the second time in the UK. Initial proceeds from the single  approximately 1,000,000  were donated to the Terrence Higgins Trust.


          Queen's popularity increased once again in the United States after "Bohemian Rhapsody" was featured in the comedy film Wayne's World, helping the song reach number two for five weeks in the United States charts in 1992. The song was made into a Wayne's World music video, with which the band and management were delighted.


          On 20 April 1992, the Freddie Mercury Tribute Concert was held at London's Wembley Stadium. Performers included Def Leppard, Joe Elliott, Lisa Stansfield, Elton John, David Bowie, Robert Plant, Tony Iommi, Annie Lennox, Axl Rose, Slash and Guns N' Roses, Extreme, Roger Daltrey, George Michael, Ian Hunter, Mick Ronson, Zucchero, Metallica, Liza Minnelli, and Spinal Tap, along with the three remaining members of Queen, performed many of Queen's major hits. It was a successful concert that was televised to over 1 billion viewers worldwide. The concert is listed in The Guinness Book of Records as "The largest rock star benefit concert." It raised over 20,000,000 for AIDS charities.


          The band also terminated their Capitol Records contract and signed a deal with Hollywood Records as their new U.S label.
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          Queen never actually disbanded, although their last album of original material, titled Made in Heaven, was released in 1995, four years after Mercury's death. It was constructed from Mercury's final recording sessions in 1991, plus material left over from their previous studio albums. In addition, re-worked material from Mercury's solo album Mr. Bad Guy and a track originally featured on the first album of Taylor's side-project The Cross were included. May and Taylor have often been involved in projects related to raising money for AIDS research. John Deacon's last involvement with the band was in 1997, when the band recorded the track " No-One but You (Only the Good Die Young)". It was the last song recorded by Queen, and it was released as a bonus track on the Queen Rocks compilation album later that year.
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          "Queen + ..." projects


          Several Queen + projects were developed in the following years, a few of them mere remixes with no artistic involvement from the band. In 1999, a Greatest Hits III album was released. This album featured, among others, "Queen + Wyclef Jean" on a rap version of "Another One Bites the Dust"; a live version of "Somebody to Love" by George Michael; and a live version of "The Show Must Go On", performed live in 1997 with Elton John.


          Brian May and Roger Taylor performed together as Queen on several occasions (award ceremonies, charity concerts, and the like), sharing vocals with various guest singers. They also recorded several covers of Queen's hits with guest vocalists, including "We Will Rock You" (with Five and later, Britney Spears, Beyonce, and Pink) and "We Are the Champions" (with Robbie Williams).


          In 2003, four new songs were recorded by Queen for Nelson Mandela's 46664 campaign against AIDS. The studio versions of Invincible Hope (Queen + Nelson Mandela, feat. Treana Morris), 46664 - The Call, Say It's Not True, and Amandla (Anastacia, Dave Stewart and Queen) have not yet been released on album.


          Also, in 2002, Brian May and Roger Taylor collaborated with Ben Elton to make a musical based on their greatest hits, called We Will Rock You. It will run till October 2008 in the Dominion Theatre, London and spawned many over-seas versions.


          


          Queen + Paul Rodgers


          At the end of 2004, May and Taylor announced that they would reunite and return to touring in 2005, with Paul Rodgers (founder and former lead singer of Free and Bad Company). Brian May's website also stated that Rodgers would be 'featured with' Queen as Queen + Paul Rodgers, not replacing the late Freddie Mercury. The retired Deacon would not be participating; Danny Miranda of Blue yster Cult replaced him on bass. Other members of the tour included keyboardist Spike Edney, who played guitar and keyboards in Queen live shows since 1984, and additional guitarist Jamie Moses, who began working with May on solo efforts in the early 1990s.


          A live double CD album, Return of the Champions, was released on September 19, 2005. It was recorded in May 2005 during the Queen + Paul Rodgers tour at the Sheffield Arena in Sheffield, England. A DVD from the concert was also released.


          In March 2006, Queen + Paul Rodgers set out to tour the United States and Canada. During this tour, the group debuted their first new song, a collaboration called "Take Love". A second live DVD, Super Live in Japan, was released in 2006; the show was filmed at Saitama Super Arena on October 27, 2005.


          On August 15, 2006, Brian May confirmed through his website and fan club that Queen + Paul Rodgers would begin producing a new studio album beginning in October, to be recorded at a "secret location".


          When "Bohemian Rhapsody" was revealed as Radio 1's most played song ever at the end of JK and Joel's last Chart Show before leaving, Roger Taylor told them via a phonelink to the studio that the band are currently halfway through the new album. It will be released sometime in 2008, with a tour to follow. In January 2008, Brian May confirmed that a European tour is planned to start from about September the same year.


          


          In the digital realm


          In conjunction with Electronic Arts, Queen released the computer game Queen: The Eye in 1998, to commercial and critical failure. The music itself  tracks from Queen's vast catalogue, in many cases remixed into new instrumental versions  was by and large well received, but the game experience was hampered by poor game play. Adding to the problem was an extremely long development time, resulting in graphic elements that already seemed outdated by the time of release.


          Under the supervision of May and Taylor, numerous restoration projects have been underway involving Queen's lengthy audio and video catalogue. DVD releases of their 1986 Wembley concert (titled Live At Wembley Stadium) and 1982 Milton Keynes concert ( Queen on Fire - Live at the Bowl), and two Greatest Video Hits (Volumes 1 and 2, spanning the 1970s and 1980s) have seen the band's music remixed into 5.1 and DTS surround sound. So far, only two of the band's albums, A Night at the Opera and The Game, have been fully remixed into high-resolution multichannel surround on DVD-Audio. A Night at the Opera was re-released with some revised 5.1 mixes and accompanying videos in 2005 for the 30th anniversary of the album's original release (CD+DVD-Video set). In 2007 an HD-DVD was released entitled Queen Rock Montreal & Live Aid.


          In the Guilty Gear fighting game series, there is a character named for each member of Queen.


          


          In film and television


          Queen contributed music directly to the movies Flash Gordon (1980, directed by Mike Hodges) and Highlander (the original 1986 film, directed by Russell Mulcahy). The theme song, " Princes of the Universe", was also used in the Highlander TV series (19921998). Also, we could hear " One Year of Love" in the Highlander franchise' sequel, " Highlander 2".


          In the United States, "Bohemian Rhapsody" was re-released as a single in 1992 after appearing in Wayne's World. The single subsequently reached number two on the US Billboard chart (with " The Show Must Go On" as the first track on the single) and helped rekindle the band's popularity in North America.


          Several films have featured their songs performed by other artists. A cover of "Somebody to Love" by Anne Hathaway featured in the 2004 film Ella Enchanted. In 2006, Brittany Murphy also recorded a cover of the same song for the 2006 movie Happy Feet. In 2001, a version of " The Show Must Go On" was performed by Jim Broadbent and Nicole Kidman in the movie musical Moulin Rouge!. The closing credits of A Knight's Tale released in 2001 has a version of " We Are the Champions" performed by Robbie Williams and Queen; the introduction to the same movie features We Will Rock You played by the medieval audience. In 1992, the film " Gladiator" featured snippets of "We Will Rock You" performed by Warrant whereas their full version was released as a single.


          Many films have featured their songs or sections of their songs. These include:


          
            
              	
                
                  	Ice Age


                  	Flash Gordon


                  	FM


                  	Highlander


                  	Iron Eagle


                  	I Now Pronounce You Chuck & Larry


                  	Kicking & Screaming


                  	Moulin Rouge!


                  	National Lampoon's Loaded Weapon


                  	The Break-up


                  	Small Soldiers


                  	Son in Law


                  	Encino Man


                  	Stepmom


                  	High Fidelity


                  	Super Size Me


                  	The Girl Next Door


                  	Mr. Wrong


                  	Revenge of the Nerds


                  	Wayne's World

                

              

              	
                
                  	The Mighty Ducks


                  	Shaun of the Dead


                  	How High


                  	Happy Feet


                  	Chicken Little


                  	Cheaper By The Dozen 2


                  	Grosse Pointe Blank


                  	Blackball


                  	Blades of Glory


                  	A Knight's Tale


                  	Mickey Blue Eyes


                  	Ella Enchanted


                  	The Pacifier


                  	The Heartbreak Kid


                  	Imax The Alps


                  	Zoom

                

              
            

          


          Keeping in the tradition (since Season Five) of naming each season's episodes after songs from a famous 1970s era rock band ( Led Zeppelin for the fifth season, The Who for the sixth and The Rolling Stones for the seventh), the eighth and final season of That '70s Show consisted of episodes named after Queen songs. " Bohemian Rhapsody" served as the season premiere.


          On April 11, 2006 Queen appeared on the American singing contest television show American Idol. Each contestant was required to sing a Queen song during that week of the competition. Songs which appeared on the show included "Bohemian Rhapsody", " Fat Bottomed Girls", " The Show Must Go On", " Who Wants to Live Forever", and " Innuendo". Brian May later criticised the show for editing specific scenes, one which made the group's time with contestant Ace Young look negative, despite it being the opposite.


          Al Murray's Happy Hour has a Queen theme, as it uses " Don't Stop Me Now" for the introduction and features guest performers along with host Al Murray singing different Queen songs each episode. The remainder of Queen did appear at the end of a series of the show.


          " I Was Born to Love You" was used as the theme song of the Japanese drama Pride on Fuji Television in 2004, starring Takuya Kimura and Yūko Takeuchi. The show's soundtrack also contained other songs by Queen, including " We Will Rock You, " We Are the Champions" and "Bohemian Rhapsody".


          The band made tentative plans to provide material for use in " The Hotel New Hampshire" but this project was abandoned. However, "Keep Passing The Open Windows" (which is an important catch-phrase line in the movie) did survive.


          


          In musical theatre


          In 2002, a musical or "rock theatrical" based on the songs of Queen, titled We Will Rock You, opened at the Dominion Theatre on London's West End. The musical was written by British comedian and author Ben Elton in collaboration with Brian May and Roger Taylor, and produced by Robert De Niro. It has since been staged in Madrid and Barcelona, Spain; Melbourne, Sydney, Perth, and Brisbane, Australia; Cologne, Germany; Vienna, Austria; Kuala Lumpur, Malaysia; South Africa, Las Vegas United States; Zurich, Switzerland; Tokyo, Japan; Seoul, South Korea; Moscow, Russia; Varberg, Sweden; Auckland, New Zealand; Toronto, Canada; Hong Kong and Singapore.


          The original London production was scheduled to close on Saturday, October 7, 2006 at the Dominion Theatre, but due to public demand, the show has now been extended indefinitely. We Will Rock You has become the longest running musical ever to run at this prime London theatre, overtaking the previous record holder, the Grease musical.


          The launch of the musical coincided with Queen Elizabeth II's Golden Jubilee. As part of the Jubilee celebrations Brian May performed a guitar solo of " God Save the Queen", as featured on Queen's A Night at the Opera, from the roof of Buckingham Palace. The recording of this performance was used as video for the same song on the 30th Anniversary DVD edition of A Night at the Opera.


          Sean Bovim created " Queen at the Ballet", a tribute to Freddie Mercury, which uses Queen's music as a soundtrack for the shows dancers, who interpret the stories behind tracks such as "Bohemian Rhapsody", "Radio Ga Ga" and "Killer Queen."


          Brian May has confirmed that they are considering writing a sequel to the musical.


          


          Sound and style


          Queen composed music that drew inspiration from many different genres of music, often with a tongue-in-cheek attitude. Among the genres they have been associated with are: dance/ disco, glam rock, hard rock, heavy metal, pop rock, progressive rock and psychedelic rock. Queen also wrote songs that were inspired by genres that are not typically associated with rock, such as country, ragtime, opera, gospel, vaudeville and folk.


          Sonic experimentation figured heavily in Queen's songs. A distinctive characteristic of Queen's music are the vocal harmonies which are usually comprised of the voices of May, Mercury and Taylor best heard on the studio albums A Night at the Opera and A Day at the Races. Some of the ground work for the development of this sound can be attributed to their former producer Roy Thomas Baker as well as their engineer Mike Stone. Besides vocal harmonies, Queen were also known for multi-tracking voices to imitate the sound of a large choir through overdubs. According to Brian May, there are over 180 vocal overdubs in "Bohemian Rhapsody". Many Queen songs were also written with audience participation in mind, such as "We Will Rock You" and "We Are the Champions".


          


          Influence on other musicians


          More recently Queen have been recognised as having made significant contributions to such genres as arena rock, hard rock, heavy metal, pop rock and progressive rock, amongst others. Hence the band has been cited as an influence by many other musicians. Moreover, like their music, the collection of bands and artists that have claimed to be influenced by Queen is diverse and spans different generations, countries and genres.


          Some of the musicians that have cited the band as an influence include: Anthrax, Dream Theatre, Bang Camaro, Ben Folds Five, Ian Bornhoeft, Boston, Blind Guardian, Kurt Cobain, Def Leppard, The Darkness, Extreme, Foo Fighters, The Germs, The Go Go's, Davey Havok, My Chemical Romance, Jeff Scott Soto, The Killers, Green Day, Guns N' Roses, Helloween,Iron Maiden, Judas Priest, Kansas, Manic Street Preachers, Metallica, George Michael, Marilyn Manson, Kaiser Chiefs, Muse, My Chemical Romance, Mika, Nine Inch Nails, Panic at the Disco, Radiohead, The Smashing Pumpkins, Switches, Max Cavalera, Styx,, Sweet, Cesare Cremonini and Threshold keyboardist Richard West; amongst others.


          Michael Jackson was a friend of Mercury's in the early 1980s and cited the Hot Space album as a driving influence behind the making of his 1982 album Thriller on which Mercury was originally scheduled to appear. Queen have also been cited as a major influence on the " neo-classical metal" genre by Swedish guitarist Yngwie Malmsteen. " Stone Cold Crazy", from 1974's Sheer Heart Attack album, is often cited as an early precursor of the speed- or thrash metal subgenre. Metallica recorded a cover version of the song, which first appeared on the "Rubaiyat  Electra's 40th Anniversary" album in 1990, and won the Grammy Award for Best Metal Performance in 1991. In the early '70s, Queen helped spur the heavy metal genre's evolution by discarding much of its blues influence;the New Wave of British Heavy Metal followed in a similar vein, fusing the music with a punk rock sensibility and an increasing emphasis on speed.


          


          Historical success


          As of 2005, according to The Guinness Book of World Records, Queen albums have spent a total of 1,322 weeks or twenty-seven years on the United Kingdom album charts; more time than any other musical act including The Beatles and Elvis Presley. Also in 2005, with the release of their live album with Paul Rodgers, Queen moved into third place on the list of acts with the most aggregate time spent on the British record charts.


          In 2006, the Greatest Hits album was found to be the United Kingdom's all-time best selling album, with sales upwards of 5,407,587 copies, over 604,295 more copies than its nearest competitor, The Beatles' Sgt. Pepper's Lonely Hearts Club Band. Their Greatest Hits II album came in seventh with sales upwards of 3,631,321 copies.


          One of rock's most successful, influential and popular acts, the band has released a total of eighteen number one albums, eighteen number one singles, and ten number one DVDs worldwide making them one of the world's best-selling music artists. Their total album sales have been estimated at over 300 million worldwide including 32.5 million in the United States alone as of 2004. The band is also the only group in which every member has composed more than one chart-topping single.


          


          Accolades


          


          Inductions


          
            	2001 - The band was inducted into the Rock and Roll Hall of Fame in Cleveland, Ohio.


            	2002 - The band was given a star on the Hollywood Walk of Fame.


            	2003 - The band became the first and remain the only band, rather than individual, to be inducted into the Songwriters Hall of Fame.


            	2004 - The band was inducted into the UK Music Hall of Fame.


            	2004 - "Bohemian Rhapsody" is inducted into the Grammy Hall of Fame.


            	2004 - The band was inducted into the RockWalk of Fame (at Guitar Centre on Hollywood's Sunset Boulevard)


            	2006 - The band was the first inducted into the VH1 Rock Honours.

          


          


          Awards


          
            	1974

              
                	Sounds: 3rd Best New British Band, 9th Best International Band


                	Disc: 10th Brightest Hope


                	NME: 2nd Most Promising New Name

              

            

          


          
            	1975

              
                	Melody Maker: 'Band of the Year'


                	Record Mirror: 2nd Best British Newcomer, 2nd Best Single ("Killer Queen"), 9th International Group


                	NME: 8th Best British Group, 7th Best Stage Band, 4th Most Promising Group In The World, 3rd Most Promising New Name, 17th Best World Group


                	Disc: Top Live Band, Top International Group, Top British Group, Top Single ("Killer Queen"), 3rd Best Album (Sheer Heart Attack), 5th Best Album (Queen II)


                	Ivor Novello Award to Mercury for "Killer Queen"


                	Golden Lion Award (Belgium) to Mercury for "Killer Queen"


                	Carl Allen Award for contribution to the Ballroom Dancing Industry

              

            

          


          
            	1976

              
                	NME: 1st British Stage Band, 2nd Group, 5th World Group, 3rd World Stage Band, Mercury: 7th World Singer, May: 3rd Top Guitarist, 1st British Single ("Bohemian Rhapsody"), 2nd Album ("A Night at the Opera")


                	Record Mirror / Disc: 1st Best British Group, 1st World Group, No. 1 Single ("Bohemian Rhapsody"), No. 6 Album ("A Night at the Opera"), Mercury: 5th British Singer, 6th World Singer, 4th British Songwriter, 5th World Songwriter, May: 4th British Musician, 4th World Musician


                	Sound: Best Band, Best Album (A Night at the Opera), Best Single ("Bohemian Rhapsody")


                	Ivor Novello Award to Mercury for "Bohemian Rhapsody"

              

            

          


          
            	1977

              
                	Brittania Award: Best British Single of the Last 25 Years ("Bohemian Rhapsody")


                	Europe One Radio: Most Potential Rock Band


                	Daily Mail: Best Group

              

            

          


          
            	1979

              
                	Music Life, Japan: Top Group, Top Album (Jazz), Top Single, Top Singer, Top Guitarist, Top Drummer, Top Bass Player

              

            

          


          
            	1980

              
                	Juno Awards, Canada: Best Group, Best International Single ("Another One Bites the Dust"), Best International Album (The Game)


                	Record World USA: Top Male Group, Top Producer, Top Disco Crossover (All awarded for "Another One Bites the Dust")


                	Dick Clark Awards USA: Best Band


                	Circus Magazine USA: 2nd Best Group, 1st Live Show, No. 1 Album (The Game), No. 1 Single ("Another One Bites the Dust"), No.3 Single ("Crazy Little Thing Called Love"), Mercury: 2nd Male Vocalist, 3rd Best Songwriter, 3rd Best Keyboard Player; 3rd Best Guitarist, 3rd Best Bassist, 3rd Best Drummer

              

            

          


          
            	1981

              
                	American Music Awards: 'Favorite Pop/Rock Single' ("Another One Bites the Dust")


                	Music Life, Japan: Best Group, Best Vocalist, Best Bass Player, 2nd Best Guitarist, 2nd Drummer


                	NARM Award USA: Biggest Selling Single of 1980 ("Another One Bites the Dust")

              

            

          


          
            	1984

              
                	Nordoff-Robbins Music Therapy Silver Clef Award: Outstanding Contribution to British Music


                	UK Video Awards: Highly Commended in Best Compilation Category for The Works EP. Best Video award for "Radio Ga Ga"

              

            

          


          
            	1986

              
                	Daily Mirror Reader's Poll: Top British Group, Top Male Vocalist, 5th Best Album (A Kind of Magic)


                	Daily Express: Best Album Cover Award (A Kind of Magic)


                	British Video Awards: Top Music Video Award (Live In Rio)

              

            

          


          
            	1987

              
                	Sun: Best Male Vocalist for Mercury


                	Capital Radio London: Best Group


                	Ivor Novello Award: for Outstanding Contribution to British Music


                	British Video Awards: Best Video, Music category for "Live In Budapest"

              

            

          


          
            	1988

              
                	Golden Rose Festival, Montreux: International Music Media Conference: Best Long Form Video worldwide (The Magic Years)


                	Festerio, Rio De Janiero: Best video documentary (The Magic Years)

              

            

          


          
            	1989

              
                	Independent Television Awards: Best Band of the Eighties


                	US Film & Video Festival: Silver Screen Award (The Magic Years)


                	Diamond Awards, Antwerp: Best Special Effects Award ("The Invisible Man")

              

            

          


          
            	1990

              
                	Brit Awards: Outstanding Contribution to Music

              

            

          


          
            	1991

              
                	American Film & Video Festival, Chicago: Innuendo won 1st Prize, I'm Going Slightly Mad won 3rd Prize for Creative Excellence in the Art Culture and Performing Arts category


                	Monitor Awards (International Teleproduction Society), New York City: Best Achievement in Music Video ("Innuendo")

              

            

          


          
            	1992

              
                	Brit Awards: Mercury received a posthumous Outstanding Contribution To Music Award, Best Single Award ("These Are the Days of Our Lives";).


                	Ivor Novello Award: Best Single ("These Are the Days of Our Lives"), May received a Best TV Commercial Music Award ("Driven By You")


                	Golden Giraffe Award: Greatest Hits II (Award given by the Association of Hungarian Record Producers)


                	MTV Awards: Best Video From A Movie (Wayne's World)


                	US Film & Video Festival, Chicago: Gold Camera Awards (The Freddie Mercury Tribute), (Greatest Flix II), ("The Show Must Go On") ("These Are the Days of Our Lives")

              

            

          


          
            	1993

              
                	Ivor Novello Award: to Mercury ("Living on My Own") (posthumous)


                	American Society Of Composers, Authors & Publishers: Mercury posthumously awarded for "Bohemian Rhapsody" as the Most Played Record in the U.S. of 1993


                	Monitor Awards, Hollywood: "Red Couch" Awards (Greatest Flix II and "I'm Going Slightly Mad")

              

            

          


          
            	1997

              
                	Ivor Novello Award: Best Song Lyrically & Musically ("Too Much Love Will Kill You")

              

            

          


          
            	2001

              
                	Golden Rose Film Festival, Montreux: Prix de la Presse (The Freddie Mercury Untold Story)

              

            

          


          
            	2002

              
                	New York Film Festival: Gold World Medal for the Best Television and Entertainment Program (Variety Special Section), Gold World Medal for the Best Home Video (Music Video Section) for The Freddie Mercury Untold Story


                	Capital FM Awards: Outstanding Contribution to Music


                	Guinness World Records: UKs best single of the past 50 years ("Bohemian Rhapsody")


                	Annual DVD Awards: Best DVD-Audio/Non Video (A Night at the Opera)


                	Surround Music Awards: "Most Adventurous Mix" and "Listener's Choice" (A Night at the Opera)

              

            

          


          
            	2003

              
                	Annual DVD Awards: Best DVD-Audio (The Game)


                	DVD Awards At The Universal Sheraton: DVD-Audio Of The Year (The Game)


                	Capital Legends Awards: Legendary Group


                	European Music DVD-Award: Best Live DVD (Live At Wembley Stadium)


                	Surround Music Award: "Best Mix: Non-Orchestral" (The Game)

              

            

          


          


          Polls


          
            	1999 - The band was voted the 2nd greatest band in music history.


            	2005 - The band's performance at Live Aid is voted two times by a large selection of musicians and critics to be the greatest live show of all time.


            	2007 - The band was voted the 'Best British Band Of All Time.'


            	2008 - The band was voted the best rockband ever on the Internet site www.votenumber1.com. Millions of fans from over 40 countries voted.

          


          


          Logo


          The Queen logo, also known as the Queen Crest, was designed by Mercury (who earned a diploma in Illustration and Graphic Design from Ealing Art College in London) shortly before the release of their first album. The logo features the zodiac signs of all four members: two lions for Leo (Deacon and Taylor), a crab for Cancer (May), and two fairies for Virgo (Mercury). The lions are embracing a stylised letter Q, the crab is resting atop the Q with flames rising directly above it, and the fairies are each sheltering below a lion. There is also a crown inside the Q and the whole logo is over-shadowed by an enormous phoenix. The whole symbol bears a passing resemblance to the Royal coat of arms of the United Kingdom, particularly with the lion supporters. The original logo, as found on the reverse-side of the first album cover, was a simple line drawing but more intricate colour versions were used on later album covers.



          Discography


          
            Retrieved from " http://en.wikipedia.org/wiki/Queen_(band)"
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              Quetzalcoatl as depicted in the Codex Telleriano-Remensis.
            

          


          Quetzalcoatl ( Classical Nahuatl: Quetzalcōhuātl pronounced [ke.ʦal.ˈkoː.waːtɬ]) is an Aztec sky and creator god. The name is a combination of quetzalli, a brightly colored Mesoamerican bird, and coatl, meaning serpent. The name was also taken on by various ancient leaders. Due to their cyclical view of time and the tendency of leaders to revise histories to support their rule, many events and attributes attributed to Quetzalcoatl are exceedingly difficult to separate from the political leaders that took this name on themselves. Quetzalcoatl is often referred to as The Feathered Serpent and was connected to the planet Venus. He was also the patron god of the Aztec priesthood, of learning and knowledge. Today Quetzalcoatl is arguably the best known Aztec deity, and is often thought to have been the principal Aztec god. However, Quetzalcoatl was one of several important gods in the Aztec pantheon along with the gods Tlaloc, Tezcatlipoca and Huitzilopochtli.


          Several other Mesoamerican cultures are known to have worshipped a feathered serpent god: At Teotihuacan the several monumental structures are adorned with images of a feathered serpent (Notably the so-called "Citadel and Temple of Quetzalcoatl"). Such imagery is also prominent at such sites as Chichn Itza and Tula. This has led scholars to conclude that the deity called Quetzalcoatl in the Nahuatl language was among the most important deities of Mesoamerica.


          The god Quetzalcoatl was sometimes conflated with Topiltzin Ce Acatl Quetzalcoatl, a semi-legendary 10th century Toltec ruler.


          


          Antecedents and origins


          The Feathered Serpent deity was important in art and religion in most of Mesoamerica for close to 2,000 years, from the Pre-Classic era until the Spanish conquest. Civilizations worshiping the Feathered Serpent included the Mixtec, Toltec, Aztec, who adopted it from the people of Teotihuacan, and the Maya.


          The cult of the serpent in Mesoamerica is very old; there are representations of snakes with bird-like characteristics as old as the Olmec preclassic (1150-500 BC). The snake represents the earth and vegetation, but it was in Teotihuacan (around 150 BC) where the snake got the precious feathers of the quetzal, as seen in the Murals of the city. The most elaborate representations come from the old Quetzalcoatl Temple around 200 BC, which shows a rattlesnake with the long green feathers of the quetzal.


          
            [image: Quetzalcoatl depicted as a snake devouring a man, from the Codex Telleriano-Remensis.]

            
              Quetzalcoatl depicted as a snake devouring a man, from the Codex Telleriano-Remensis.
            

          


          Teotihuacan was dedicated to Tlaloc, the water god, at the same time Quetzalcoatl, as a snake, was a representation of the fertility of the earth, and it was subordinate to Tlaloc. As the cult evolved, it became independent.


          In time Quetzalcoatl was mixed with other gods and acquired their attributes. Quetzalcoatl is often associated with Ehecatl, the wind god, and represents the forces of nature, and is also associated with the morning star (Venus). Quetzalcoatl became a representation of the rain, the celestial water and their associated winds, while Tlaloc would be the god of earthly water, the water in lakes, caverns and rivers, and also of vegetation. Eventually Quetzalcoatl was transformed into one of the gods of the creation ( Ipalnemohuani).


          The Teotihuacan influence took the god to the Mayas, who adopted him as Kukulkn. The Maya regarded him as a being who would transport the gods.


          In Xochicalco (700-900 CE), the political class began to claim that they ruled in the name of Quetzalcoatl, and representations of the god became more human. They influenced the Toltec, and the Toltec rulers began to use the name of Quetzalcoatl. The Toltec represented Quetzalcoatl as man, with god-like attributes, and these attributes were also associated with their rulers.


          The most famous of those rulers was Topiltzin Ce Acatl Quetzalcoatl. Ce Acatl means "one reed" and is the calendaric name of the ruler (923 - 947), whose legends became almost inseparable from accounts of the god. The Toltecs would associate Quetzalcoatl with their own god, Tezcatlipoca, and make them equal and enemies.


          The Nahuas would take the legends of Quetzalcoatl and mix them with their own. Quetzalcoatl would be considered the originator of the arts, poetry and all knowledge. The figure of Ce Acatl would become inseparable from the image of the god.


          Speculative literature has also associated Quetzalcoatl with Votan, a culture hero mentioned in a 1702 account of Tzeltal beliefs and practices in Chiapas by Bishop Nuez de la Vega.


          


          Religion and ritual


          
            [image: Quetzalcoatl as depicted in the Codex Borbonicus.]

            
              Quetzalcoatl as depicted in the Codex Borbonicus.
            

          


          The worship of Quetzalcoatl sometimes included animal sacrifices, and in most traditions Quetzalcoatl was said to oppose human sacrifice.


          Mesoamerican priests and kings would sometimes take the name of a deity they were associated with, so Quetzalcoatl and Kukulcan are also the names of historical persons.


          One noted Post-Classic Toltec ruler was named Quetzalcoatl; he may be the same individual as the Kukulcan who invaded Yucatn at about the same time. The Mixtec also recorded a ruler named for the Feathered Serpent. In the 10th century a ruler closely associated with Quetzalcoatl ruled the Toltecs; his name was Topiltzin Ce Acatl Quetzalcoatl. This ruler was said to be the son of either the great Chichimeca warrior, Mixcoatl and the Culhuacano woman Chimalman, or of their descent.


          It is believed that the Toltecs had a dualistic belief system. Quetzalcoatl's opposite was Tezcatlipoca, who, in one legend, sent Quetzalcoatl into exile. Alternatively, he left willingly on a raft of snakes, promising to return.


          The Aztecs turned him into a symbol of dying and resurrection and a patron of priests. When the Aztecs adopted the culture of the Toltecs, they made twin gods of Tezcatlipoca and Quetzalcoatl, opposite and equal; Quetzalcoatl was also called White Tezcatlipoca, to contrast him to the black Tezcatlipoca. Together, they created the world; Tezcatlipoca lost his foot in that process.


          Along with other gods, such as Tezcatlipoca and Tlaloc, Quetzalcoatl was called "Ipalnemohuani", a title reserved for the gods directly involved in the creation, which means "by whom we live". Because the name Ipalnemohuani is singular, this led to speculations that the Aztec were becoming monotheistic and all the main gods were only one. While this interpretation cannot be ruled out, it is probably an oversimplification of the Aztec religion.


          


          Attributes
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              Quetzalcoatl as depicted in the Codex Magliabechiano.
            

          


          The exact significance and attributes of Quetzalcoatl varied somewhat between civilizations and through history. Quetzalcoatl was often considered the god of the morning star, and his twin brother Xolotl was the evening star (Venus). As the morning star he was known by the title Tlahuizcalpantecuhtli, meaning "lord of the star of the dawn." He was known as the inventor of books and the calendar, the giver of maize (corn) to mankind, and sometimes as a symbol of death and resurrection. Quetzalcoatl was also the patron of the priests and the title of the Aztec high priest.


          Most Mesoamerican beliefs included cycles of suns. Usually, our current time was considered the fifth sun, the previous four having been destroyed by flood, fire and the like. Quetzalcoatl allegedly went to Mictlan, the underworld, and created fifth-world mankind from the bones of the previous races (with the help of Chihuacoatl), using his own blood, from a wound in his penis, to imbue the bones with new life.


          His birth, along with his twin Xolotl, was unusual; it was a virgin birth, to the goddess Coatlicue. Alternatively, he was a son of Xochiquetzal and Mixcoatl.


          One Aztec story claims that Quetzalcoatl was seduced by Tezcatlipoca into becoming drunk and sleeping with a celibate priestess, and then burned himself to death out of remorse. His heart became the morning star (see Tlahuizcalpantecuhtli).


          


          Moctezuma controversy
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              Quetzalcoatl in human form, using the symbols of Ehecatl, from the Codex Borgia.
            

          


          It has been widely believed that the Aztec Emperor Moctezuma II initially believed the landing of Hernn Corts in 1519 to be Quetzalcoatl's return. This has been questioned by many ethnohistorians (e.g. Matthew Restall 2001) who argue that the Quetzalcoatl-Corts connection is asserted in no documents created independently of post-Conquest Spanish influence, and that there is little proof of a pre-Hispanic belief in Quetzalcoatl's return. Most documents expounding this theory are of entirely Spanish origin, such as Corts's letters to Charles V of Spain, in which Corts goes to great pains to present the nave gullibility of the Mexicans in general as a great aid in his conquest of Mexico.


          Much of the idea of Corts being seen as a deity can be traced back to the Florentine Codex written down some 50 years after the conquest. In the codex's description of the first meeting between Moctezuma and Corts, the Aztec ruler is described as giving a prepared speech in classical oratorial Nahuatl, a speech which, as described verbatim in the codex (written by Sahagn's, Tlatelolcan informants who were probably not eyewitnesses of the meeting), included such prostrate declarations of divine or near-divine admiration as,


          
            "You have graciously come on earth, you have graciously approached your water, your high place of Mexico, you have come down to your mat, your throne, which I have briefly kept for you, I who used to keep it for you,"

          


          and,


          
            "You have graciously arrived, you have known pain, you have known weariness, now come on earth, take your rest, enter into your palace, rest your limbs; may our lords come on earth."

          


          Subtleties in, and an imperfect scholarly understanding of, high Nahuatl rhetorical style make the exact intent of these comments tricky to ascertain, but Restall argues that Moctezuma politely offering his throne to Corts (if indeed he did ever give the speech as reported) may well have been meant as the exact opposite of what it was taken to mean: politeness in Aztec culture was a way to assert dominance and show superiority. This speech, which has been widely referred to, has been a factor in the widespread belief that Moctezuma was addressing Corts as the returning god Quetzalcoatl.


          Other parties have also propagated the idea that the Native Americans believed the conquistadors to be gods: most notably the historians of the Franciscan order such as Fray Gernimo de Mendieta. Some Franciscans at this time held millennarian beliefs (Phelan 1956) and the natives taking the Spanish conquerors for gods was an idea that went well with this theology. Bernardino de Sahagn, who compiled the Florentine Codex, was also a Franciscan.


          Some scholars still hold the view that the fall of the Aztec empire can in part be attributed to Moctezuma's belief in Corts as the returning Quetzalcoatl, but most modern scholars see the "Quetzalcoatl/Corts myth" as one of many myths about the Spanish conquest which have risen in the early post-conquest period.


          However, it is interesting to note the resemblance of the Quetzacoatl legend with that of the myth of the Pahana held by the Hopis of northern Arizona. Scholars have described many similarities between the myths of the Aztecs and those of the American Southwest, and posit a common root. The Hopi describe the Pahana as the "Lost White Brother," and they expected his eventual return from the east during which he would destroy the wicked and begin a new era of peace and prosperity. Hopi tradition maintains that they at first mistook the Spanish conquistadors as the Pahana when they arrived on the Hopi mesas in the 16th century.


          


          Alternative interpretations


          
            [image: Lee Lawrie, Quetzalcoatl (1939). Library of Congress John Adams Building, Washington, D.C.]

            
              Lee Lawrie, Quetzalcoatl (1939). Library of Congress John Adams Building, Washington, D.C.
            

          


          Modern esoteric groups, called " Mexicanistas", have mixed the cult of Quetzalcoatl with modern esoteric practices.


          Creationists, in a effort to present ancient myths as literal truth, have suggested that the Quetzalcoatl is a definition or description of a pterodactyl. They believe their idea to have merit due to supposed (unconfirmed) sightings of pterodactyls throughout the Americas, from early European colonization to modern times.


          Some believers in The Book of Mormon assert some references to Quetzalcoatl are a corruption of the story of Jesus Christ, of whom The Book of Mormon states visited the Mesoamerican natives after his resurrection.


          
            Retrieved from " http://en.wikipedia.org/wiki/Quetzalcoatl"
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              	Nickname(s): Luz de Amrica (Light of America)
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              	Coordinates:
            


            
              	Country

              	Ecuador
            


            
              	Province

              	Pichincha
            


            
              	Canton

              	Quito
            


            
              	Founding

              	1534-12-06
            


            
              	Founder

              	Sebastin de Benalczar
            


            
              	Named for

              	Quitu
            


            
              	Urban parishes (electoral urban parishes)

              	Alfaro, Benalczar, Chaupicruz, Chillogallo, Cotocollao, El Salvador, Gonzlez Surez, Gupulo, La Floresta, La Libertad, La Magdalena, La Vicentina, San Blas, San Marcos, San Roque, San Sebastin, Santa Brbara, Santa Prisca, Villa Flora
            


            
              	Government
            


            
              	-Type

              	Mayor and council
            


            
              	- Mayor

              	Paco Moncayo ( ID)
            


            
              	- City council

              	
                
                  
                    List of council members
                  


                  
                    Augusto Barrera

                    Luis Caicedo

                    Fernando Carrin

                    Margarita Carranco

                    Luz Elena Coloma

                    Sergio Garnica

                    Carmen Elena de Jann

                    Indira Medina

                    Gonzalo Ortiz

                    Patricio Alejandro Ubidia

                    Pablo Ponce

                    Ramiro Prez

                    Patricia Ruiz

                    Andrs Vallejo

                    Macarena Valarezo
                  

                

              
            


            
              	Area approx.
            


            
              	-City

              	324km(125.1sqmi)
            


            
              	-Land

              	9,000,000,000km(3,474,919,426.9sqmi)
            


            
              	- Water

              	0km(0sqmi)
            


            
              	Elevation

              	2,850m (9,350ft)
            


            
              	Population (2001-11-24)
            


            
              	-City

              	1,397,698
            


            
              	- Metro

              	1,842,201
            


            
              	

              	Decadal national census by the Instituto Nacional de Estadstica y Censos (INEC)
            


            
              	Time zone

              	ECT ( UTC-5)
            


            
              	Postal code

              	P01
            


            
              	Area code(s)

              	593 2
            


            
              	Municipality's tourism site: http://www.quito.com.ec
            


            
              	Website: http://www.quito.gov.ec
            

          


          
            
              	City of Quito*
            


            
              	UNESCO World Heritage Site
            


            
              	StateParty
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              	Type

              	Cultural
            


            
              	Criteria

              	ii, iv
            


            
              	Reference

              	2
            


            
              	Region**

              	Latin America and the Caribbean
            


            
              	Inscription history
            


            
              	Inscription

              	1978 (2nd Session)
            


            
              	* Name as inscribed on World Heritage List.

              ** Region as classified by UNESCO.
            

          


          Quito, officially San Francisco de Quito, is the capital of Ecuador in northwestern South America. It is located in north central Ecuador in the Guayllabamba river basin, on the eastern slopes of the Pichincha , an active stratovolcano in the Andes mountains. With a population of approximately 1,397,698 in the decadal national census of November 24, 2001, and, as estimated by the municipality, approximately 1,504,991 in 2005 , Quito is the second most populous city in Ecuador, after Guayaquil. It is also the seat of the Quito Metropolitan District, also known as Quito Canton, home to 1,842,201 million residents in 2001, and the capital of the Pichincha province. Quito is also to be the headquarters of the Union of South American Nations since 2008.


          The elevation of the city's central square (Plaza de La Independencia or Plaza Grande) is 2,850 m (about 9,350 ft), making Quito the second highest capital city in the world. There is some confusion about this claim because La Paz, Bolivia, which is higher, is the governmental capital of Bolivia (where the Bolivian government functions). However, Sucre, which is lower, is the legal capital of Bolivia.


          Quito is located about 25km (15 miles) south of the equator. A monument and museum marking the general location of the equator is known locally as la mitad del mundo (the middle of the world), to avoid confusion, as the word ecuador is Spanish for equator.


          Due to its high altitude and position on the equator, Quito has a constant, mild to cool climate. The typical temperature at noon is 25 C (77 F) with a normal night-time low of 6 C (43 F). The average temperature is 15 C (64 F) . The city experiences only two seasons: dry and wet. The dry season, June through September (4 months), is referred to as summer; the wet season, October through May (8 months), is referred to as winter.


          


          Prehistory


          Quito's origins date back to the first millennium when the Quitu tribe occupied the area and eventually formed a commercial centre. According to Juan de Velasco's 1767 book Historia del Reino de Quito, the Quitu were conquered by the Caras tribe, who founded the Kingdom of Quito about 980 CE. In 1462 the Incas conquered the Kingdom of Quito. In 1533, Rumiahui, an Inca war general, burned the city to prevent the Spanish from taking it, thereby destroying any traces of the ancient prehispanic city.


          


          History


          


          Colony


          Indigenous resistance to the Spanish invasion continued during 1534, with Francisco Pizarro founding San Francisco de Quito on August 15 of that same year. On December 6, 1534 , the city was officially founded by 204 settlers led by Sebastin de Benalczar, who captured Rumiahui and effectively ended any organized resistance. Rumiahui was then executed on January 10, 1535. On March 14, 1541, Quito was declared a city, and on February 14, 1556, was given the title Muy Noble y Muy Leal Ciudad de San Francisco de Quito ("Very Noble and Loyal City of San Francisco of Quito"). In 1563, Quito became the seat of a royal audiencia (administrative district) of Spain, and part of the Viceroyalty of Peru with its capital in Lima (see Real Audiencia de Quito).
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              Main doorway to the Cathedral
            

          


          The Spanish promptly established the Catholic religion in Quito, with the first church (El Beln) built even before the city had been officially founded. In January of 1535, the San Francisco Convent was constructed, the first of about 20 churches and convents built during the colonial period. The Spanish actively evangelized to the indigenous people, but they also used them as slave labor for construction, especially in the early colonial years. The Diocese of Quito was established in 1545 and was elevated to the Archdiocese of Quito in 1849.


          In 1809, after nearly 300 years of Spanish colonization, Quito was a city of about 10,000 inhabitants. On August 10, 1809, a movement was started in Quito that aimed for political independence from Spain. On that date a plan for government was established that placed Juan Po Montfar as president with various other prominent figures in other positions of government. However, this initial movement was ultimately defeated on August 2, 1810, when Spanish forces came from Lima, Peru, and killed the leaders of the uprising along with about 200 inhabitants of the city. A chain of conflicts concluded on May 24, 1822 when Antonio Jos de Sucre, under the command of Simn Bolvar, led troops into the Battle of Pichincha. Their victory marked the independence of Quito and the surrounding areas.


          


          Gran Colombia


          Just days after the Battle of Pichincha, on May 24, 1822, the leaders of the city proclaimed their independence and allowed the city to be annexed to the Republic of Gran Colombia. Simn Bolvar went to Quito on June 16, 1822 and was present at the signing of the Colombian Constitution on June 24, 1822. When the Gran Colombia dissolved in 1830, Quito became the capital of the newly-formed Republic of Ecuador.


          


          Republican Era
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              Baslica del Sagrado Voto Nacional on street Venezuela
            

          


          In 1833, members of the Society of Free Inhabitants of Quito were assassinated by the government after they conspired against it, and on March 6, 1845, the Marcist Revolution began. Later, in 1875, the country's president, Gabriel Garca Moreno, was assassinated in Quito. Two years later, in 1877, Archbishop Jos Ignacio Checa y Barba was killed by poisoning while he was giving mass.


          In 1882, insurgents arose against the regime of dictator Ignacio de Veintemilla, however this did not end the violence that was occurring throughout the country. On July 9, 1883, the liberal commander Eloy Alfaro participated in the Battle of Guayaquil, and later, after more conflict, became the president of Ecuador on September 4, 1895. Upon completing his second term in 1911, he moved to Europe, but upon his return to Ecuador in 1912 and attempted return to power, he was arrested on January 28, 1912, thrown in prison, and assassinated by a mob that had stormed the prison. His body was dragged through the streets of Quito to a city park, where it was burned.


          In 1932, the Four Days' War broke out, a civil war that followed the election of Neptal Bonifaz and the subsequent realization that he carried a Peruvian passport. Workers at a major textile factory went on strike in 1934, and similar unrest continues to the present day. On February 12, 1949, a realistic broadcast of H. G. Wells' novel The War of the Worlds led to citywide panic and the deaths of six people who died in fires set by mobs .


          In recent years, Quito has been the focal point of large demonstrations that led to the ousting of presidents Abdal Bucaram ( February 5, 1997), Jamil Mahuad ( January 21, 2000) and Lucio Gutirrez ( April 20, 2005).


          


          Geography: mountains and volcanoes
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              Cayambe volcano seen from the north of the city
            

          


          Quito is in the northern highland of Ecuador in the Guayllabamba river basin. Some of the volcanoes on the Central Cordillera (Royal Cordillera), east of Quito, surrounding the Guayllabamba valley are Cotopaxi, Sincholagua, Antisana, and Cayambe. Some of the volcanoes of the Western Cordillera, to the west of the Guayllabamba valley, are Illiniza, Atacazo, Pichincha and Pululahua (which has the Pululahua Geobotanical Reserve).


          Cayambe, which is situated east-northeast of Quito, has not erupted since 1786, and is the only mountain or volcano on earth that lies directly on the equator (the equator runs through the southern flank) and has a permanent snow cap and glaciers.


          Quito is the only capital in the world to be directly menaced by an active volcano. Guagua Pichincha, only 13 miles (21km) west, has continuing activity and is under constant monitoring. The largest eruption occurred in 1660 when over 10 inches (25 cm) of ash covered the city. The latest eruption was recorded on October 5 and 7 1999, when a large amount of ash was deposited on the city. Although not devastating, the eruption caused significant disruption of activities, including closing of the international airport.


          Activity in other nearby volcanoes also can affect the city. In November 2002, after an eruption in the volcano Reventador, the city was showered with ash for several days with greater accumulation than the 1999 eruption of Guagua Pichincha.


          The region also is vulnerable to earthquakes. The worst-known earthquake to have hit Quito occurred in 1797 and killed 40,000 people. The most recent major seismic event, with a magnitude of 7 on the Richter scale, occurred in 1987 with an epicentre about 50 miles (80km) from the city. It killed an estimated 1,000 near the epicenter, but Quito itself suffered only minor damage. On October 16, 2006, the city felt a quake measuring 4.1 on the Richter scale, but no major damage was reported.


          


          Demographics


          
            [image: ]
          


          [bookmark: 2001_INEC_census]


          2001 INEC census


          These are numbers for the city proper only, not the whole canton, which also includes surrounding rural parishes (parish seats and their surroundings), which are separate from the city.


          
            	Population: 1,399,378


            	Number of households: 419,845


            	Illiteracy rate: 3.6%


            	Unemployment rate: 8.9%


            	Underemployment rate: 43.8%

          


          See also Cantn Quito (= "Distrito Metropolitano de Quito").


          


          Topographical zones
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              Hill of El Panecillo that separates the old downtown from the southern part of the city
            

          


          Quito is divided into three areas, separated by hills:


          
            	the centre houses the colonial old city


            	the southern part is mainly industrial and residential, a working-class housing area.


            	The northern part is modern Quito, with high-rise buildings, shopping centers, the financial district and upper class residential areas, and some working-class housing areas. Mariscal Sucre International Airport is in the northern part.

          


          


          Political division


          As of the October 2004 political elections, Quito was divided into 19 urban electoral parishes (parroquias electorales urbanas). These parishes are not the same as the municipal parishes, whose boundaries are determined by the municipality of Quito instead of electoral organizations.
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              Repblica del Salvador, a street in northeastern Quito
            

          


          These are the 19 electoral parishes of the city:


          
            	Alfaro


            	Benalczar


            	Chaupicruz


            	Chillogallo


            	Cotocollao


            	El Salvador


            	Gonzlez Surez


            	Gupulo


            	La Floresta


            	La Libertad


            	La Magdalena


            	La Vicentina


            	San Blas


            	San Marcos


            	San Roque


            	San Sebastin


            	Santa Brbara


            	Santa Prisca


            	Villa Flora

          


          


          Transportation
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              Northernmost trolleybus station, north of "La Y" intersection
            

          


          Domestic and international flights are handled by the Mariscal Sucre International Airport in Chaupicruz urban parish, in the northern part of the city, although a new airport is to be built in Tababela rural parish, outside the city, to the east.


          The public transportation system, with a total ridership of 1.8 million passenger trips per day, includes an extensive network of privately-operated commuter bus routes; a trolleybus line (the Trole), in operation since 1995; and two bus rapid transit systems: Ecova and Metrobs. These rapid-transit lines are connected to outlying neighborhoods by an extensive "bus feeder" system. Rides on the rapid-transit system and most buses cost US$.25. Additionally, there are about 8,800 registered taxicabs.


          Although public transportation is the primary form of travel in the city, including fleets of taxis that constantly cruise the roadways, the use of private vehicles has increased substantially during the past decade. This has happened despite the fact that vehicles cost twice their price in the U.S., due to import tariffs and taxes. Because of growing road congestion in many areas, there are plans to replace the Trole with a light rail system, with construction expected to begin in 2008.


          


          Points of interest


          


          Northern Quito
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              Northeastern Quito near Avenida Gonzlez Surez
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              In the background are the volcanoes Cotopaxi, Pasochoa and Rumiahui.
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              View from the northeastern side of the Pichincha volcano.
            

          


          The northern part of Quito is the site of the main business district and a substantial number of buildings. It is also where the international airport (UIO) and major recreational areas are located.


          Plaza de toros de Quito- is a bull ring in Quito, Ecuador. It is currently used for bull fighting. The stadium holds 15,000 people and was built in 1960.


          


          Museo del Banco Central


          This museum is a showcase of Ecuadorian art, history and culture. The ground floor features an extensive collection of pre-colonial (including pre-Incaic) potteries, sculptures, gold, lithics, and other artifacts such as a mummified body. There also are remarkable (if somewhat distorted) models to show the way various parts of Ecuador may have looked at the time, from the Pambamarca fort to the Cochasqu tumuli complex. The highlight of this collection is a golden sun mask of the La Tolita culture. The second floor is dedicated to Colonial art, and paintings and sculptures with religious themes are exhibited. The third floor is devoted to contemporary Ecuadorian art.


          


          Parks


          
            	Parque Metropolitano Guanguiltagua , with its 1,376 acres (5.57 km) is the largest urban park in South America. (As reference, New York's huge Central Park is 843 acres (3.4 km).) The park is located in the north of Quito, on the hillside, behind the Atahualpa Olympic (Soccer) Stadium. The park is suited for mountain biking, walking, or running. Most of it is eucalyptus forest with trails, but there also are numerous sculptures on display. The park has four sites that can be used for picnics or barbecues, and the eastern section has a view of Cotopaxi, Antisana and the Guayllabamba river basin.


            	La Carolina is a 165.5 acre (670,000 m) park in the Benalczar parish in the middle of Quito's business and shopping district, bordered by three major streets: Avenida Amazonas, Avenida Shyris, and Avenida Naciones Unidas. Quiteos gather at La Carolina mostly on weekends to play soccer, basketball, ecua-volley (an Ecuadorian variation of volleyball with less emphasis on spiking, which allows more of a throw and allows using the feet, much like soccer). Other activities include aerobics, kite flying, running, snacking, and people watching. The southern part of the park has a small pond where paddle boats can be rented, and a skatepark for bicyclists and skateboarders. Artists are known to perform on weekends at the park. In the western part of the park visitors will find the Quito Exhibition Centre with different exhibits every month, the Quito botanical gardens, and a Vivarium.


            	El Ejido is situated between the old part of the city and the modern section. This park is known for handicrafts available for sale every Saturday and Sunday, with all pricing subject to negotiation (i.e. haggling). Local painters sell copies of paintings by Oswaldo Guayasamn , Eduardo Kingman or Gonzalo Endara Crow. Otavaleos sell traditional sweaters, ponchos, carpets and jewelry.


            	La Alameda park has the oldest astronomical observatory in South America as well as a monument of Simn Bolvar and a small lake where boats can be rented.

          


          


          Old Town
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              Street of the old town (Centro Histrico) at night (Garca Moreno street).
            

          


          The "centro histrico", historical centre, as it is called, was appointed , along with the historic centre of Krakw (Cracovia) , Poland, as the first UNESCO World Heritage Cultural Site in 1978. Despite the 1917 earthquake, the city has the best-preserved, least altered historic centre in Latin America. The monasteries of San Francisco and Santo Domingo, and the Church and Jesuit College of La Compaa, with their rich interiors, are pure examples of the 'Baroque school of Quito', which is a fusion of Spanish, Italian, Moorish, Flemish and indigenous art. It has many appealing plazas (the Independence Plaza being the most important) and manierist and baroque churches, including: the Metropolitan Cathedral (official name: Catedral Primada de la Virgen Asunta al Cielo), the convent and church of St. Francis, which is the largest building of the Colonial era built by the Spaniards in South America; the church of El Sagrario; convent and church of Santo Domingo; and the church of the Society of Jesus, or "La Compaa," which was built after the model of the Church of the Gesu in Rome. The Sucre Theatre, where concerts by the National Symphony Orchestra of Ecuador are held, is in the vicinity. There also are several museums, many dedicated to Colonial art and history. The most renowned are the City Museum ("Museo de la Ciudad") , the Metropolitan Cultural Centre and the museum of the Convent of St. Francis. Markets are scattered throughout the area.


          At the north-eastern edge of Old Town lies the more recent Baslica del Voto Nacional, consecrated in 1988. For the able-bodied non- acrophobic tourist, the Baslica offers a climb up its high towers leading to breathtaking views from the top.


          


          El Panecillo
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              'La Virgen del Panecillo', located on the top of the Panecillo hill, at night.
            

          


          El Panecillo is a hill located in the middle west of the city with an altitude of about 9,895 feet (3,016 m) above sea level. The monument to Virgin Mary located on top of El Panecillo is visible from most of the city of Quito. This monument is based on a sculpture made by Bernardo de Legarda in the Spanish Colony time known as 'La Virgen de Quito'.


          In 1976, the Spanish artist Agustn de la Herrn Matorras was commissioned by the religious order of the Oblates to build a 134foot (41m)-tall aluminium monument of a madonna, which was assembled on a high pedestal on the top of Panecillo. Made of approximately 7,000 pieces of aluminium, the monument was inaugurated on March 28, 1976, by the 11th archbishop of Quito, Pablo Cardinal Muoz Vega.


          The figure stands on top of a globe, stepping on a snake (classic madonna iconography). What is not so traditional, however, is her wings. The monument was inspired by the famous "Virgen de Quito" (Quito's Madonna), also known as "the dancer" sculpted by Bernardo de Legarda in 1734, which now decorates the main altar at the Church of St. Francisco. This madonna represents a turning point of the Quito School of Art (one of the most renowned of the Americas) because it shows a figure with great movement (practically dancing) as a contrast with the traditional static madonnas produced during the 18th century.


          


          Aerial tramway to Cruz Loma
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              Northern Quito as seen from the Telefriqo (Aerial tramway) Station at Cruz Loma (part of the Pichincha mountain complex at about 13,123 ft; 4,000 m, ). Lots of buildings (10 or more stories) have been constructed around the financial centre of the city throughout the last 35 years.
            

          


          Since July 2005, Quito has an aerial tramway, known as the " Telefriqo," from the city centre to the hill known as Cruz Loma on the east side of the Pichincha volcano. The ride takes visitors to an altitude of about 13,400 feet (over 4,100 m) where they find a number of restaurants, coffee shops and a variety of stores. There are also trails for hiking and areas where pictures can be taken of Quito. Due to the increased altitude and the wind on the mountain, it is considerably cooler.


          Besides the aerial tramway to Cruz Loma, the Telefriqo as a whole is a visitor centre that includes an amusement park ( Vulqano Park), fine dining restaurants, Go Karts, Paint Ball, shopping malls, extensive food court, and other attractions.


          


          Outside the city


          La Mitad del Mundo (the middle of the world) is a small village administered by the prefecture of the province of Pichincha, 22 miles (35km) north of Quito. The village features a large monument, built on the site where the equator was thought to have crossed the area in the early 1980s. There is also a museum that contains a model of Quito, a planetarium, various exhibits, several restaurants, an open arena that is occasionally used for folkloric dance performances, and a small chapel where couples can marry with one spouse standing in the northern hemisphere and the other in the southern [it has since been determined that the actual equator is some 200 meters north of the monument area].


          Pululahua is a volcano a few miles northwest from La Mitad del Mundo. Its caldera (crater) is visible from a spot easily accessible by car, and is believed to be one only a few in the world with human inhabitants. It is also the site of a Geo Botanical Reserve.


          Quito Zoo located near the village of Guayllabamba, about 12 miles (20 km) outside Quito, has the biggest collection of native fauna in Ecuador, including several kinds of animals that are sometimes targeted in Ecuador in the illegal fur trade.


          Other nearby natural attractions include:


          
            	Pasochoa Volcano reserve


            	Cotopaxi Volcano National Park


            	Illinizas Peaks Ecological reserve


            	Antisana volcano reserve


            	Rucu and Guagua Pichincha volcanoes


            	Papallacta and Oyacachi Thermal springs


            	Cayambe Volcano - Coca National Park


            	Mojanda Cajas lakes


            	Mindo Nambillo Cloud forest reserve


            	Otavalo crafts market

          


          


          Schools


          According to the National Council for Higher Education of Ecuador (CONESUP ), here is a list of Schools founded before the year 2000 in the Quito and surrounding area:


          
            
              	University

              	Foundation Date
            


            
              	Escuela Politecnica Javeriana de MY FAT

              	29/11/1995
            


            
              	Escuela Politecnica Nacional

              	27/08/1869
            


            
              	Universidad Politcnica Salesiana

              	05/08/1994
            


            
              	Pontificia Universidad Catolica del Ecuador

              	04/11/1946
            


            
              	Universidad Central del Ecuador

              	18/03/1826
            


            
              	Universidad de las Americas

              	29/11/1995
            


            
              	Universidad Internacional del Ecuador

              	30/08/1996
            


            
              	Universidad Particular Internacional SEK

              	30/06/1993
            


            
              	Universidad San Francisco de Quito

              	25/10/1995
            


            
              	Universidad Tecnologica America

              	20/08/1997
            


            
              	Universidad Tecnologica Equinoccial

              	18/02/1986
            


            
              	Universidad Tecnologica Israel

              	16/11/1999
            


            
              	Escuela Politecnica del Ejercito

              	20/12/1977
            

          


          


          Professional football teams


          
            	Liga Deportiva Universitaria


            	Club Deportivo El Nacional


            	Sociedad Deportiva Aucas


            	Sociedad Deportivo Quito


            	Club Deportivo Universidad Catlica del Ecuador

          


          


          Sister cities


          Quito has nine sister cities:


          
            	[image: Flag of the Dominican Republic] Santo Domingo, (Dominican Republic)

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Quito"
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        Qur'an


        
          

          The Quran (Arabic: القرآن  al-qurān, literally "the recitation"; also sometimes transliterated as Qurān, Koran, Alcoran or Al-Qurān) is the central religious text of Islam. Muslims believe the Quran to be the book of divine guidance and direction for mankind, and consider the original Arabic text to be the final revelation of God. Islam holds that the Quran was revealed to Muhammad by the angel Jibrīl (Gabriel) over a period of 23 years. Muslims regard the Quran as the culmination of a series of divine messages that started with those revealed to Adam, regarded in Islam as the first prophet, and continued with the Suhuf-i-Ibrahim (Scrolls of Abraham), the Tawrat ( Torah), the Zabur ( Psalms), and the Injeel ( Gospel). The aforementioned books are not explicitly included in the Quran, but are recognized therein. The Quran also refers to many events from Jewish and Christian scriptures, some of which are retold in comparatively distinctive ways from the Bible and the Torah, while obliquely referring to other events described explicitly in those texts.


          The Qur'an itself expresses that it is the book of guidance. Therefore it rarely offers detailed accounts of historical events; the text instead typically placing emphasis on the moral significance of an event rather than its narrative sequence. It does not describe natural facts in a scientific manner but teaches that natural and supernatural events are signs of God.


          The Quran was written down by Muhammad's companions while he was alive, although the prime method of transmission was oral. It was compiled in the time of Abu Bakr, the first caliph, and was standardized in the time of Uthman, the third caliph. The Quran in its actual form is generally considered by academic scholars to record the words spoken by Muhammad because the search for variants in Western academia has not yielded any differences of great significance and that historically controversy over the content of the Quran has never become a main point. Therefore all Muslims, Sunni or Shia use the same Quran.


          


          Etymology and meaning


          The original usage of the word qur`ān is in the Quran itself, where it occurs about 70 times assuming various meanings. It is a verbal noun ( maṣdar) of the Arabic verb qara`a (Arabic: قرأ), meaning "he read" or "he recited", and represents the Syriac equivalent qeryānā which refers to "scripture reading" or "lesson". While most Western scholars consider the word to be derived from the Syriac, the majority of Muslim authorities hold the origin of the word is qara`a itself. In any case, it had become an Arabic term by Muhammad's lifetime. Among the earliest meanings of the word Quran is the "act of reciting", for example in a Quranic passage: "Ours is it to put it together and [Ours is] its qur`ān". In other verses it refers to "an individual passage recited [by Muhammad]". In the large majority of contexts, usually with a definite article (al-), the word is referred to as the "revelation" ( wahy), that which has been "sent down" ( tanzīl) at intervals. Its liturgical context is seen in a number of passages, for example: "So when al-qur`ān is recited , listen to it and keep silent". The word may also assume the meaning of a codified scripture when mentioned with other scriptures such as the Torah and Gospel.


          The term also has closely related synonyms which are employed throughout the Quran. Each of the synonyms possess their own distinct meaning, but their use may converge with that of qur`ān in certain contexts. Such terms include kitāb ("book"); āyah ("sign"); and sūrah ("scripture"). The latter two terms also denote units of revelation. Other related words are: dhikr, meaning "remembrance," used to refer to the Quran in the sense of a reminder and warning; and hikma, meaning "wisdom," sometimes referring to the revelation or part of it.


          The Quran has many other names. Among those found in the text itself are al-furqan ("discernment" or "criterion"), al-huda ("the guide"), dhikrallah ("the remembrance of God"), al-hikmah ("the wisdom"), and kalamallah ("the word of God"). Another term is al-kitāb ("the book"), though it is also used in the Arabic language for other scriptures, such as the Torah and the Gospels. The term mus'haf ("written work") is often used to refer to particular Qur'anic manuscripts but is also used in the Quran to identify earlier revealed books.


          


          Structure


          The Quran consists of 114 chapters of varying lengths, each known as a sura. Chapters are classed as Meccan or Medinan, depending on where the verses were revealed. Chapter titles are derived from a name or quality discussed in the text, or from the first letters or words of the sura. Muslims believe that Muhammad, on God's command, gave the chapters their names. Generally, longer chapters appear earlier in the Quran, while the shorter ones appear later. The chapter arrangement is thus not connected to the sequence of revelation. Each sura with the exception of one, commences with the Basmala.


          Each sura is formed from several ayat (verses), which originally means a sign or portent sent by God. The number of ayat differ from sura to sura. An individual ayah may be just a few letters or several lines. The ayat are unlike the highly refined poetry of the pre-Islamic Arabs in their content and distinctive rhymes and rhythms, being more akin to the prophetic utterances marked by inspired discontinuities found in the sacred scriptures of Judaism and Christianity. The actual number of ayat has been a controversial issue among Muslim scholars since Islam's inception, some recognizing 6,000, some 6,204, some 6,219, and some 6,236, although the words in all cases are the same. The most popular edition of the Quran, which is based on the Kufa school tradition, contains 6,236 ayat.


          There is a crosscutting division into 30 parts, ajza, each containing two units called ahzab, each of which is divided into four parts (rub 'al-ahzab). The Quran is also divided into seven stations ( manazil)


          The Quranic text seems to have no beginning, middle, or end, its nonlinear structure being akin to a web or net. Critics have commented on the textual arrangement pointing out lack of continuity, absence of any chronological or thematic order, and presence of repetition.


          


          Literary structure


          The Quran's message is conveyed through the use of various literary structures and devices. In the original Arabic, the chapters and verses employ phonetic and thematic structures that assist the audience's efforts to recall the message of the text. There is consensus among Arab scholars to use the Quran as a standard by which other Arabic literature should be measured. Muslims assert (in accordance with the Quran itself) that the Quranic content and style is inimitable.


          Richard Gottheil and Siegmund Frnkel in the Jewish Encyclopedia write that the oldest portions of the Quran reflect significant excitement in their language, through short and abrupt sentences and sudden transitions. The Quran nonetheless carefully maintains the rhymed form, like the oracles. Some later portions also preserve this form but also in a style where the movement is calm and the style expository.


          
            
              	
            


            
              	"The values presented in the very early Meccan revelations are repeated throughout the hymnic Suras. There is a sense of directness, of intimacy, as if the hearer were being asked repeatedly a simple question: what will be of value at the end of a human life?"
            


            
              	- Sells
            

          


          Michael Sells, citing the work of the critic Norman O. Brown, acknowledges Brown's observation that the seeming "disorganization" of Quranic literary expression  its "scattered or fragmented mode of composition," in Sells's phrase  is in fact a literary device capable of delivering "profound effects  as if the intensity of the prophetic message were shattering the vehicle of human language in which it was being communicated." Sells also addresses the much-discussed "repetitiveness" of the Quran, seeing this, too, as a literary device.


          


          Quran as a religious text


          Muslims believe the Quran to be the book of divine guidance and direction for mankind and consider the text in its original Arabic to be the literal word of God, revealed to Muhammad through the angel Gabriel over a period of twenty-three years and view the Quran as God's final revelation to humanity.


          The Christian concept of revelation which means God incarnating and unveiling himself and become visible and audible for mankind is foreign to Islam. Wahy in Islamic and Quranic concept means the act of God addressing an individual, conveying a message for a greater number of recipients. The process by which the divine message comes to the heart of a messenger of God is tanzil (to send down) or nuzul (to come down). As the Qur'an says, "With the truth we (God) have sent it down and with the truth it has come down." It designates positive religion, the letter of the revelation dictated by the angel to the prophet. It means to cause this revelation to descend from the higher world. According to hadith, the verses were sent down in special circumstances known as asbab al-nuzul. However, in this view God himself is never the subject of coming down.


          The Qur'an frequently asserts in its text that it is divinely ordained, an assertion that Muslims believe. The Qur'an  often referring to its own textual nature and reflecting constantly on its divine origin  is the most meta-textual, self-referential religious text amongst all religious texts. The Qur'an refers to a written pre-text which records God's speech even before it was sent down.


          
            
              	

              	And if ye are in doubt as to what We have revealed from time to time to Our servant, then produce a Sura like thereunto; and call your witnesses or helpers (If there are any) besides God, if your (doubts) are true. But if ye cannot  and of a surety ye cannot  then fear the Fire whose fuel is men and stones, which is prepared for those who reject Faith.

              	
            


            
              	
                Qur'an 2:234( Yusuf Ali)

              
            

          


          The issue of whether the Qur'an is eternal or created was one of the crucial controversies among early Muslim theologians. Mu'tazilis believe it is created while the most widespread varieties of Muslim theologians consider the Qur'an to be eternal and uncreated. Sufi philosophers view the question as artificial or wrongly framed.


          Muslims maintain the present wording of the Qur'anic text corresponds exactly to that revealed to Muhammad himself: as the words of God, said to be delivered to Muhammad through the angel Gabriel. Muslims consider the Qur'an to be a guide, a sign of the prophethood of Muhammad and the truth of the religion. They argue it is not possible for a human to produce a book like the Qur'an, as the Qur'an itself maintains.


          Therefore an Islamic philosopher introduces a prophetology to explain how the divine word passes into human expression. This leads to a kind of esoteric hermeneutics which seeks to comprehend the position of the prophet by mediating on the modality of his relationship not with his own time, but with the eternal source from which his message emanates. This view contrasts with historical critique of western scholars who attempt to understand the prophet through his circumstances, education and type of genius.


          


          History of Quran


          
            [image: 9th century Qur'an]

            
              9th century Qur'an
            

          


          


          The Prophet era


          According to hadith and Muslim history, after Muhammad emigrated to Medina and formed an independent Muslim community, he ordered a considerable number of the companions ( sahaba) to recite the Quran and to learn and teach the laws which were being revealed daily. Companions who engaged in the recitation of the Quran were called qurra'. Since most sahaba were unable to read or write, they were ordered to learn from the prisoners-of-war the simple writing of the time. Thus a group of sahaba gradually became literate. As it was initially spoken, the Quran was recorded on tablets, bones and the wide flat end of date palm fronds. Most chapters were in use amongst early Muslims since they are mentioned in numerous sayings by both Sunni and Shia sources, relating Muhammad's use of the Qur'an as a call to Islam, the making of prayer and the manner of recitation. However, the Quran did not exist in book form at the time of Muhammad's death in 632.


          Welch, a scholar of Islamic studies, states in the Encyclopaedia of Islam that he believes the graphic descriptions of Muhammad's condition at these moments may be regarded as genuine, seeing as he was severely disturbed after these revelations. According to Welch, these seizures would have been seen as convincing evidence for the superhuman origin of Muhammad's inspirations by the people around him. Muhammad's critics, however, accused him of being a possessed man, or of being a soothsayer or magician since his claimed experiences were similar to those made by such figures well known in ancient Arabia. Additionally, Welch states that it remains uncertain whether these experiences occurred before or after Muhammad began to see himself as a prophet.


          The Quran states that Muhammad was ummi, interpreted as illiterate in Muslim tradition. According to Watt, the meaning of the Quranic term ummi is unscriptured rather than illiterate. Watt argues that a certain amount of writing was necessary for Muhammad to perform his commercial duties though it seems certain that he had not read any scriptures.


          


          Making Mus'haf


          According to Shia and some Sunni scholars, Ali compiled a complete version of the Quran mus'haf immediately after death of Muhammad. The order of this mus'haf differed from that gathered later during Uthman's era. Despite this, Ali made no objection or resistance against standardized mus'haf, but kept his own book.


          After seventy reciters were killed in the Battle of Yamama, the caliph Abu Bakr decided to collect the different chapters and verses into one volume. Thus, a group of reciters, including Zayd ibn Thabit, collected the chapters and verses and produced several hand-written copies of the complete book.
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              11th Century North African Quran in the British Museum
            

          


          In about 650, as Islam expanded beyond the Arabian peninsula into Persia, the Levant and North Africa, the third caliph Uthman ibn Affan ordered the preparation of an official, standardized version, in order to preserve the sanctity of the text (and perhaps to keep the Rashidun Empire united, see Uthman Qur'an). Five of the reciters from amongst the companions produced a unique text from the first volume which had been prepared on the orders of Abu Bakr and which was kept with Hafsa bint Umar. The other copies already in the hands of Muslims in other areas were collected and sent to Medina where, on orders of the Caliph, they were destroyed by burning or boiling. This remains the authoritative text of the Quran to this day.


          The Quran in its present form is generally considered by academic scholars to record the words spoken by Muhammad because the search for variants in Western academia has not yielded any differences of great significance and that historically controversy over the content of the Quran has never become a main point.


          


          Literary usage


          In addition to and largely independent of the division into suras, there are various ways of dividing the Quran into parts of approximately equal length for convenience in reading, recitation and memorization. The thirty ajza can be used to read through the entire Quran in a week or a month. Some of these parts are known by names and these names are the first few words by which the juz' starts. A juz' is sometimes further divided into two ahzab, and each hizb subdivided into four rub 'al-ahzab. A different structure is provided by the ruku'at, semantical units resembling paragraphs and comprising roughly ten ayat each. Some also divide the Quran into seven manazil to facilitate complete recitation in a week.


          


          Recitation


          
            
              	

              	...and recite the Quran in slow, measured rhythmic tones.

              	
            


            
              	
                Qur'an 73:4( Yusuf Ali)

              
            

          


          One meaning of Quran is "recitation", the Quran itself outlining the general method of how it is to be recited: slowly and in rhythmic tones. Tajwid is the term for techniques of recitation, and assessed in terms of how accessible the recitation is to those intent on concentrating on the words.


          To perform salat (prayer), a mandatory obligation in Islam, a Muslim is required to learn at least some suar of the Quran (typically starting with the first one, al-Fatiha, known as the "seven oft-repeated verses," and then moving on to the shorter ones at the end). Until one has learned al-Fatiha, a Muslim can only say phrases like "praise be to God" during the salat.


          A person whose recital repertoire encompasses the whole Quran is called a qari', whereas a memoriser of the Quran is called a hafiz (fem. Hafaz) (which translate as "reciter" or "protector," respectively). Muhammad is regarded as the first qari' since he was the first to recite it. Recitation ( tilawa تلاوة) of the Quran is a fine art in the Muslim world.


          


          Schools of recitation
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          There are several schools of Quranic recitation, all of which are possible pronunciations of the Uthmanic rasm: Seven reliable, three permissible and (at least) four uncanonical - in 8 sub-traditions each - making for 80 recitation variants altogether. A canonical recitation must satisfy three conditions:


          
            	It must match the rasm, letter for letter.


            	It must conform with the syntactic rules of the Arabic language.


            	It must have a continuous isnad to Muhammad through tawatur, meaning that it has to be related by a large group of people to another down the isnad chain.

          


          These recitations differ in the vocalization ( tashkil) of a few words, which in turn gives a complementary meaning to the word in question according to the rules of Arabic grammar. For example, the vocalization of a verb can change its active and passive voice. It can also change its stem formation, implying intensity for example. Vowels may be elongated or shortened, and glottal stops ( hamzas) may be added or dropped, according to the respective rules of the particular recitation. For example, the name of archangel Gabriel is pronounced differently in different recitations: Jibrīl, Jabrīl, Jibra'īl, and Jibra'il. The name "Quran" is pronounced without the glottal stop (as "Quran") in one recitation, and prophet Abraham's name is pronounced Ibrāhām in another. The more widely used narrations are those of Hafss (حفص عن عاصم), Warsh (ورش عن نافع), Qaloon (قالون عن نافع) and Al-Duri according to Abu `Amr (الدوري عن أبي عمرو). Muslims firmly believe that all canonical recitations were recited by Muhammad himself, citing the respective isnad chain of narration, and accept them as valid for worshipping and as a reference for rules of Sharia. The uncanonical recitations are called "explanatory" for their role in giving a different perspective for a given verse or ayah. Today several dozen persons hold the title "Memorizer of the Ten Recitations." This is considered a great accomplishment amongst Muslims.


          The presence of these different recitations is attributed to many hadith. Malik Ibn Anas has reported:


          
            	Abd al-Rahman Ibn Abd al-Qari narrated: " Umar Ibn Khattab said before me: I heard Hisham Ibn Hakim Ibn Hizam reading Surah Furqan in a different way from the one I used to read it, and the Prophet (sws) himself had read out this surah to me. Consequently, as soon as I heard him, I wanted to get hold of him. However, I gave him respite until he had finished the prayer. Then I got hold of his cloak and dragged him to the Prophet (sws). I said to him: "I have heard this person [Hisham Ibn Hakim Ibn Hizam] reading Surah Furqan in a different way from the one you had read it out to me." The Prophet (sws) said: "Leave him alone [O 'Umar]." Then he said to Hisham: "Read [it]." [Umar said:] "He read it out in the same way as he had done before me." [At this,] the Prophet (sws) said: "It was revealed thus." Then the Prophet (sws) asked me to read it out. So I read it out. [At this], he said: "It was revealed thus; this Quran has been revealed in Seven Ahruf. You can read it in any of them you find easy from among them.

          


          Suyuti, a famous 15th century Islamic theologian, writes after interpreting above hadith in 40 different ways:


          
            
              	

              	And to me the best opinion in this regard is that of the people who say that this hadith is from among matters of mutashabihat, the meaning of which cannot be understood.

              	
            

          


          Many reports contradict the presence of variant readings:


          
            	Abu Abd al-Rahman al-Sulami reports, "the reading of Abu Bakr, Umar, Uthman and Zayd ibn Thabit and that of all the Muhajirun and the Ansar was the same. They would read the Quran according to the Qira'at al-'ammah. This is the same reading which was read out twice by the Prophet (sws) to Gabriel in the year of his death. Zayd ibn Thabit was also present in this reading [called] the 'Ardah-i akhirah. It was this very reading that he taught the Quran to people till his death".


            	Ibn Sirin writes, "the reading on which the Quran was read out to the prophet in the year of his death is the same according to which people are reading the Quran today".

          


          Javed Ahmad Ghamidi also purports that there is only one recitation of Quran, which is called Qira'at of Hafss or in classical scholarship, it is called Qira'at al-'ammah. The Qur'an has also specified that it was revealed in the language of the prophet's tribe: the Quraysh.[Qur'an 19:97][Qur'an 44:58])


          However, the identification of the recitation of Hafss as the Qira'at al-'ammah is somewhat problematic when that was the recitation of the people of Kufa in Iraq, and there is better reason to identify the recitation of the reciters of Madinah as the dominant recitation. The reciter of Madinah was Nafi' and Imam Malik remarked "The recitation of Nafi' is Sunnah." Moreover, the dialect of Arabic spoken by Quraysh and the Arabs of the Hijaz was known to have less use of the letter hamzah, as is the case in the recitation of Nafi', whereas in the Hafs recitation the hamzah is one of the very dominant features.


          
            AZ [however] says that the people of El-Hijaz and Hudhayl, and the people of Makkah and Al-Madinah, to not pronounce hamzah [at all]: and 'Isa Ibn-'Omar says, Tamim pronounce hamzah, and the people of Al-Hijaz, in cases of necessity, [in poetry,] do so.

          


          So the hamzah is of the dialect of the Najd whose people came to comprise the dominant Arabic element in Kufa giving some features of their dialect to their recitation, whereas the recitation of Nafi' and the people of Madinah maintained some features of the dialect of Hijaz and the Quraysh.


          However, the discussion of the priority of one or the other recitation is unnecessary since it is a consensus of knowledgable people that all of the seven recitations of the Quran are acceptable and valid for recitation in the prayer.


          Moreover, the so-called "un-canonical" recitations such as are narrated from some of the Companions and which do not conform to the Uthmani copy of the Quran are not legitimate for recitation in the prayer, but knowledge of them can legitimately be used in the tafsir of the Quran, not as a proof but as a valid argument for an explanation of an ayah.


          


          Writing and printing
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          Most Muslims today use printed editions of the Quran. There are many editions, large and small, elaborate or plain, expensive or inexpensive. Bilingual forms with the Arabic on one side and a gloss into a more familiar language on the other are very popular.


          Qurans are produced in many different sizes. Most are of a reasonable book size, but there exist extremely large Qurans (usually for display purposes) and very small Qurans (sometimes given as gifts).


          Qurans were first printed from carved wooden blocks, one block per page. There are existing specimen of pages and blocks dating from the 10th century AD. Mass-produced less expensive versions of the Quran were later produced by lithography, a technique for printing illustrations. Qurans so printed could reproduce the fine calligraphy of hand-made versions.


          The oldest surviving Quran for which movable type was used was printed in Venice in 1537/1538. It seems to have been prepared for sale in the Ottoman empire. Catherine the Great of Russia sponsored a printing of the Quran in 1787. This was followed by editions from Kazan (1828), Persia (1833) and Istanbul (1877).


          It is extremely difficult to render the full Quran, with all the points, in computer code, such as Unicode. The Internet Sacred Text Archive makes computer files of the Quran freely available both as images and in a temporary Unicode version. Various designers and software firms have attempted to develop computer fonts that can adequately render the Quran.


          Before printing was widely adopted, the Quran was transmitted by copyists and calligraphers. Since Muslim tradition felt that directly portraying sacred figures and events might lead to idolatry, it was considered wrong to decorate the Quran with pictures (as was often done for Christian texts, for example). Muslims instead lavished love and care upon the sacred text itself. Arabic is written in many scripts, some of which are both complex and beautiful. Arabic calligraphy is a highly honored art, much like Chinese calligraphy. Muslims also decorated their Qurans with abstract figures ( arabesques), colored inks, and gold leaf. Pages from some of these antique Qurans are displayed throughout this article.


          


          Translations


          Translation of the Quran has always been a problematic and difficult issue. Since Muslims revere the Quran as miraculous and inimitable (i'jaz al-Quran), they argue that the Quranic text can not be reproduced in another language or form. Furthermore, an Arabic word may have a range of meanings depending on the context, making an accurate translation even more difficult.


          Nevertheless, the Quran has been translated into most African, Asian and European languages. The first translator of the Quran was Salman the Persian, who translated Fatihah into Persian during the 7th century. The first complete translation of Quran was into Persian during the reign of Samanids in the 9th century. Islamic tradition holds that translations were made for Emperor Negus of Abyssinia and Byzantine Emperor Heraclius, as both received letters by Muhammad containing verses from the Quran. In early centuries, the permissibility of translations was not an issue, but whether one could use translations in prayer.


          In 1936, translations in 102 languages were known.


          Robert of Ketton was the first person to translate the Quran into a Western language, Latin, in 1143. Alexander Ross offered the first English version in 1649. In 1734, George Sale produced the first scholarly translation of the Quran into English; another was produced by Richard Bell in 1937, and yet another by Arthur John Arberry in 1955. All these translators were non-Muslims. There have been numerous translations by Muslims; the most popular of these are by Dr. Muhammad Muhsin Khan and Dr. Muhammad Taqi-ud-Din al Hilali, Maulana Muhammad Ali, Abdullah Yusuf Ali, M. H. Shakir, Muhammad Asad and Marmaduke Pickthall.


          The English translators have sometimes favored archaic English words and constructions over their more modern or conventional equivalents; for example, two widely-read translators, A. Yusuf Ali and M. Marmaduke Pickthall, use the plural and singular "ye" and "thou" instead of the more common " you." Another common stylistic decision has been to refrain from translating "Allah"  in Arabic, literally, "The God"  into the common English word "God." These choices may differ in more recent translations.


          


          Levels of meaning


          Shias and Sufis as well as some Muslim philosophers believe the meaning of the Quran to be not restricted to the literal aspect. The Quran also has inward aspects. Henry Corbin narrates a hadith that goes back to Muhammad:


          
            "The Qur'an possesses an external appearance and a hidden depth, an exoteric meaning and an esoteric meaning. This esoteric meaning in turn conceals an esoteric meaning (this depth possesses a depth, after the image of the celestial Spheres which are enclosed within each other). So it goes on for seven esoteric meanings (seven depths of hidden depth)."

          


          Commentaries dealing with the zahir (outward aspects) of the text are called tafsir, and hermeneutic and esoteric commentaries dealing with the batin are called ta'wil (interpretation or explanation), which involves taking the text back to its beginning. Esoteric commentators believe that the ultimate meaning of the Quran is known only to God.


          In contrast, Qur'anic literalism which follows by Salafis and Zahiris is the belief that the Qur'an should be taken at its apparent meaning, rather than employing any sort of interpretation. This includes, for example, the belief that Allah has appendages such as hands as stated in the Quran; this is generally explained by the concept of bi-la kaifa, the claim that the literal meanings should be accepted without asking how or why.


          


          Tafsir


          The Qur'an has sparked a huge body of commentary and explication, known as tafsir. This commentary is aimed at explaining the "meanings of the Quranic verses, clarifying their import and finding out their significance." and best tafseer is done by Allah himself.


          Tafsir is one of the earliest academic activities of Muslims. According to the Quran, Muhammad was the first person who described the meanings of verses for early Muslims. Other early exegetes included a few Companions of Muhammad, like Ali ibn Abi Talib, Abdullah ibn Abbas, Abdullah ibn Umar and Ubayy ibn Kab. Exegesis in those days was confined to the explanation of literary aspects of the verse, the background of its revelation and, occasionally, interpretation of one verse with the help of the other. If the verse was about a historical event, then sometimes a few traditions ( hadith) of Muhammad were narrated to make its meaning clear.


          Because the Quran is spoken in classical Arabic, many of the later converts to Islam (mostly non-Arabs) did not always understand the Quranic Arabic, they did not catch allusions that were clear to early Muslims fluent in Arabic and they were concerned with reconciling apparent conflict of themes in the Quran. Commentators erudite in Arabic explained the allusions, and perhaps most importantly, explained which Quranic verses had been revealed early in Muhammad's prophetic career, as being appropriate to the very earliest Muslim community, and which had been revealed later, canceling out or " abrogating" (nāsikh) the earlier text (mansukh). Memories of the occasions of revelation ( asbāb al-nuzūl), the circumstances under which Muhammad had spoken as he did, were also collected, as they were believed to explain some apparent obscurities.


          


          Inward Aspects of the Quran


          It is an essential idea for Shia as well as Sufi Muslims that the Quran has inward aspects too. They refer to several hadith of Muhammad such as


          
            "The Quran possesses an external appearance and a hidden depth, an exoteric meaning and an esoteric meaning. This esoteric meaning in turn conceals an esoteric meaning (this depth possesses a depth, after the image of the celestial Spheres which are enclosed within each other). So it goes on for seven esoteric meanings (seven depths of hidden depth)."

          


          According to this view, it has also become evident that the inner meaning of the Quran does not eradicate or invalidate its outward meaning. Rather, it is like the soul, which gives life to the body.


          On the base of this viewpoint, Henry Corbin considers the Quran to have a part to play in Islamic philosophy, because gnosiology itself goes hand in hand with prophetology. However, it is clear that those who don't believe in the divine origin of the Quran or any kind of sacred or spiritual existence completely oppose any inward aspect of the Quran.


          


          Ta'wil


          As Ja'far Kashfi has defined ta'wil means to lead back or to bring back something to its origin or archetype is a science whose pivot is a spiritual direction and a divine inspiration, while the tafsir is the literal exegesis of the letter; its pivot is the canonical Islamic sciences. Allameh Tabatabaei says according to popular explanation among the later exegetes ta'wil indicates that particular meaning towards which the verse is directed. The meaning of revelation ( tanzil), as opposed to ta'wil, is clear or according to the obvious meaning of the words as they were revealed. But this explanation has become so wide spread that, at present, it has become the real meaning of ta'wil, while originally this word meant "to return" or "the returning place". In his view what has been rightly called ta'wil, or hermeneutic interpretation, of the Quran is not concerned simply with the denotation of words. Rather, it is concerned with certain truths and realities that transcend the comprehension of the common run of men; yet it is from these truths and realities that the principles of doctrine and the practical injunctions of the Quran issue forth. Interpretation is not the meaning of the verse; rather it transpires through that meaning - a special sort of transpiration. There is a spiritual reality which is the main objective of ordaining a law, or basic aim of describing a divine attribute; there is an actual significance to which a Quranic story refers.


          However Shia and Sufism on one hand and Sunni on the other hand have completely different positions on its legitimacy. A verse in the Quran points out this issue, but Shia and Sunni disagree on how it should be read. According to Shia, those who are firmly rooted in knowledge like the Prophet and imams, know the secrets of Quran, while Sunnis believe just God knows it. According to Allameh Tabatabaei "none knows its interpretation except Allah", remains valid, without any opposing or qualifying clause. Therefore, so far as this verse is concerned, the knowledge of the Quran's interpretation is reserved for Allah. But he uses another verses and concludes those who are purified by God know the interpretation of the Quran to a certain extent.


          The most ancient spiritual commentary on the Qur'an consists of the teachings which the Shia Imams propounded in the course of their conversations with their disciples. It was the principles of their spiritual hermeneutics that were subsequently to be brought together by the Sufis. These texts are narrated from Imam Ali and Ja'far al-Sadiq by Shia and Sunni Sufis.


          As Corbin narrates from Shia sources, Ali himself gives this testimony:


          
            Not a single verse of the Quran descended upon (was revealed to) the Messenger of God which he did not proceed to dictate to me and make me recite. I would write it with my own hand, and he would instruct me as to its tafsir (the literal explanation) and the ta'wil (the spiritual exegesis), the nasikh (the verse which abrogates) and the mansukh (the abrogated verse), the muhkam (without ambiguity) and the mutashabih (ambiguous), the particular and the general...

          


          According to Allameh Tabatabaei, there are acceptable and unacceptable esoteric interpretations. Acceptable ta'wil refers to the meaning of a verse beyond its literal meaning; rather only the implicit, whose ultimate meaning is known only to God and can't be comprehended directly through human thought alone. The verses in question here are those which refer to the human qualities of coming, going, sitting, satisfaction, anger and sorrow apparently attributed to God. Ta'wil that is unacceptable means "to transfer" the apparent meaning of a verse to a different meaning by means of a proof; this method is not without obvious inconsistencies. Although this view has gained considerable acceptance, it is incorrect and cannot be applied to the Quranic verses. The correct interpretation is that reality to which a verse refers; it is found in all verses, the decisive and the ambiguous alike; it is not a sort of a meaning of the word; it is a real fact that is too sublime for words; Allah has dressed them with words so as to bring them a bit nearer to our minds; in this respect they are like proverbs that are used to create a picture in the mind and thus help the hearer to clearly grasp the intended idea.


          Therefore Sufi spiritual interpretations usually are accepted by Islamic scholars as authentic interpretations as long as certain conditions were met. In Sufi history, these interpretations were sometimes considered religious innovations ( bid'ah), as Salafis today believe. However, even among Shia, ta'wil is extremely controversial. For example, when Ayatollah Ruhallah Khomeini, the leader of Islamic revolution, gave some lectures about Surat al-Fatiha in December 1979 and January 1980, some protests forced him to suspend it before he could proceed beyond the first two verses of the surah.


          


          Relationship with other literature


          


          The Torah and the Bible


          
            
              	

              	It is He Who sent down to thee (step by step), in truth, the Book, confirming what went before it; and He sent down the Law (of Moses) and the Gospel (of Jesus) before this, as a guide to mankind, and He sent down the criterion (of judgment between right and wrong).

              	
            


            
              	
                Qur'an 3:3( Yusuf Ali)

              
            

          


          The Qur'an speaks well of the relationship it has with former books (the Torah and the Gospel) and attributes their similarities to their unique origin and saying all of them have been revealed by the one God.


          The Qur'an retells stories of many of the people and events recounted in Jewish and Christian sacred books ( Tanakh, Bible) and devotional literature (Apocrypha, Midrash), although it differs in many details. Adam, Enoch, Noah, Heber, Shelah, Abraham, Lot, Ishmael, Isaac, Jacob, Joseph, Job, Jethro, David, Solomon, Elijah, Elisha, Jonah, Aaron, Moses, Ezra, Zechariah, Jesus, and John the Baptist are mentioned in the Quran as prophets of God (see Prophets of Islam). Muslims believe the common elements or resemblances between the Bible and other Jewish and Christian writings and Islamic dispensations is due to their common divine source, and that the original Christian or Jewish texts were authentic divine revelations given to prophets.


          Muslims believe that those texts were neglected, corrupted ( tahrif) or altered in time by the Jews and Christians and have been replaced by God's final and perfect revelation, which is the Qur'an. However, many Jews and Christians believe that the historical biblical archaeological record refutes this assertion, because the Dead Sea Scrolls (the Tanakh and other Jewish writings which predate the origin of the Quran) have been fully translated, validating the authenticity of the Greek Septuagint.


          


          Influence of Christian apocrypha


          The Diatessaron, Protoevangelium of James, Infancy Gospel of Thomas, Gospel of Pseudo-Matthew and the Arabic Infancy Gospel are all alleged to have been sources that the author/authors drew on when creating the Qur'an. The Diatessaron especially may have led to the misconception in the Qur'an that the Christian Gospel is one text. However this is strongly refuted by Muslim scholars, who maintain that the Quran is the divine word of God without any interpolation, and the similarities exist only due to the one source.


          


          Arab writing


          After the Quran, and the general rise of Islam, the Arabic alphabet developed rapidly into a beautiful and complex form of art.


          Wadad Kadi, Professor of Near Eastern Languages and Civilizations at University of Chicago and Mustansir Mir, Professor of Islamic studies at Youngstown State University state that:


          
            Although Arabic, as a language and a literary tradition, was quite well developed by the time of Muhammad's prophetic activity, it was only after the emergence of Islam, with its founding scripture in Arabic, that the language reached its utmost capacity of expression, and the literature its highest point of complexity and sophistication. Indeed, it probably is no exaggeration to say that the Quran was one of the most conspicuous forces in the making of classical and post-classical Arabic literature.

          


          
            The main areas in which the Quran exerted noticeable influence on Arabic literature are diction and themes; other areas are related to the literary aspects of the Quran particularly oaths (q.v.), metaphors, motifs, and symbols. As far as diction is concerned, one could say that Quranic words, idioms, and expressions, especially "loaded" and formulaic phrases, appear in practically all genres of literature and in such abundance that it is simply impossible to compile a full record of them. For not only did the Quran create an entirely new linguistic corpus to express its message, it also endowed old, pre-Islamic words with new meanings and it is these meanings that took root in the language and subsequently in the literature...

          


          


          Qur'an miracles


          Islamic scholars believe that the Quran is miraculous by its very nature in being a revealed text and that similar texts cannot be written by human endeavor. Its miraculous nature is claimed to be evidenced by its literary style, suggested similarities between Quranic verses and scientific facts discovered much later, and various prophecies. The Quran itself challenges those who deny its claimed divine origin to produce a text like it. [Qur'an 17:88][Qur'an 2:23][Qur'an 10:38]. These claims originate directly from Islamic belief in its revealed nature, and are widely disputed by non-muslim scholars of Islamic history.


          


          Qur'anic Initials


          14 different Arabic letters form 14 different sets of Quranic Initials (the "Muqatta'at", such as A.L.M. of 2:1) and prefix 29 suras in the Quran. The meaning and interpretation of these initials is considered unknown to most Muslims. In 1974, Egyptian biochemist Rashad Khalifa claimed to have discovered a mathematical code based on the number 19, which is mentioned in Sura 74:30 of the Quran.


          


          In culture


          Most Muslims treat paper copies of the Quran with veneration, ritually washing before reading the Quran. Worn out, torn, or errant (for example, pages out of order) Qurans are not discarded as wastepaper, but rather are left free to flow in a river, kept somewhere safe, burnt, or buried in a remote location. Many Muslims memorize at least some portion of the Quran in the original Arabic, usually at least the verses needed to perform the prayers. Those who have memorized the entire Quran earn the right to the title of Hafiz.


          Based on tradition and a literal interpretation of sura 56:77-79: "That this is indeed a Quran Most Honourable, In a Book well-guarded, Which none shall touch but those who are clean.", many scholars opine that a Muslim perform wudu (ablution or a ritual cleansing with water) before touching a copy of the Quran, or mus'haf. This view has been contended by other scholars on the fact that, according to Arabic linguistic rules, this verse alludes to a fact and does not comprise an order. The literal translation thus reads as "That (this) is indeed a noble Qur'ān, In a Book kept hidden, Which none toucheth save the purified," (translated by Mohamed Marmaduke Pickthall). It is suggested based on this translation that performing ablution is not required.


          Qur'an desecration means insulting the Quran by defiling or dismembering it. Muslims must always treat the book with reverence, and are forbidden, for instance, to pulp, recycle, or simply discard worn-out copies of the text. Respect for the written text of the Quran is an important element of religious faith by many Muslims. They believe that intentionally insulting the Quran is a form of blasphemy.


          


          Criticism


          The Quran's teachings on matters of war and peace have become topics of heated discussion in recent years. On the one hand, some critics interpret that certain verses of the Quran sanction military action against unbelievers as a whole both during the lifetime of Muhammad and after. On the other hand, other scholars argue that such verses of the Quran are interpreted out of context, and argue that when the verses are read in context it clearly appears that the Quran prohibits aggression, and allows fighting only in self defense.


          Some scholars, such as Patricia Crone, Michael Cook, and Gerd R. Puin, are skeptical of traditional religious accounts of the Qur'an's creation and history.
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